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a b s t r a c t

Hydraulic fracturing (HF) technique has been extensively used for the exploitation of unconventional oil
and gas reservoirs. HF enhances the connectivity of less permeable oil and gas-bearing rock formations
by fluid injection, which creates an interconnected fracture network and increases the hydrocarbon
production. Meanwhile, microseismic (MS) monitoring is one of the most effective approaches to eval-
uate such stimulation process. In this paper, the combined finite-discrete element method (FDEM) is
adopted to numerically simulate HF and associated MS. Several post-processing tools, including
frequency-magnitude distribution (b-value), fractal dimension (D-value), and seismic events clustering,
are utilized to interpret numerical results. A non-parametric clustering algorithm designed specifically
for FDEM is used to reduce the mesh dependency and extract more realistic seismic information.
Simulation results indicated that at the local scale, the HF process tends to propagate following the rock
mass discontinuities; while at the reservoir scale, it tends to develop in the direction parallel to the
maximum in-situ stress.
� 2014 Institute of Rock and Soil Mechanics, Chinese Academy of Sciences. Production and hosting by

Elsevier B.V. All rights reserved.
1. Introduction

The hydraulic fracturing (HF) technique, as a reservoir stimu-
lation tool, has been used for more than six decades, and an
extensive literature has been developed on the mechanics behind
the HF progress (e.g. Hubbert and Willis, 1957). However, it is the
increasing demand of hydrocarbons and the exploration of un-
conventional reservoirs during the last two decades that spurred
researchers to further develop HF techniques and to deeper
investigate the stimulation processes.

In an HF operation, a pressurized fluid is injected through a
borehole and into the target formation to overcome the overburden
stress and to initiate and extend fractures into the reservoir
(Jasinski et al., 1996). The fracturing fluid usually carries proppants,
such as sand, glass beads, etc., which keep the fractured formation
from closing under the in situ stress once the injection pressure is
turned off. This increases the permeability of the formation,
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resulting in the economical production of hydrocarbons from un-
conventional reservoirs. At the same time, HF operations raise
environmental and safety concerns. The fluid injection could
pollute groundwater (Osborn et al., 2011), and the HF process may
activate natural faults, resulting in earthquake hazards (Healy et al.,
1968). Therefore, it is necessary that HF operations be carefully
planned and monitored.

Monitoring of fracturing processes is the key to understand,
control, and optimize HF treatments. Many tools have been
developed to study fracture geometry, proppant placement, and
induced fracture conductivity (Barree et al., 2002). The technique
of monitoring the small-scale seismic activity induced by HF,
commonly known as microseismic (MS) monitoring, is one of the
very few tools that can be used to monitor the stimulation process
at the reservoir scale. Examining MS activities can help track
stimulation processes and reveal details of the natural discrete
fracture network (DFN) (Rutledge and Phillips, 2003). Moreover,
the study of HF-induced seismic activities can benefit from the
studies concerning natural earthquakes and numerical
simulations.

During the HF activity, the fracture propagation direction is
controlled by the in situ maximum principal stress and the local
rock fabric features (Gale et al., 2007). However, conventional
analysis tools typically assume that rock mass is homogeneous,
isotropic and linear elastic, and consider the HF to be a bi-planar,

https://core.ac.uk/display/82275465?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
mailto:q.zhao@mail.utoronto.ca
http://dx.doi.org/10.1016/j.jrmge.2014.10.003
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jrmge.2014.10.003&domain=pdf
http://www.rockgeotech.org
http://dx.doi.org/10.1016/j.jrmge.2014.10.003
http://dx.doi.org/10.1016/j.jrmge.2014.10.003


Q. Zhao et al. / Journal of Rock Mechanics and Geotechnical Engineering 6 (2014) 574e581 575
tensile crack propagation process (Adachi et al., 2007; Dusseault,
2013). To capture the physics of discontinuous, heterogeneous
and anisotropic reservoirs, techniques based on the discrete
element method (DEM) are well-suited because they inherently
incorporate fabric features, such as faults and joints (e.g. Al-
Busaidi et al., 2005).

In this paper, a two-dimensional (2D) FDEM code developed
based on Munjiza et al. (1995), Munjiza (2004), Mahabadi et al.
(2012), and Lisjak et al. (2013) is used to simulate HF and associ-
ated MS activities, taking into account natural rock mass disconti-
nuities. Also, dedicated post-processing tools are developed to
analyze and interpret the simulation results.
2. Principles of FDEM

FDEM, pioneered by Munjiza et al. (1995), is a hybrid nu-
merical simulation method that combines features of the finite
element method (FEM) with the DEM. It inherits the advantages
of FEM in describing elastic deformations, and the capabilities of
DEM in capturing interactions and fracturing processes of solids
(Munjiza, 2004). The progressive failure of rock material can be
simulated in FDEM by explicitly modeling crack initiation and
propagation, employing the principles of non-linear elastic
fracture mechanics (Barenblatt, 1959, 1962; Lisjak et al., 2013).
Basics of FDEM and fundamental governing equations can be
found in Munjiza et al. (1995), Munjiza (2004), Mahabadi et al.
(2012), Lisjak and Grasselli (2014), and Lisjak et al. (2014a). In
this section, only the FDEM approach to simulate HF is
discussed.

An FDEM simulation uses a triangular FEM mesh to construct
a model, and then the model is discretized by introducing four-
node elements between each contacting triangular element
pair (Mahabadi et al., 2012). The four-node elements will be
referred to as cohesive crack elements in the following. Upon
application of forces, the cohesive crack elements can deform
elastically and break when the slip or opening distance is
significantly large.

In a 2D scenario, two fracture modes can be simulated by the
cohesive crack element:Mode I, the openingmode, andMode II, the
shearing mode. In addition, failures involving both opening and
shearingdeformation components are classifiedasmixedMode IeII.
The fracture mode is derived from the relative displacement of the
fracture edges, and the constitutive behaviors of these fracturing
modes are described as follows (Lisjak et al., 2013) (Fig. 1):
Fig. 1. Fracture models governing the behaviors of cohesive crack elements. GIC and
GIIC represent the amount of energy per unit of fracture surface that Mode I and Mode
II fractures consume during the deformation of crack elements, respectively.
(1) Mode I is simulated through a cohesive crack model, similar to
that originally proposed by Hillerborg et al. (1976). When the
opening between two triangular elements reaches a critical
value (Op), which is related to intrinsic tensile strength (ft), the
normal bonding stress is gradually reduced until a residual
opening value (Or) is reached.

(2) Mode II is simulated by a slip weakening model which re-
sembles the model of Ida (1972). The critical slip (Sp) corre-
sponds to the intrinsic shear strength (fs) which is calculated
according to the MohreCoulomb criterion:

fs ¼ cþ sn tan 4 (1)

where c is the cohesion, 4 is the internal friction angle, and sn is the
normal stress acting across the fracture surface. As the slip ap-
proaches the critical slip (Sr), the tangential bonding stress is
gradually reduced to the residual value fr ¼ sn tan 4.

(3) Mode IeII, the mixed mode fracturing is defined by a coupling
criterion between crack opening and slip. This mode describes
a combination of shear and tensile deformations, and the fail-
ure criterion is defined by

�
O� Op

Or � Op

�2

þ
�
S� Sp
Sr � Sp

�2

� 1 (2)

where O is the opening distance and S is the slip.
When simulating the HF-induced fracturing process, a pres-

surized fluid exerts the driving force to propagate a fracture (Fig. 2)
(Lisjak et al., 2014a).

Moreover, natural rock mass discontinuities can be incorpo-
rated into FDEM models (Lisjak et al., 2014b). For example, the
bedding planes can be implemented as weak interfaces and the
pre-existing fractures can be simulated without introducing
cohesive crack elements for triangular element pairs on both sides
of the fracture.

3. FDEM-simulated seismic events

FDEM has the ability to simulate laboratory-scale acoustic
emissions (AE) and field-scale MS activities (Lisjak et al., 2013,
2014b). When the cohesive crack element breaks, the strain
energy stored during the deformation is released, and the code
can simulate the propagation of elastic waves. This energy is
assessed by monitoring the relative displacement of crack sur-
faces and recording the kinetic energy of nodes in proximity of
propagating fractures. The breakage of each cohesive crack
element is assumed to be an AE/MS event, and for each AE
event, important source parameters are numerically calculated,
including initiation time, source location, fracture mode, and
seismic energy.

The initial time of an event is assumed to be the time at which
the cohesive crack element breaks, and its location coincides with
the geometrical center of the cohesive crack element. The fracture
mode is determined by the relative displacement of both sides of
the fracture, as described in Section 2. Moreover, the associated
seismic energy (Ee) is represented by the kinetic energy at the
initial time (Ek,f) calculated by

Ek;f ¼ 1
2

X4
i¼1

miv
2
i;f (3)



Fig. 2. Schematic diagram of an HF-induced tensile fracture propagation towards east. The continuous fracture consists of multiple broken cohesive crack elements, and these
elements should be grouped together as one seismic event.
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where i ¼ 1, 2, 3 and 4 are the four nodes of a cohesive crack
element, mi and vi,f are the nodal mass and nodal velocity at the
time of the cohesive crack element failure, respectively. Moreover,
the seismic energy can be converted into magnitude using the
relation proposed by Gutenberg (1956):

Me ¼ 2
3
ðlog10Ee � 4:8Þ (4)
4. Post-processing tools

Seismic processes have stochastic self-similarities in space and
magnitude domains, which manifest themselves as power laws
through the fractal dimension (D-value) and the frequencye
magnitude relation (b-value), respectively (Gutenberg and Richter,
1944; Hirata et al., 1987). A clustering algorithm is firstly introduced
to overcome the limitations of FDEM (Section 4.1); then b-value and
D-value analysis tools are utilized to interpret clustered FDEM
simulation results.
4.1. Clustering

FDEM-simulated MS, as described in the previous section, is
recorded based on the assumption that each broken cohesive crack
element represents a single event (Lisjak et al., 2013). This
assumption is valid when simulating laboratory-scale problems in
which the mesh size is treated as an analogy to the mineral grain
size. However, it limits the applicability of MS simulations in large-
scale problems where the mesh size hardly possesses any physical
meaning. For example, in an HF simulation, instead of considering
each broken cohesive crack element as a single event, grouping
them into one seismic event better resembles the propagating
nature of the fracture (Fig. 2).

To overcome this limitation, a clustering algorithm is intro-
duced as a post-processing tool to ease the mesh dependency by
combining the broken cohesive crack elements that are close both
spatially and temporally into equivalent events. Unlike typical
clustering methods, the FDEM-based clustering algorithm consists
of two steps: (1) spatial clustering that involves the detection of
continuous fractures, and (2) temporal clustering dividing
continuous fractures into sub-fractures when specific criteria are
met.

FDEM-simulated MS events are first organized according to
their spatial distributions. The geometry of a continuous fracture
can be constructed by identifying and connecting cohesive crack
elements that belong to this fracture. The spatial clustering
helps establish the geometry of the fracture network generated
by HF.

A continuous fracture may contain multiple stages of fracturing,
due to, for instance, asperities or stress drops. Different stages of
fracture propagation should be divided into separate MS events.
Therefore, for broken cohesive crack elements in continuous frac-
tures, a non-parametric Gaussian kernel density estimation (KDE)
method is used for temporal clustering (Botev et al., 2010).

Density estimation is an important tool for the statistical anal-
ysis of data, and the KDE is one of the best developed density
estimation method (Botev et al., 2010). The adaptive Gaussian KDE
method, based on a linear diffusion process, reduces some well-
known biases of KDE and has the ability to do a non-parametric
bandwidth selection.

Given P independent observations cPhfX1;.;XPg from an
unknown continuous probability density function (PDF) on Z, the
Gaussian KDE is defined as

bf ðx; tÞ ¼ 1
P

XP
i¼1

fðx;Xi; tÞ ðx˛RÞ (5)

where f is the Gaussian kernel with location Xi and bandwidth
ffiffi
t

p
,

which is expressed as

fðx;Xi; tÞ ¼ 1ffiffiffiffiffiffiffiffi
2pt

p e�ðx�XiÞ2=ð2tÞ (6)

Eq. (5) offers a unique solution to the diffusion partial differ-
ential equation (PDE), i.e.

v

vt
bf ðx; tÞ ¼ 1

2
v2

vx2
bf ðx; tÞ ðx˛Z; t > 0Þ (7)

with ZhR and initial condition of

bf ðx;0Þ ¼ DðxÞ
DðxÞ ¼ 1=P

XP

i¼1
dðx� XiÞ

)
(8)

where D(x) gives the empirical density of the data cP , and dðx� XiÞ
is the Dirac measure at Xi. Botev et al. (2010) interpreted Eq. (5) as
the Green’s function of Eq. (7); thus, bf ðx; tÞ can be represented by
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the solution of Eq. (7) up to time t. There are several advantages of
such interpretation over traditional Eq. (5). Firstly, it can be used
to construct a density estimator for a domain with unknown
density distribution; secondly, it has a smooth density estimation
at the boundary; moreover, a completely data-driven bandwidth
selection is available for such density estimator (Botev et al.,
2010).

In practice, the KDE first evenly discretizes the domain (i.e. time
duration of the continuous fracture) into L (e.g. L ¼ 214 by default)
grids, and this discretization is smoothed using the computed
optimal bandwidth

ffiffiffiffiffi
t*

p
, then the PDF of each grid is estimated. The

resulting cumulative density of the entire domain, which is the
equivalent of the area covered by the PDF, is unitary (Botev et al.,
2010). The bandwidth defines the resolution (h) of the clustering;
meaning that, with larger bandwidth, the events temporally more
separated will be clustered together.

Although the applied clustering method is non-parametric by
default, it could be toggled to use specific bandwidth to satisfy
certain interpretation purposes. For example, when a specific
resolution is required, h can be controlled by modifying L.
Knowing the initial time (t1) and ending time (t2) of a continuous
fracture, one can use the calculated grid number (Lc) to achieve
such resolution:

Lc ¼ t2 � t1
h

(9)

Temporally adjacent broken cohesive crack elements in a
continuous fracture with time distance Dt < hwill be included into
one cluster.

Local minima of the PDF are used as dividing points, and each
cluster of broken cohesive crack elements is considered to be an
equivalent seismic event. Source parameters of such event are
calculated using the following routine: (1) Time of the equivalent
event is the time when the first cohesive crack element fails at t1,
as mentioned above. (2) Its location is where the energy release
starts (i.e. coordinates of the first cohesive crack element), which
gives an analogy to the hypocenter of a natural earthquake. (3) The
source mechanism of this event is the weighted average of
mechanisms of all broken cracks in this fracture, based on the
kinetic energy they release. (4) The energy release is calculated as
the total kinetic energy of all cohesive crack elements in the
cluster.

From a fracture propagation point of view, the fluid injection-
induced fracture propagates when the intrinsic strength of the
rock has been overcome and halts when the driving fluid pressure
is not high enough. For example, natural asperities can sustain
higher pressure and fractures may stand still before the fluid
pressure accumulates high enough to overcome its strength. Once
the fracturing process proceeds, the wet volume increases, and the
fluid pressure will decrease accordingly. On the other hand, HF
operations are usually conducted in stages, and fluid pressure
varies during different stages.

The two-step clustering algorithm introduced herein helps un-
derstand the geometry of HF-induced fractures, and how these
Table 1
Geotechnical properties of the rock mass and cohesive crack elements.

Density (kg/m3) Young’s modulus (GPa) Poisson’s ratio Friction coefficien

2500 20 0.18 0.6
fractures respond to the variation of geological background and
injection procedure. Further analysis will be discussed based on
clustered results.
4.2. b-Value

The GutenbergeRichter law (GeR law) states that the fre-
quencyemagnitude distribution (FMD) of seismic activities in a
given volume can be approximated by a simple power-law
(Gutenberg and Richter, 1944):

log10Nð> MÞ ¼ a� bM (10)

where N(>M) refers to the number of seismic events with magni-
tude larger than M, and a and b are constants.

The GeR law has been extensively used for describing HF-
induced MS (Utsu, 1999; Grob and van der Baan, 2011). In this
linear expression, b-value is given by the slope of the FMD curve
which is usually around 1. The b-value has been considered as an
important parameter that characterizes the seismicity of a
region.

The maximum-likelihood method (MLM) provides the most
appropriate way to estimate the b-value (Aki, 1965; Woessner and
Wiemer, 2005):

b ¼ log10e�
M �

�
Mc � DMbin

2

�� (11)

where e is the Euler’s number; Mc is the magnitude of complete-
ness, which is defined as the lowest magnitude at which all the
events in a spaceetime volume are detected (Woessner and
Wiemer, 2005); M is the arithmetic average magnitude for
M > Mc; and DMbin is the binning width of the catalogue. MLM is
controlled essentially by smallest events and is less affected by
events at the large-magnitude-end which may not fit the GeR law
(Amitrano, 2012).

The choice ofMc, beyondwhich AE events should be excluded in
the b-value estimation, directly impacts the evaluation of the b-
value, and in turn influences the estimation of the overall seismicity
rate (Mignan and Woessner, 2012). In order to provide a robust b-
value estimation, we estimate Mc by employing the maximum
curvature method (MAXC) (Wiemer and Wyss, 2000). In this
method, Mc represents the point in the magnitude domain where
the seismic event population is most concentrated. Moreover,
binning width in this work is chosen to be 0.1 (i.e. DMbin ¼ 0.1) so
that the estimation is not biased due to large bin size (Bender,
1983).

MAXC was criticized for underestimating Mc, especially for
gradually curved FMD that does not fit the GeR law (Rydelek
and Sacks, 1989; Woessner and Wiemer, 2005). However,
we use it for consistency and comparison between different
simulations.
t Cohesion (MPa) Tensile strength (MPa) Fracture energy (J/m2)

Mode I Mode II

20 3 100 150



Fig. 3. Demonstration of the clustering algorithm and non-parametric KDE. The fluid
pressure (blue) and density estimation (green) of broken cohesive crack elements are
plotted versus time. A total number of 72 broken cohesive crack elements are clustered
into three equivalent events, and the dividing points are local minima of the density
estimation (red dashed line).
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4.3. D-value

The correlation integral, C(r), is used to quantitatively study the
spatial distribution pattern of seismic events (Hirata et al., 1987):

CðrÞ ¼ 2
NðN � 1ÞNrðR < rÞ (12)

whereNr(R< r) is the number of seismic source pairs separated by a
distance smaller than r, and N is the total number of events. If the
source distribution has a fractal structure, then we have

CðrÞfrD (13)

where D is the fractal dimension of the distribution, which is linear
in a logelog scale.

In a 2D situation, D ¼ 2 indicates complete randomness in the
source location distribution, and lower values suggest the presence
Fig. 4. The east-propagating fracture induced by HF and associated wave radiation. (a) The s
and perforation of the borehole. Red line represents the free surface created by the perfora
of clustering. Note that D-value does not carry any information
about the shape of the spatial distribution, and the fractal analysis
must be accompanied with a visual inspection of the actual source
pattern.
5. Numerical simulation examples

Three HF simulation examples are demonstrated in this section.
In Section 5.1, the first example demonstrates the clustering algo-
rithm and the KDE. In Sections 5.2 and 5.3, the influences of
bedding planes and natural fractures (i.e. DFN) to the HF treatments
are studied. Geotechnical parameters of the rockmass and cohesive
crack elements used for these examples are the same (Table 1). In
addition to b- and D-values, other aspects of interests to engineers
and geophysicists that can be calculated by FDEM are also shown in
these examples, for instance, magnitude of principal stresses and
seismic wave radiation.
5.1. Example 1: demonstration of the clustering algorithm

A small-scale numerical model with a simple geological setting
was used in this example. Significant geotechnical properties used
for the rock mass and cohesive crack elements are listed in Table 1.
This example is an ideal case to illustrate the clustering algorithm
(Fig. 3) and the ability of FDEM to capture stress wave radiation
(Fig. 4a).

To simulate the constant flow rate using HF operation more
realistically, the installation of a stiff casing (i.e. steel and cement)
was explicitly simulated. In this example, the borehole was perfo-
rated towards east and the model setup is illustrated in Fig. 4b.
Moreover, the in situ stresses in the vertical and horizontal di-
rections were assumed equally (sv ¼ sh ¼ 25 MPa).

The clustering algorithm successfully identified and connected
broken cohesive crack elements that belong to the east propa-
gating fracture, and then the non-parametric KDE divided them
into three segments according to their temporal distribution
(Fig. 3). After each cluster of events, extra opening space created
by HF caused a stress drop, and the fracture was halted until the
fluid pressure accumulated high enough to fracture the rock
again.
eismic wave radiated by the second segment of the propagating fracture, and (b) casing
tion shoot and fracturing. Note the variation of mesh size.



Fig. 6. FMD of MS of the example in Section 5.2 (Dmbin ¼ 0.1) and the estimated b-
values by MLM (blue). Green square denotes Mc, the b-value estimation does not
perform well due to the gradually curved FMD.
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The propagation speed of the each event can be estimated by
dividing the total length of the fracture by the propagation dura-
tion of the fracture (i.e. t2 � t1). The first fracture segment, be-
tween 2.8 ms and 3.8 ms, propagated at a velocity of 870 m/s, and
the second segment propagated at a velocity of 630 m/s between
4.4 ms and 5.1 ms. The last segment of the fracture consists of only
one broken cohesive crack element, thus no propagation speed is
calculated. Moreover, Fig. 4a shows the seismic wave radiated
from the propagating fracture corresponding to the second
segment. The seismic energy radiated from the crack tip is clearly
captured by the model, including its variation due to the fractured
surface observed.

5.2. Example 2: influences of bedding planes

In this example, the in situ stress condition was assumed to be
sv ¼ 65 MPa and sh ¼ 50 MPa, which corresponds to a completion
depth of about 2.5 km with a stress ratio K0 ¼ sh/sv ¼ 0.77. The
horizontal bedding planes are implemented in the model and the
borehole is perforated in six directions.

The dominant propagation direction of the fracture was
controlled by the in situ stresses, particularly the maximum prin-
cipal stress direction. However, it was clearly demonstrated that
bedding planes add complexity to the fracture pattern (Fig. 5).
Fractures penetrated into bedding planes adjacent to the main
fracture and generated MS events. The importance of natural rock
mass fabrics to HF is clearly highlighted by FDEM simulation.
Moreover, MS observed in this model resulted in b ¼ 1.20 (Fig. 6)
and D ¼ 0.47.

5.3. Example 3: influences of DFN

The third model was used to investigate HF in a horizontal well
placed within a naturally fractured formation. The same in situ
stress condition as Example 2 is used. A simplified DFN, consisting
Fig. 5. Simulated HF-induced fracture network and its interaction with the bedding
planes. Seismic events occurring during the HF are shown as circles, with their sizes
proportional to their energy and centers corresponding to the location of events. While
the magnitude ranges from �7 to �1, only events with magnitude larger than �1.5 are
plotted. Background of the figure is the magnitude of the maximum principal stress
(s1).
of two fracture sets inclined at �45� to the directions of the prin-
cipal stresses, was embedded into the model (Fig. 7). The strength
parameters of these natural fractures were chosen such that they
were partially open under the given in situ stresses.

The simulated fracturing pattern shows the crucial role of the
pre-existing rock mass discontinuities. The emergent fracturing
process consists of a combination of breakage through the intact
rock (Fig. 7b) and shearing along the pre-existing discontinuities
(DFN) (Fig. 7c). At the local scale, the fluid pressure induced
fracture tends to follow the DFN, while at the global scale it tends
to align with the maximum in situ stress. These results are in
agreements with the conceptual model proposed by Dusseault
(2013).

The reactivation of DFN generates low magnitude events that
are distinguished from the HF-induced MS, and are thus analyzed
separately. HF-induced MS reported a b-value of 0.61 (Fig. 8), and
the reactivation of natural fractures resulted in a b-value of 1.59
(Fig. 9). We speculate that the significant departure between
magnitude ranges of HF-induced MS and reactivation of natural
fractures, as well as their b-values, may be useful indicators for
interpreting field data and depicting the structure of the DFN in the
field.

In the case of the spatial distribution of MS, events located on
themain HF-induced fracture have a D-value of 0.27, which is lower
than that reported in Section 5.2. From the visual inspection of the
fracture pattern depicted in Figs. 5 and 7, one can interpret that
there are fewer branches in themodel with DFN, and the events are
more concentrated, resulting in a lower D-value. If the MS events
from the activation of pre-existing fractures are taken into account,
the D-value increases to 1.69, indicating a higher order of
randomness of the spatial distribution of MS due to the presence of
the DFN.

6. Conclusions

Numerical simulation can be used as an additional tool to solve
geophysical and geotechnical engineering problems. The FDEM
introduced in this paper can simulate the mechanical behavior of
the reservoir under HF operations and associated seismic activities.
Moreover, it can simulate the underground environment more
realistically by considering natural rock mass discontinuities,
compared to continuum methods.



Fig. 7. The evolution of the fracture during the HF treatment with DFN. The variation of the maximum principal stress, s1, is shown accordingly. Note the stress concentration at pre-
existing fractures.

Fig. 8. FMD of MS events along the main fracture of the example in Section 5.3
(Dmbin ¼ 0.1) and the estimated b-values by MLM (blue). Green square denotes Mc.

Fig. 9. FMD of MS from reactivation of natural fractures of the example in Section 5.3
(Dmbin ¼ 0.1) and the estimated b-values by MLM (blue). Green square indicates Mc.
Note the low estimation quality due to the gradually curved FMD.
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A non-parametric clustering algorithm was developed to ease
the mesh dependency of FDEM-simulated events, resulting in more
realistic MS predictions. The b- and D-values were carefully
assessed based on the geological background of the model.

The FDEM of HF simulation appears to be promising for its
unique ability in obtaining geomechanical and geophysical insights
into HF under realistic rock mass conditions. Moreover, FDEM
demonstrated a potential for forward modeling of MS, owing to its
inherent ability to generate synthetic seismic events from a geo-
mechanical aspect, which may provide valuable insights for inter-
preting MS data observed in field.
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