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Abstract

Compared with the spline wavelet decomposition for the discrete power growth space F given
by Pevnyi and Zheludev, this paper deals with spline wavelet decompositions for the Hilbert
space �2(Z). We characterize RTB splines and RTB wavelets, because the space �2(Z) can be repre-
sented by them. It turns out that the representation is stable and the convergence is much stronger than
the pointwise convergence in F . Finally, a family of symmetric RTB wavelets with finite supports
are constructed.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and preliminary

The spline wavelet theory in L2(Rd) is important in wavelet analysis, because it has
many effective applications. In [1], the authors discuss the so-called discrete splines in
�2(Z) through sampling the continuous splines. On the other hand, Pevnyi and Zheludev
defined the discrete splines, which is independent of continuous splines in 2000 [8]. Us-
ing those discrete splines, they establish the wavelet decomposition for the space of power
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growth F [9]. Since F has no norm structure, the convergence there holds only in point-
wise sense. However, many practical signals have finite energy and can be considered as
elements of �2(Z). Moreover, the norm convergence is much stronger than the pointwise
one in �2(Z). Based on this consideration, we shall study the spline wavelet decomposition
of �2(Z), by using the knowledge from [8,9]. Wavelet analysis in this Hilbert space can be
found in [4,7,10,11], etc.

In [8], the discrete splines on Z are defined as follows: Let n be a natural number.
A discrete B-spline of the first order is the function B1,n on Z , given by

B1,n(j) =
{

1, 0 � j � n − 1;
0, otherwise.

The higher order B-spline is Bp,n =: Bp−1,n ∗ B1,n for p � 2. Here and after, ∗ stands for
the discrete convolution. The discrete convolution a ∗ b of a = {an} and b = {bn} is defined
by a ∗ b(n) =: ∑

n a(n − k)b(k). It is well known that a ∗ b ∈ �2(Z), when a ∈ �(Z) and
b ∈ �2(Z). As usual, �(Z) =: {a(n),

∑
n∈Z |a(n)| < +∞}.

Definition 1.1. The upsampling operator U :�2(Z) → �2(Z) is defined by

(
Unz

)
(k) =:

{
z(k/n), k is divisible by n;
0, otherwise.

This definition can be found in [2,5]. Since Bp,n has finite support, Bp,n ∈ �(Z) and
Unc ∗ Bp,n(·) = ∑

l c(l)Bp,n(· − ln) ∈ �2(Z) for each c ∈ �2(Z). Then

Vp,n =:
{∑

l

c(l)Bp,n(· − ln), c ∈ �2(Z)

}
(1.1)

is a subspace of �2(Z). This space is totally different from that in [9], because we assume
c ∈ �2(Z) here and they take c as a power growth sequence therein. It is easy to see that
Bp,1 = δ and Vp,1 = �2(Z). We call an element of Vp,n a discrete spline of order p.

Note that Bp,2n(j) = ∑p

r=0 Cr
pBp,n(j − rn), j ∈ Z [9, Theorem 5, p. 68]. Then Vp,2n

is a subspace of Vp,n. Furthermore, it can be shown that Vp,2n is a closed subspace of Vp,n

by Lemma 2.2. Then there exists the unique closed subspace Wp,2n ⊆ Vp,n such that

Vp,n = Vp,2n ⊕ Wp,2n.

Recall that {xn} is a Riesz basis of a Hilbert space H , if for each x ∈ H , there exists
the unique c ∈ �2(Z) such that x = ∑

n cnxn and A
∑

n |cn|2 � ‖x‖2 � B
∑

n |cn|2 with
0 < A � B . We introduce the following definition to study the decomposition of �2(Z).

Definition 1.2. A discrete spline φ ∈ Vp,n is called an RTB spline, if {φ(· − ln)}l∈Z

forms a Riesz basis for Vp,n; a discrete spline ψ ∈ Wp,2n is called an RTB wavelet, if
{ψ(· − 2ln)}l∈Z forms a Riesz basis for Wp,2n.

The corresponding discrete spline is said to be TB spline or TB wavelet in [9]. We call
it RTB spline or RTB wavelet, because its translations forms a Riesz basis. To characterize
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RTB splines and RTB wavelets, we need some other notations, which are introduced in
[8,9]: firstly

Ep,n(x, j) =:
∑

l

e−ilxBp,n(j − ln) (1.2)

is well defined and

Ep,n(x, j − kn) = eikxEp,n(x, j). (1.3)

The set {n ∈ Z, a(n) 	= 0} is called the support of a, denoted by suppa in this paper.
It is easy to show that suppBp,n = {0,1,2, . . . , p(n − 1)} and Bp,n[p(n − 1) − j ] =
Bp,n(j) � 0, j ∈ Z . Let bp,n(k) =: Bp,n(v + kn) with v = p(n−1)

2 . As in [9], we assume
that v is an integer in this paper. Then bp,n has finite support, because Bp,n does. Moreover,

Tp,n(x) =:
μ∑

−μ

bp,n(k)eikx > 0

for each real number x ∈ R [8]. Take a(x) = eix(1 − e−ix)pT2p,n(x + π) and define

ωp,2n(x, j) = a

(
x

2

)
Ep,n

(
x

2
, j

)
+ a

(
x + 2π

2

)
Ep,n

(
x + 2π

2
, j

)
.

Then it is shown that [9]

ωp,2n(x, j − 2kn) = eikxωp,2n(x, j). (1.4)

In Section 2, we prove that φ is an RTB spline if and only if

φ(j) = 1

2π

2π∫
0

ξ(x)Ep,n(x, j) dx

for ξ ∈ L2[0,2π] and a � |ξ(x)| � b almost everywhere on the whole real line R for some
0 < a � b < +∞.

We use ξ(x) ∼ 1 to denote a � |ξ(x)| � b almost everywhere for some 0 < a � b <

+∞. Similar to RTB splines, a characterization for RTB wavelets is given in Section 3:
The discrete spline ψ is an RTB wavelet if and only if

ψ(j) = 1

2π

2π∫
0

τ(x)ωp,2n(x, j) dx

for τ ∈ L2[0,2π] and τ(x) ∼ 1. In the end of the third section, we shall discuss the duals
of RTB splines and RTB wavelets.

Finally, we exhibit a family of symmetric RTB wavelets with finite supports in terms
of τ(x), which include Pevnyi and Zheludev’s example. It will be proved that the Pevnyi
and Zheludev’s example has the shortest length among that family. All these will be done
in the last section.
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For the proofs, we need the discrete Fourier transform F :�2(Z) → L2[0,2π], defined
by

ẑ(θ) =: (Fz)(θ) =:
∑

k

z(k)eikθ ∈ L2[0,2π]

for each z ∈ �2(Z). The inner product in L2[0,2π] is given by

〈u,v〉 = 1

2π

2π∫
0

u(x)v(x) dx.

Then the Plancherel formula says 〈ẑ, ω̂〉 = ∑
k z(k)ω(k). On the other hand, it can be

checked that (Unz)∧(θ) = ẑ(nθ) for each z ∈ �2(Z) and that (z ∗ ω)∧(θ) = ẑ(θ)ω̂(θ) for
z ∈ �2(Z) and ω ∈ �(Z). These can be found in [2,5].

2. Characterization for RTB splines

We shall firstly show that each φ ∈ Vp,n can be represented by

φ(j) = 1

2π

2π∫
0

C(x)Ep,n(x, j) dx

with C(x) ∈ L2[0,2π] in this part and then prove that φ is an RTB spline if and only if
C(x) ∈ L2[0,2π] and C(x) ∼ 1.

Lemma 2.1. The discrete spline S ∈ Vp,n if and only if

S(j) = 1

2π

2π∫
0

C(x)Ep,n(x, j) dx

for some C(x) ∈ L2[0,2π]. Moreover, Ŝ(x) = C(nx)B̂p,n(x).

Proof. Let S(j) = 1
2π

∫ 2π

0 C(x)Ep,n(x, j) dx with C(x) ∈ L2[0,2π]. Then C(x) =∑
l c(l)e

ilx with {c(l)} ∈ �2(Z). Note that (1.2) says Ep,n(x, j) =: ∑l Bp,n(j − ln)e−ilx .
Then, by the Plancherel formula, one has

S(j) = 1

2π

2π∫
0

C(x)Ep,n(x, j) dx =
∑

l

c(l)Bp,n(j − ln). (2.1)

Hence S ∈ Vp,n, according to the definition for Vp,n in (1.1).
Conversely, assume S ∈ Vp,n. Then there exists c ∈ �2(Z) such that

S(j) =
∑

c(l)Bp,n(j − ln). (2.2)

l
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Note that C(x) =: ∑l c(l)e
ilx ∈ L2[0,2π] and Ep,n(x, j) =: ∑l Bp,n(j − ln)e−ilx . Then

it follows that S(j) = 1
2π

∫ 2π

0 C(x)Ep,n(x, j) dx from (2.2) and the Plancherel formula.

By (2.1), one knows S(j) = Unc ∗ Bp,n(j) with ĉ = C(x). Then Ŝ(x) =
C(nx)B̂p,n(x). �
Lemma 2.2. The discrete spline Bp,n satisfies

n−1∑
l=0

∣∣∣∣B̂p,n

(
x + 2πl

n

)∣∣∣∣
2

∼ 1.

Proof. Using the definition of Bp,n = Bp−1,n ∗ B1,n, one has B̂p,n(x) = [B̂1,n(x)]p . Note
that B̂1,n(x) = ∑n−1

k=0 e−ikx and B̂1,1(x) = 1. Then Lemma 2.2 is true automatically for
n = 1. Next, one shows the lemma for n > 1. Clearly,

∣∣B̂p,n(x)
∣∣ =

{
np, x = 0,2π;∣∣ 1−e−inx

1−e−ix

∣∣p, 0 < x < 2π.

It is easy to see B̂p,n(x) 	= 0 on [0, 2π
n

) and hence

n−1∑
l=0

∣∣∣∣B̂p,n

(
x + 2πl

n

)∣∣∣∣
2

�
∣∣B̂p,n(x)

∣∣2 + B̂p,n

(
x + 2π(n − 1)

n

)∣∣∣∣
2

> 0

on [0, 2π
n

]. Since
∑n−1

l=0 |B̂p,n(x + 2πl
n

)|2 is a 2π
n

periodic and continuous function, the
desired conclusion follows. �

Now we are in the position to show the main result in this section:

Theorem 2.1. Let φ ∈ Vp,n. Then φ is an RTB spline if and only if

φ(j) = 1

2π

2π∫
0

ξ(x)Ep,n(x, j) dx

for ξ ∈ L2[0,2π] and ξ(x) ∼ 1.

Proof. Firstly φ ∈ Vp,n implies that

φ(j) = 1

2π

2π∫
0

ξ(x)Ep,n(x, j) dx (2.3)

with ξ(x) ∈ L2[0,2π] due to Lemma 2.1.
For the necessary part, assume that φ is an RTB spline. Since {φ(· − kn)} is a Riesz

basis for Vp,n, for each S ∈ Vp,n,

S(·) =
∑

c(k)φ(· − kn) ∈ Vp,n
k
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and ‖S‖ ∼ ‖c‖. Furthermore, S = (Unc)∗φ and Ŝ(x) = ĉ(nx)φ̂(x). Combining Lemma 2.1
with (2.3), one has φ̂(x) = ξ(nx)B̂p,n(x). Therefore,

‖Ŝ‖2 = ∥∥ĉ(nx)ξ(nx)B̂p,n(x)
∥∥2 = 1

2π

2π∫
0

∣∣ĉ(nx)
∣∣2∣∣ξ(nx)

∣∣2∣∣B̂p,n(x)
∣∣2

dx

= 1

2πn

2πn∫
0

∣∣ĉ(y)
∣∣2∣∣ξ(y)

∣∣2
∣∣∣∣B̂p,n

(
y

n

)∣∣∣∣
2

dy

= 1

2πn

2π∫
0

∣∣ĉ(x)
∣∣2∣∣ξ(x)

∣∣2
n−1∑
l=0

∣∣∣∣B̂p,n

(
x + 2πl

n

)∣∣∣∣
2

dx. (2.4)

Since ‖S‖ ∼ ‖c‖, ‖Ŝ‖2 ∼ ‖ĉ‖2. Note that
∫ 2π

0 |ĉ(x)|2Γ (x)dx � 0 for each c ∈ �2(Z) im-
plies Γ (x) � 0 almost everywhere, because Γ (x) < 0 on some non-zero measurable set
E0 would lead to a desired contradiction:

2π∫
0

∣∣χE0(x)
∣∣2

Γ (x)dx =
∫
E0

Γ (x)dx < 0,

where ĉ(x) = χE0(x). Then

1

2πn

∣∣ξ(x)
∣∣2

n−1∑
l=0

∣∣∣∣B̂p,n

(
x + 2πl

n

)∣∣∣∣
2

∼ 1.

Using Lemma 2.2, one receives |ξ(x)| ∼ 1.
For the sufficient part, one shows {φ(· − ln)}l∈Z spans the whole Vp,n, firstly: let S ∈

Vp,n. Then Lemma 2.1 says S(j) = 1
2π

∫ 2π

0 C(x)Ep,n(x, j) dx with C(x) ∈ L2[0,2π].
Since ξ(x) ∼ 1, C(x)

ξ(x)
∈ L2[0,2π] and

S(j) = 1

2π

2π∫
0

C(x)

ξ(x)
ξ(x)Ep,n(x, j) dx.

Let c(l) = 1
2π

∫ 2π

0
C(x)
ξ(x)

eilx dx. Note that (1.3) and (2.3) imply

φ(j − kn) = 1

2π

2π∫
0

eikxξ(x)Ep,n(x, j) dx.

Then it follows that

S(·) =
∑

c(k)φ(· − kn) (2.5)

k
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from the Plancherel formula. Now it remains to show ‖S‖ ∼ ‖c‖. Similar to the argument
of (2.4), one can prove

‖Ŝ‖2 = 1

n

2π∫
0

∣∣ĉ(x)
∣∣2∣∣ξ(x)

∣∣2
n−1∑
l=0

∣∣∣∣B̂p,n

(
x + 2πl

n

)∣∣∣∣
2

dx

by using (2.5), (2.3) and Lemma 2.1. Combining Lemma 2.2 with the given condition
ξ(x) ∼ 1, one receives ‖Ŝ‖2 ∼ ‖ĉ‖2. Furthermore, the desired result ‖S‖ ∼ ‖c‖ fol-
lows. �

3. Characterization for RTB wavelets

The purpose of this section is to characterize all RTB wavelets. The results are sim-
ilar to that for RTB splines. By those characterizations, we can give spline wavelet de-
compositions for �2(Z). This will be explained in the end of this section (Remarks 3.1
and 3.2).

As mentioned in the introduction,

ωp,2n(x, j) = a

(
x

2

)
Ep,n

(
x

2
, j

)
+ a

(
x + 2π

2

)
Ep,n

(
x + 2π

2
, j

)

with a(x) = eix(1 − e−ix)pT2p,n(x + π). The following lemma comes essentially from
Pevnyi and Zheludev’s work.

Lemma 3.1. The discrete spline R ∈ Wp,2n if and only if

R(j) = 1

2π

2π∫
0

D(x)ωp,2n(x, j) dx

for some D(x) ∈ L2[0,2π]. Moreover, R̂(x) = D(2nx)ψ̂p,2n(x), where

ψp,2n(j) = 1

2π

2π∫
0

ωp,2n(x, j) dx. (3.1)

Proof. Note that D2n(x) ∈ L2[0,2π] in [9, Theorem 7, p. 72], when Cn(x) ∈ L2[0,2π].
Then for each R ∈ Wp,2n, there exists some D(x) ∈ L2[0,2π] such that

R(j) = 1

2π

2π∫
0

D(x)ωp,2n(x, j) dx.

Conversely,

ωp,2n(x, j) = a

(
x

)
Ep,n

(
x

, j

)
+ a

(
x + 2π

)
Ep,n

(
x + 2π

, j

)

2 2 2 2
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implies

S(j) =: 1

2π

2π∫
0

D(x)ωp,2n(x, j) dx

= 1

π

π∫
0

D(2y)a(y)Ep,n(y, j) dy + 1

π

2π∫
π

D(2y)a(y)Ep,n(y, j) dy

= 1

π

2π∫
0

D(2x)a(x)Ep,n(x, j) dx

for each D(x) ∈ L2[0,2π]. Note that a(x) = eix(1 − e−ix)pT2p,n(x + π) is bounded
and D(x) ∈ L2[0,2π]. Then D(2x)a(x) ∈ L2[0,2π] and, therefore, S ∈ Vp,n, due to
Lemma 2.1. Moreover, Pevnyi and Zheludev’s work [9, Proposition 2, p. 72] shows
S ⊥ Vp,2n. Hence S ∈ Wp,2n.

Now it remains to show R̂(x) = D(2nx)ψ̂p,2n(x): By (1.4), ωp,2n(x, j − 2kn) =
eikxωp,2n(x, j). Combining this with (3.1), one has

ψp,2n(j − 2kn) = 1

2π

2π∫
0

ωp,2n(x, j)eikx dx. (3.2)

Let dl = 1
2π

∫ 2π

0 D(x)eilx dx. Then

R(j) = 1

2π

2π∫
0

D(x)ωp,2n(x, j) dx =
∑

l

dlψp,2n(j − 2ln) = U2nd ∗ ψp,2n(j).

Moreover, R̂(x) = D(2nx)ψ̂p,2n(x). This completes the proof. �
Recall that a(x) = eix(1− e−ix)pT2p,n(x +π). Let G(l) denote the Fourier coefficients

of a(x), i.e.,

G(l) =: 1

π

2π∫
0

a(x)e−ilx dx. (3.3)

Then the discrete spline ψp,2n(j) = 1
2π

∫ 2π

0 ωp,2n(x, j) dx can be represented as linear
combinations of Bp,n(j − ln), in which the coefficients are G(l).

Lemma 3.2. [9] The discrete spline ψp,2n has the following properties:

(i) ψp,2n(j) = ∑
l G(l)Bp,n(j − ln);

(ii) G(l) = (−1)pG(−p + 2 − l);
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(iii) suppG ⊆ [−μ − p + 1,μ + 1] and G(−μ − p + 1) 	= 0, G(μ + 1) 	= 0. Here, μ =
[p(n−1)

n
] stands for the integer part of p(n−1)

n
.

Now we are ready to give the next lemma, which is important for Theorem 3.1.

Lemma 3.3. The discrete spline ψp,2n(·) satisfies

2n−1∑
k=0

∣∣∣∣ψ̂p,2n

(
x + πk

n

)∣∣∣∣
2

∼ 1.

Proof. One proves firstly

ψ̂p,2n(x) 	= 0 for x ∈
(

0,
π

n

]
. (3.4)

(Here, the authors thank the referee pointing out a mistake in the original proof.) By
Lemma 3.2(i), ψp,2n(j) = ∑

l G(l)Bp,n(j − ln) = UnG ∗ Bp,n, where U is the upsam-
pling operator defined in Definition 1.1. Moreover, ψ̂p,2n(x) = Ĝ(nx)B̂p,n(x). Since G(l)

is the Fourier coefficient of a(x), one knows Ĝ(x) = a(x) and ψ̂p,2n(x) = a(nx)B̂p,n(x).
Recall that a(x) =: eix(1 − e−ix)pT2p,n(x + π). Then

ψ̂p,2n(x) = einx
(
1 − e−inx

)p
T2p,n(nx + π)B̂p,n(x).

To conclude (3.4), one finds that

B̂p,n(x) = [
B̂1,n(x)

]p =
(

n−1∑
j=0

e−ijx

)p

=
(

1 − e−inx

1 − e−ix

)p

	= 0

on x ∈ (0, π
n
]. On the other hand, Tp,n(x) is positive on the real line R (see [8] or [9]).

Hence (3.4) is true. Based on (3.4), one can show

2n−1∑
k=0

∣∣∣∣ψ̂p,2n

(
x + πk

n

)∣∣∣∣
2

∼ 1. (3.5)

In fact, for x ∈ [0, π
n
],

2n−1∑
k=0

∣∣∣∣ψ̂p,2n

(
x + πk

n

)∣∣∣∣
2

�
∣∣ψ̂p,2n(x)

∣∣2 +
∣∣∣∣ψ̂p,2n

(
x + π

n

)∣∣∣∣
2

> 0,

due to (3.4). Note that ψ̂p,2n(x) is continuous and
∑2n−1

k=0 |ψ̂p,2n(x + πk
n

)|2 is π
n

periodic.
Then (3.5) holds, which completes the proof. �

Similar to Theorem 2.1, we have a characterization for RTB wavelets.
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Theorem 3.1. Let ψ ∈ Wp,2n. Then ψ is an RTB wavelet if and only if

ψ(j) = 1

2π

2π∫
0

τ(x)ωp,2n(x, j) dx

for τ ∈ L2[0,2π] and τ(x) ∼ 1. In particular, ψp,2n with τ(x) = 1 is an RTB wavelet.

Proof. The proof is similar to that of Theorem 2.1. For the necessary part, assume that
ψ(j) = 1

2π

∫ 2π

0 τ(x)ωp,2n(x, j) dx and {ψ(· − 2ln)}l forms a Riesz basis for Wp,2n. Then

for each S ∈ Wp,2n, S(j) = ∑
l c(l)ψ(j − 2ln) and ‖Ŝ‖ ∼ ‖ĉ‖. It is easy to see that

S = U2nc ∗ ψ and Ŝ(x) = ĉ(2nx)ψ̂(x). On the other hand, Lemma 3.1 says ψ̂(x) =
τ(2nx)ψ̂p,2n(x). Therefore, Ŝ(x) = ĉ(2nx)τ(2nx)ψ̂p,2n(x) and

1

2π

2π∫
0

∣∣Ŝ(x)
∣∣2

dx = 1

2π

2π∫
0

∣∣ĉ(2nx)τ(2nx)ψ̂p,2n(x)
∣∣2

dx

= 1

4πn

4πn∫
0

∣∣∣∣ĉ(x)τ (x)ψ̂p,2n

(
x

2n

)∣∣∣∣
2

dx

= 1

4πn

2π∫
0

∣∣ĉ(x)
∣∣2∣∣τ(x)

∣∣2
2n−1∑
l=0

∣∣∣∣ψ̂p,2n

(
x + 2πl

2n

)∣∣∣∣
2

dx.

Note that ‖Ŝ‖ ∼ ‖ĉ‖ and ‖Ŝ‖2 ∼ ‖ĉ‖2 for each c ∈ �2(Z). Then the desired conclusion
τ(x) ∼ 1 follows from Lemma 3.3.

Conversely, one knows

ψ(j) = 1

2π

2π∫
0

τ(x)ωp,2n(x, j) dx (3.6)

with τ(x) ∼ 1. One shows firstly that {ψ(· − 2ln)}l∈Z spans Wp,n: Let S ∈ Wp,n. Then

S(j) = 1
2π

∫ 2π

0 D(x)ωp,2n(x, j) dx for some D ∈ L2[0,2π], due to Lemma 3.1. Since

τ(x) ∼ 1, D(x)
τ(x)

∈ L2[0,2π] and D(x)
τ(x)

= ∑
l c(l)e

ilx with c ∈ �2(Z). Combining (3.6)

with (1.4), one has ψ(j − 2ln) = 1
2π

∫ 2π

0 τ(x)ωp,2n(x, j)eilx dx. Furthermore,

S(·) = 1

2π

2π∫
0

D(x)ωp,2n(x, j) dx = 1

2π

2π∫
0

D(x)

τ(x)
τ (x)ωp,2n(x, j) dx

=
∑

c(k)ψ(· − 2kn).
k
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Next one shows the existence of Riesz bounds: note that Lemma 3.1 says that ψ̂(x) =
τ(2nx)ψ̂p,2n(x). Then ψ̂(x) ∼ ψ̂p,2n(x), due to the given condition τ(x) ∼ 1. On the other
hand, Lemma 3.3 tells

∑2n−1
l=0 |ψ̂p,n(x + πl

n
)|2 ∼ 1. Hence

2n−1∑
l=0

∣∣∣∣ψ̂
(

x + πl

n

)∣∣∣∣
2

∼
2n−1∑
l=0

∣∣∣∣ψ̂p,n

(
x + πl

n

)∣∣∣∣
2

∼ 1. (3.7)

Take S(·) = ∑
k c(k)ψ(·− 2kn). Then Ŝ(x) = ĉ(2nx) · ψ̂(x). Furthermore, it is easy to see

that

‖Ŝ‖2 = ∥∥ĉ(2nx)ψ̂(x)
∥∥2 = 1

2π

2π∫
0

∣∣ĉ(2nx)ψ̂(x)
∣∣2

dx

= 1

4πn

2π∫
0

∣∣ĉ(x)
∣∣2

2n−1∑
l=0

∣∣∣∣ψ̂
(

x + 2πl

2n

)∣∣∣∣
2

dx ∼ ‖ĉ‖2

by (3.7). Hence ‖S‖ ∼ ‖c‖. Now the proof of Theorem 3.1 is finished. �
We give two more concluding remarks, before closing this section:

Remark 3.1. Let ψp,2 be an RTB wavelet in Wp,2 and φp,2 be an RTB spline in Vp,2.
Recall that

Vp,n = Vp,2n ⊕ Wp,2n and Vp,1 = �2(Z).

Then {φp,2(· − 2k),ψp,2(· − 2k)}k∈Z must be a Riesz basis for �2(Z): In fact, the desired
result follows from �2(Z) = Vp,2 ⊕ Wp,2 and∥∥∥∥∑

k

c(k)φ(· − 2k) +
∑

k

d(k)ψ(· − 2k)

∥∥∥∥
2

=
∥∥∥∥∑

k

c(k)φ(· − 2k)

∥∥∥∥
2

+
∥∥∥∥∑

k

d(k)ψ(· − 2k)

∥∥∥∥
2

∼ ‖c‖2 + ‖d‖2.

In general, we have

�2(Z) = Vp,2n ⊕ Wp,2n ⊕ Wp,2n−1 ⊕ · · · ⊕ Wp,2

and {φp,2n(· − 2nk),ψp,2n(· − 2nk),ψp,2n−1(· − 2n−1k), . . . ,ψp,2(· − 2k)}k∈Z forms a
Riesz basis for �2(Z).

There are many references for this kind of basis in �2(Z), see [3–6], etc. In particular,
it is called p stage wavelet basis in [5]. In this case, each element of �2(Z) can be repre-
sented by this kind of stable basis. The convergence holds in �2(Z) sense, which can be
compared with the pointwise convergence in [9]. On the other hand, since a Riesz basis is
not necessarily orthogonal, we need to find the dual to give the expansion.
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Remark 3.2. A detailed observation on [9, Theorems 4 and 9] shows that the similar dual
results hold for RTB splines and RTB wavelets in �2(Z). We mention the conclusions
without repeating the proofs:

Let

φ(x) = 1

2π

2π∫
0

C(x)Ep,n(x, j) dx and φ̃(x) = 1

2π

2π∫
0

D(x)Ep,n(x, j) dx

be RTB splines. Then φ and φ̃ are dual each other, i.e.,
∑

j φ(j −kn)φ̃(j − qn) = δ(k−q)

if and only if

C(x)D(x)T2p,n(x) = 1.

Similarly, assume

ψ(x) = 1

2π

2π∫
0

C(x)ωp,2n(x, j) dx and ψ̃(x) = 1

2π

2π∫
0

D(x)ωp,2n(x, j) dx

be RTB wavelets. Then ψ and ψ̃ are dual each other, i.e.,
∑

j ψ(j − 2kn)ψ̃(j − 2ln) =
δ(k − l), if and only if

C(x)D(x)Ω(x) = 1,

where Ω(x) = 4T2p,n(
x
2 )T2p,n(

x
2 + π)T2p,2n(x).

4. A class of symmetric RTB wavelets

It is easy to see that ψp,2n is symmetric (or antisymmetric) and has finite support from
Lemma 3.2. In this part, we shall give a family of symmetric RTB wavelets with finite
supports, which include ψp,2n as an example. It turns out that ψp,2n has the shortest support
among that class.

Theorem 4.1. Let the function τ(x) = ∑N
m=1 cme−ikmx with c1 	= 0 and cN 	= 0 satisfies

that

(i) τ(x) 	= 0 on the whole real line R;
(ii) cl = cN−l+1 for each l ∈ {1,2, . . . ,N} and

(iii) kl + kN−l+1 is a fixed constant for each l ∈ {1,2, . . . ,N}.

Then

ψ(j) = 1

2π

2π∫
0

τ(x)ωp,2n(x, j) dx

is a symmetric (or antisymmetric) RTB wavelet with finite support.
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If N = c1 = 1 and k1 = 0, then τ(x) = 1 and the corresponding ψ = ψp,2n. We have
much more choices, according to this theorem.

Proof. Since τ(x) is a trigonometric polynomial, the condition (i) implies that τ(x) ∼ 1
and τ(x) ∈ L2[0,2π]. Moreover, it follows that the corresponding ψ is an RTB wavelet
from Theorem 3.1.

Recall that

ωp,2n(x, j) = a

(
x

2

)
Ep,n

(
x

2
, j

)
+ a

(
x + 2π

2

)
Ep,n

(
x + 2π

2
, j

)
.

Then

ψ(j) = 1

2π

2π∫
0

τ(x)

[
a

(
x

2

)
Ep,n

(
x

2
, j

)
+ a

(
x + 2π

2

)
Ep,n

(
x + 2π

2
, j

)]
dx

= 1

π

[ π∫
0

+
2π∫

π

τ(2y)a(y)Ep,n(y, j) dy

]
= 1

π

2π∫
0

τ(2x)a(x)Ep,n(x, j) dx.

Substituting Ep,n(x, j) = ∑
l Bp,n(j − ln)e−ilx and τ(x) = ∑N

m=1 cme−ikmx into this
above identity, it reduces to

ψ(j) = 1

π

N∑
m=1

cm

2π∫
0

a(x)
∑

l

Bp,n(j − ln)e−i(l+2km)x dx.

By the definition of G(l) given in (3.3), one has

ψ(j) =
∑

l

Bp,n(j − ln)

N∑
m=1

cmG(l + 2km). (4.1)

Furthermore, because both Bp,n(·) and G(·) have finite supports, ψ(·) does as well.
Now, one shows

ψ
[
2n − p − 2(k1 + kN)n − j

] = (−1)pψ(j)

to conclude the symmetric (or antisymmetric) property for ψ : Note that

2n − p − 2(k1 + kN)n − j − ln = p(n − 1) + (2 − p − l)n − 2(k1 + kN)n − j

and

Bp,n

[
p(n − 1) − j

] = Bp,n(j).

Then

Bp,n

[
2n − p − 2(k1 + kN)n − j − ln

] = Bp,n

[
j + 2(k1 + kN)n − (2 − p − l)n

]
.
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This together with (4.1) leads to

ψ
[
2n − p − 2(k1 + kN)n − j

]
=

∑
l

Bp,n

[
j + 2(k1 + kN)n − (2 − p − l)n

] N∑
m=1

cmG(l + 2km).

By taking a variable change s = 2 − p − l − 2(k1 + kN), one has

ψ
[
2n − p − 2(k1 + kN)n − j

]
=

∑
s

Bp,n(j − sn)

N∑
m=1

cmG
[−s + 2 − p − 2(k1 + kN) + 2km

]
.

Note that condition (iii) says −2(k1 + kN) + 2km = −2kN−m+1. Then

G
[−s + 2 − p − 2(k1 + kN) + 2km

] = G(−s + 2 − p − 2kN−m+1)

= (−1)pG(s + 2kN−m+1),

by Lemma 3.2(ii). Hence

ψ
[
2n − p − 2(k1 + kN)n − j

] =
∑

s

Bp,n(j − sn)

N∑
m=1

cm(−1)pG(s + 2kN−m+1)

= (−1)p
∑

s

Bp,n(j − sn)

N∑
l=1

cN−l+1G(s + 2kl).

Using condition (ii), cN−l+1 = cl and (4.1), one reaches the desired conclusion

ψ
[
2n − p − 2(k1 + kN)n − j

] = (−1)pψ(j).

The proof is done. �
Given a sequence a = (a(n)) with finite support. The length of the support is defined as

max{n,a(n) 	= 0} − min{n,a(n) 	= 0}, denoted by |suppa|.

Theorem 4.2. Let τ(x) = ∑N
m=1 cme−ikmx with c1 	= 0, cN 	= 0 and k1 � k2 � · · · � kN .

Then the corresponding RTB wavelet

ψN(j) = 1

2π

2π∫
0

τ(x)ωp,2n(x, j) dx

satisfies |suppψN | � |suppψp,2n|.

Note that the assumption k1 � k2 � · · · � kN is not essential, since we may make a
rearrangement for non-zero terms of the given τ(x), if it is not in such a case.

Proof. By using (4.1), ψN(j) = ∑
l Bp,n(j − ln)

∑N
m=1 cmG(l + 2km), one shows firstly

suppψN ⊆ [
(−μ − p + 1 − 2kN)n, p(n − 1) + (μ + 1 − 2k1)n

]
. (4.2)
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For each j ∈ suppψN , since suppBp,n ⊆ [0,p(n − 1)], there exists some l such that ln �
j � p(n−1)+ ln. On the other hand, suppG ⊆ [−μ−p+1,μ+1] implies −μ−p+1 �
l + 2km � μ+ 1 for some m ∈ {1,2, . . . ,N}. Hence −μ−p + 1 − 2kN � l � μ+ 1 − 2k1.
Altogether one receives (4.2). Note that ψN = ψp,2n, when N = 1 and k1 = kN = 0. Then

suppψp,2n ⊆ [
(−μ − p + 1)n, p(n − 1) + (μ + 1)n

]
. (4.3)

Next one proves

ψN

[
(−μ − p + 1 − 2kN)n

] 	= 0 and ψN

[
p(n − 1) + (μ + 1 − 2k1)n

] 	= 0.
(4.4)

Using the expression for ψN(j) in the beginning of the proof, one has

ψN

[
(−μ − p + 1 − 2kN)n

]
=

∑
l

Bp,n

[
(−μ − p + 1 − 2kN)n − ln

] N∑
m=1

cmG(l + 2km).

Since suppBp,n ⊆ [0,p(n − 1)], only l � −μ − p + 1 − 2kN contributes to this above
summation. Similarly suppG ⊆ [−μ − p + 1,μ + 1] requires l + 2kN � −μ − p + 1 or
l � −μ − p + 1 − 2kN . Therefore, l = −μ − p + 1 − 2kN and furthermore l + 2km =
−μ − p + 1 − 2kN + 2km < −μ − p + 1 for 1 � m � N − 1. Then

ψN

[
(−μ − p + 1 − 2kN)n

] = Bp,n(0)CNG(−μ − p + 1) 	= 0.

Similarly ψN [p(n − 1) + (μ + 1 − 2k1)n] 	= 0 and hence (4.4) is proved.
According to (4.2), (4.4) and (4.3), one has

|suppψN | = ∣∣p(n − 1) + (μ + 1 − 2k1)n − (−μ − p + 1 − 2kN)n
∣∣

= ∣∣2(μ + p)n − p + 2(kN − k1)n
∣∣ � 2(μ + p)n − p � |suppψp,2n|.

This completes the proof. �
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