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1. 1NTRo~ucT10N 

In this paper we continue our investigation into the realization 
problem started in [6, 71 and simultaneously in [ 1, 111. Our main 
results deal with characterization of exact controllability and exact 
observability of a class of restricted shift systems and the character- 
ization of all transfer functions admitting realizations by exactly 
controllable and exactly observable discrete time linear systems. For 
general motivation and background as well as the related problem for 
continuous time systems we refer to our previous paper [7]. 

Consider a bounded p x r matrix valued analytic function A in the 
open unit disc D having a Taylor expansion A(z) = C,“=, A,.@. Let 
X be a Hilbert space FE B(X, X), G E B(@p, X) and HE B(X, CT) 
we say the system {F, G, H} realizes A if Ai = HFiG for all i 3 0. 
This is equivalent to the system having internal description given by 

%+1 =Fx,fGu,, 

in = Hx, , 
(1.1) 

having the input/output relation given by A. 
The discrete time system given by (1.1) will be called controllable 

(observable) if ni ker G*F*i = (0) (ni ker HFi = (0)). 
To introduce the concept of exact controllability consider the space 

P(0, co; 0’) and in it the dense subset d of all finite nonzero sequences. 
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338 
Copyright 0 1975 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Elsevier - Publisher Connector 

https://core.ac.uk/display/82273058?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


REALIZATION THEORY IN HILBERT SPACE 339 

We define the controllability operator 9 of the system {F, G, H} as 
the map %Y: A + X defined by 

m 

Since the sequence {Ek} h as only a finite number of nonzero elements 
% is well defined. We will say that the system [F, G, H} is exactly 
controllable if Y can be extended to a continuous map of Z*(O, a; Cp) 
onto X. 

Similarly we define the observability operator 0: A, -+ X, where A, 
is the dense subset of Z2(0, co; Cr) of all finite nonzero sequences, by 

m 

O({T&) = c F*kH*~k . (l-3) 

We define exact observability analogously. 

2. SOME OPERATOR THEORETIC RESULTS 

Let M, N be two separable Hilbert spaces. In the next section they 
will be identified with the complex euclidean spaces CD, C’, etc. By 
Z2(0, co; N) we denote the space of all sequences {cyk / k 2 0} whose 
values lie in the Hilbert space N and for which ,JC I/ elk 11; < 00. The 
inner product in Z2(0, co; N) is defined in the natural way. In similar 
fashion we define Z2( - co, co; N). L2(T; N) denotes the Hilbert space 
of all (equivalence classes) weakly measurable functions from the unit 
circle to N for which the norm defined by ljfli” = J Ilf(eit)l& dt is 
finite. The Fourier transform 9 is the map from L2( - CO, CO; N) onto 
L2(U; N) defined by 9({an>) = &, eint = a(eil). 9 is a unitary map 
which maps Z*(O, co; N) onto H2(N). Here H*(N) is the Hardy space of 
all N-vector valued functions that is the subspace of L2(T; N) of all 
functions whose negative indexed Fourier coefficients vanish. H2(N) 
functions have analytic extensions into the unit disc from which they 
can be recaptured as radial limits almost everywhere. We will use the 
same letters to denote a function in H2(N) and its analytic extension 
into the open disc. We let x denote the identiy function in the closed 
unit disc, i.e., X(X) = x. We define the right shift S in Z2(co, 00; N) 
by S{(oln)) = {&J and /3, = 01,-i. The subspace Z2(0, co; N) is 
invariant under the right shift. We will use S also to denote the right 
shift restricted to Z2(0, co; N). In an abuse of notation we will use S 
also for the image of the right shift under the Fourier transform. Thus 
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Sf = xf for all f in H2(N). W e note that (S*f )(z) = (f (.z) - f (O))/,z. 
We let B(N, M) be the space of all bounded operators from N to M. 
Hm(B(N, M)) is th e s p ace of all B(N, M) valued analytic functions A 
in the open unit disc for which I/ A jlrn = sup{/1 A(z)11 / 1 z I < l> < co. 
If N = M the space Hw(B(N, N)) is a Banach algebra. We have a 
natural map of Hm(B(N, M)) onto Hm(B(M, N)) given by A + A” 
where 

A(z) = A(z)*. (2-l) 

We recall that an operator W in a Hilbert space H is called a partial 
isometry if there exists a subspace M such that 11 WX II = ]j x II for 
x E M and W 1 M = 0. The subspace M is called the initial subspace 
of W. An element of H”o(B(N, N)) is called a rigid function if 
IlQllm~l d 1 an a most everywhere on T the operators Q(@) are partial 
isometries with a fixed initial space. If almost everywhere Q(eit) is 
unitary in N the function will be called inner [lo]. Rigid functions are 
important because of their connection with invariant subspace 
structure. 

THEOREM 2.1 [2, 12, 91. Every right invariant subspace of H2(N) 
is of the form QH2(N) for some rigid function Q. 

The rigid function in this representation can be taken to be inner 
if and only if the invariant subspace has full range [lo]. 

Given a rigid function Q in H”O(B(N, W)) we denote by H(Q) the 
left invariant subspace of H2(N) defined by H(Q) = (QH2(N)}l. We 
will use PH(o) for the orthogonal projection of H2(N) onto H(Q). We 
define an operator S(Q) in H(Q) by 

W>f = ~H(Q)Xf for all f E H(Q). (2.2) 

We refer to S(Q) as the restricted right shift, or the compression of 
the shift. We clearly have S(Q)* = S* I H(Q) that is S(Q)* is the 
restriction of the left shift in H2(N) to the left invariant subspace 
H(Q). The spectral analysis of S(Q) is based on the study of the 
corresponding rigid function Q. This has been carried out by Moeller, 
Helson, etc. [13, 10, 141. 

THEOREM 2.2. Let Q be a rigid function in H(B(N, W)) and let 
S(Q) be defined by (2.2). 

(a) If 1 h j < 1 then x E a,(S(Q)*) ifand o&y if Ker Q(X)* i: (0). 
The normalized eigenfunctions of S(Q*) are of the form 
(1 - I h 12)1/2(1 - AX)-‘[ h w ere f is a unit vector in Ker Q(h)*. 
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(b) If j h 1 < 1 then X E u,(S(Q)) if and only if Ker Q(X) n L # {0} 
where L is almost everywhere on the unit circle the initial space 
of Q(eit). The normalized eigenfunctions of S(Q) are of the 
form (1 - 1 h j2)1/2(X - h)-lQf where [ is a unit vector in 
Ker Q(h) n L. For an inner function Q the condition reduces to 
Ker Q(h) # (0). 

(c) For an inner function Q, a(S(Q)) is the union of the set of all 
points X, 1 X 1 < 1, for which Q(h) is not bounded/+ invertible 
and the set of all points X, / X / = 1, where Q has no analytic 
continuation outside the unit disc. 

We note that if N is finite dimensional and Q is a noninner rigid 
function then u(S(Q)) is the closed unit disc. In case Q is inner 
u(S(Q)) contains at most a countable number of points in the open 
unit disc which have to coincide with the zero set of a Blaschke 
product. 

For an inner function Q we define the map TV: L2(U; N) ---f L2(T; N) 

bY 
(off) = e-it&(eit)f(e-it). (2.3) 

7o is a unitary map in L2(U; N), maps H(Q) onto H(Q) making the 
following diagram commutative [4]. 

H(Q) 70 H(Q) 

S(Q)' 
! 1 

S(d) (2.4) 

H(Q) -% H(&) 

An inner function P in H”(B(M, M)) is a left inner factor of a 
function A in Hm(B(N, M)) if A = PA’ for some A’ in Ha(B(N,M)). 
Two functions A and A, in H”O(B(N, M)) and Hm(B(N,, M)), 
respectively, are left prime if A and A, have no common nontrivial 
left inner factor. We will use the notation (A, A,), = I, to denote the 
left primeness of A and A, . We will say that A and A, are strongly 
left prime if there exists a 6 > 0 such that for all z in the open unit disc 

inftll44*5 II + II 4(4*5 II I E E M, II E II = 11 > 6. (2.5) 

We will use [A, A,], = I, to denote the strong left primeness of A 
and A, . Similarly given A in Hw(B(N, M)) and A, in EP(B(N, Mr)) 
we define right and strong right primeness analogously. We clearly 
have (A, A,), = 1, if and only if (A, A1)L = IN and [A, AJ, = IN 
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if and only if [A, A,], = IN . Thus [A, A,], = IN is equivalent to the 
existence of a 6 > 0 such that for all x in the open unit disc 

Wll A(.+ II + It 447 II / rl E W II 17 II = 11 3 6. (2.6) 

Let Q1 and Q2 be two inner functions in H”(B(N, N)) and 
Ha(B(M, M)), respectively. For any function A in H”(B(N, M)) we 
define a bounded operator from H(Q,) to H(Q,) by 

w = ~Hk?&!f for every f E H( &). (2.7) 

If we make the assumption that 

AQJf2(N) C Q,fJ2(Mh P-8) 

then these operators admit natural composition rules. The inclusion 
relation (2.8) is equivalent to the existence of a function A, in 
H”o(B(N, M)) for which 

AQ, = Qd, . (2.9) 

We refer to [5] for more details on this operational calculus. The 
importance of this class of operators is that every bounded operator ‘$I 
which intertwines S(Q1) and S(Q2), i.e., for which ‘&Y(Qzl) = S(Q,)‘B, 
has a representation in the form (2.7) for some A in H”O(B(N, M)). 
This is the content of the Sz.-Nagy and Foias lifting theorem [14]. 
A matrix version of the Carleson corona theorem proved in [4] yields 
the following theorem. 

THEOREM 2.3. Let Q1 andQ2 be inner functions in H”(B(N, N)) and 
Hw(B(M, M)), respectively, where N and M are jinite-dimensional 
Hilbert spaces. Let A and A, be functions in H”O(B(N, M)) for which (2.9) 
holds and let Z be the operator from H(Q,) into H(Q2) dejined by (2.7) 
then % has a bounded left inverse if and only ;f [A, Qzlr. = I, and it has 
a bounded right inverse if and only zjc [A, , QJR = IN . 

Let A E H”(B(N, M)) th en A has a Taylor expansion around the 
origin given by A(z) = Zlzq,~. We define the Hankel operator 
induced by A, HA , as the map of P(0, co; N) into 12(0, co; M) given 
by H,&J) = (A} with 8, = ~4 ,+jni . HA is a bounded operator for 
which S*H, = HAS. Here we used the same letter to denote the 
shifts in P(0, co; M) and 12(0, a; N). From the above relation it is 
clear that Ker HA is a right invariant subspace of 12(0, a; N) whereas 
Range% is a left invariant subspace of 12(0, co; M). Applying the 
Fourier transform it is easy to get a functional representation for HA . 
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In fact if J: L2(U; N) +L2(T; N) is the unitary map defined by 
(Jf)(eit) = f(e-it) then we have HA: H2(N) -+ H2(M) is defined by 

fJJ = ~,q,fwf), (2.10) 

for all f in H,(N). Clearly Range HA is the smallest left invariant 
subspace of H2(M) containing all functions of the form A[ with 6 in N. 

3. RESTRICTED SHIFT SYSTEMS 

DEFINITION 3.1. A ( multiple input/multiple output) restricted 
shift system is a triple {5’(Q), G, H} where S(Q) is the operator defined 
by (2.2) in the left invariant subspace H(Q) of H2(P). G: Cp *H(Q) 
and H: H(Q) -+ CT are bounded operators. 

Remark 3.2. For each f E CP the function G,$ is an element of 
H(Q) and hence a P-valued analytic function. It follows that there 
exists a n x p matrix valued analytic function with H2 elements, which 
we denote by C(x), and which satisfies (Go(x) = C(Z).$ for all e E CP. 
Similarly there exists an n x Y matrix valued analytic function D(x) 
for which (Ham) = D(z)7 for all 7 E Cr. 

In terms of restricted shift systems the realization problem is easily 
solved [6, 1 I]. Let A E HOO(B(CP, P)) and let HA be the Hankel 
operator induced by A, defined by (2.10). If {Range HA}‘- = QH2(@“) 
and G and H are defined by 

G[ = A[ for 6 E CXi, (3.1) 

and 

w = f(O) for .fG fVi?), (3.2) 

then the system {S(Q)*, G, H} is a realization of A. 
It is clear that the controllability operator of the above system is 

HA . Therefore the question of characterizing exact controllability is 
equivalent to characterizing the range closure of Hankel operators. 

Remark 3.3. In the rest of the paper we will study only restricted 
shifts in subspaces H(Q) associated with inner functions. We will refer 
to functions A for which {Range HA}1 is an invariant subspace of full 
range as strictly noncyclic functions [S]. This seems to be the right 
generalization to the vector valued case of the notion of noncyclic 
vectors for the left shift introduced and studied in depth in [3]. For 
an intrinsic characterization of strictly noncyclic functions we refer 

580/18/4-z 
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to [8]. The relation between the class of strictly noncyclic functions 
with spectral minimality of realizations [l] will be the subject of 
another publication, 

THEOREM 3.4. (a) The restricted shift system {S(Q), G, H} is 
controllable if and only ;f 

cc, !a, = I,?l - (3.3) 

(b) The restricted shift system {S(Q), G, H) is exactly controllable ;f 
and only if 

Gt = P,&[ for all t E V, (3.4) 

where r E Hm(B(@Y, F)) and 

[C 81, = I,% . (3.5) 

If we assume that C E HOO(B(V, I?)) then condition (3.5) can be 
replaced by 

K &I, = 1,s * (3.6) 

Proof. (a) The system {S(Q), G, H} is controllable if and only if 
the set of vectors of the form S(Q)nG with n > 0 and [ E 0 is dense 
in H(Q), i.e., if and only if the map @c: H2(Cp) + H(Q) defined by 
Qcf = PHlojCf has dense range. Of course if C is not bounded ds, is 
defined only on a dense subset of H2(@p) containing all vector 
polynomials. The range of Qc is not dense in H(Q) if and only if for 
some nonzero f in H(Q) all n > 0 and all vectors [ E @P we have 

(f> P,mx”C) = (f, x”C) = 0. s ince (f, Qx”~) = 0 for all n > 0 and 
all 77 E @” the function f is orthogonal to the span of the ranges of Q 
and Qc which is given by Q1H2(6?) where Qr is the greatest common 
left inner factor of Q and C. Hence the result follows. 

(b) Let S be the right shift in Z2(0, co; V). If is obvious from the 
definition of the controllability operator that the following relation 

holds. 

%Ts = S(Q)% (3.7) 

This implies that Ker ‘+? is a right invariant subspace of Z2(0, co; ~3). 
Using the Fourier transform 9 we may as well assume V to be defined 
on Hz(V) in a natural way. By the Beurling-Lax theorem Ker 97 = 
Q,,H2(Cp) for some rigid function Q,, . If H(Q,,) = {Q,,H2(@p))’ 
then v I WQ,,) is a one-to-one, and assuming exact controllability, 
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onto map of H(Q,,) onto H(Q). We keep the notation g for this 
boundedly invertible map. It follows from (3.7) that 

@s(Qco) = S(Q)g, (3.8) 

that is, S(QJ and S(Q) are similar. Since Q is inner it follows from 
spectral considerations, based on the Moeller-Helson theorem, that 
Q,, is also inner. Now %? is an intertwining operator for S(QJ and 
S(Q) and hence the Sz.-Nagy-Foias lifting theorem [14] we have the 
following representation for %: 

v = PHdf for all f~ H(Q,,), 

where I’ E Hffl(B(@p, P)) is such that 

(3.9) 

rQ,,fP(C”) C QH2(C”). (3.10) 

Condition (3.10) is, by Theorem 2.3 in [5], equivalent to the 
existence of a function r, in HOO(B(@P, P)) for which 

rQco = Qr, . (3.11) 

We point out that if C E JP(B(CP, P)) then r can be identified 
with C. From these considerations it is clear that the exact control- 
lability of the system {S(Q), G, H} ’ IS e q uivalent to the bounded right 
invertibility of the map %? in (3.9). This, by Theorem 2.3, is equivalent 
to [r, &IL = Icn . 

Consider the special case II = 1. Then G: @p -+ H(q) is given by 

G(a 1 >..., aP) = ~a,gi with gi E Hz. Here 4 is a scalar inner function. 

COROLLARY 3.5. (a) The system {S(q), G, H} is controllable if and 
only if (g, , . . ., g, , q) = 1, i.e., if and only if g, ,..., gP , q are relatively 
prime. 

(b) The system {S(q), G, H) is exactly controllable ;f and only if 
Eg, >*-*9 gP , q] = 1, i.e., if and only if g, , . . ., g, , q are strongly relatively 
prime. 

The study of the observability of the restricted shift system is done 
by reduction to questions of controllability through the use of duality 
considerations. The system {S(Q), G, H} is observable or exactly 
observable if. and only if the adjoint system {S(Q)*, H*, G*} is 
controllable as exactly controllable, respectively. Since controllability 
and exact controllability are invariant under unitary transformations it 
suffices to study the controllability properties of the system 
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{S(Q), g, G> which is th e image of {S(Q)*, H*, G*} under the unitary 
map 7o . Therefore A = r,H* and G* = GT* . Here we used also 
relation (2.4). 

In order to derive the observability criteria we need an explicit form 
for H. By our assumption (H*q)(z) = D(z)7 for all 7 E Cr. Therefore 

i& = roH*~ = xgJ(Dr/) = ~&D*T. (3.12) 

Let us define the function E by 

E = xD*Q, (3.13) 

then 

D = zQE*, (3.14) 

and the controllability of the system {S(Q), H, G} is equivalent, by 
Theorem 3.4, to (E, Q)L = ICti or (E, Q)R = IC:, . The system 
(S(Q), A, G) is exactly controllable if and only if 

Z%, = PRcg, o”, for all 7 E C’, (3.15) 

where A E Hm(B(Cn, C)) and satisfies [o”, &IL = Icn . If 

D E Hm(B(Cp, F)) 

then A can be identified with E defined by (3.13). These results can 
be easily translated back in terms of the original system (S(Q), G, H} 
and we get the following theorem. 

THEOREM 3.6. (a) Th e restricted shift system {S(Q), G, H} is 
observable zy and only if 

(G Q), = I,, , (3.16) 

where E is dejked by (3.13). 

(b) The restricted shift system {S(Q), G, H) is exactly observable ;f 
and only if 

H*T = P,2ccj~Q A*7 for all 7 E C’, (3.17) 

where 

A E H”(B(C’, C”)) and, 

PA 81, = 1, (3.18) 

is satisJied. 
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We note that from (3.17) it follows that the observability operator of 
the system {S(Q), G, H) is the Hankel operator induced xQd*. This 
yields a characterization of Hankel operator with closed range. 

THEOREM 3.7. Let A E H”O(B(Cp, C”)) then a necessary andsz@cient 
condition fey Range HA to be closed is that on the unit circle A is factorable 
in the fom 

A = %QE”, (3.19) 

where Q is inner, E E Hm(B(Cn, CP)) and the strong relative primeness 
condition 

[Q, El, = I,n (3.20) 

is satisjied. 

Proof. The sufficiency part follows as a corollary the proof of 
Theorem 3.6. Suppose conversely that Range HA is closed. Since from 
the definition of the Hankel operator we have 

S*H, = H,S, (3.21) 

where S denotes the right shift in Hz(V) as well as in Hz(O). This 
in turn implies that Ker H,, is a right invariant subspace of H2(Cp) and 
Range HA is left invariant in H2(Cn) and closed by assumption. Let 
Q and R be rigid functions for which Ker HA = RH2(@) and 
Range HA = H(Q) = {QH2(C?)}-L. From (3.21) we get the following 
relation 

S(Q)*HA = HAS(R). (3.22) 

Thus S(Q)* and S(R) are similar. By spectral considerations, based on 
Theorem 2.2, it follows that necessarily R and Q are both inner. We 
apply now the transformation ho defined by (2.3) to both sides of 
(3.22). Using th e commutativity of diagram (2.4), we see that 

W%J?J = (T&A) W9 (3.23) 

The operator T~H~ is therefore an invertible operator that inter- 
twines two restricted right shifts. By the Sz-Nagy-Foias lifting 
theorem ~oH,f = Ff for some F E Hm(B(CP, P)). This, by a simple 
calculation, implies that A = xQp* and (3.19) follows with E = P. 
The strong primeness condition now follows from the preceeding 
theorem. 
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THEOREM 3.8. A function A in Hm(B(@p, P)) has a realixation by 
an exactly controllable and exactly observable system ;f and only a. it is 
factorable on the unit circle in the forms 

and 

A = jiQE*, (3.24) 

A = xE,*Q, , (3.25) 

where Q and Q1 are inner function in H”o(B(@‘, ~2)) and H~(B(C~, V)), 
respectively, E, E1 E H”(B(@‘, 6Y)) and the strong relative primeness 
conditions 

and 

[Q, > EJL = I,, , (3.24) 

[Q, EL, = I,, (3.27) 

are satisjied. 

Proof. Assume A E Hw(B(U, U?)) has a realization by an exactly 
controllable and exactly observable system. The shift realization of A 
given in H(Q) by the system (S(Q)*, G, H} with G and H defined by 
(3.1) and (3.2) is controllable and exactly observable. Hence, by the 
state space isomorphism of Helton [II], the two realizing systems are 
similar. Thus it suffices to study the shift realization of A. Since the 
controllability operator of the shift realization is HA then everything 
reduces to the study of the range closure of HA . By Theorem 3.7 
Range HA is closed if and only if A has a factorization (3.24) satisfying 
(3.26). Since HA* = H,- , with A” defined by (2.1), and as bounded 
operators have closed range if and only if their adjoints have closed 
range, it follows that Range HJ is closed. Thus 2 is also factorable on 
the unit circle with the factors satisfying a strong relative primeness 
condition. Going back to A this implies the factorization (3.25) 
satisfying (3.27). 

Conversely if A has a factorization (3.24) satisfying (3.26) then the 
shift realization of A is exactly controllable and exactly observable. 
This completes the proof. 
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