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This study employed a Monte-Carlo simulation approach to characterise the uncertainties in climate
change induced variations in storage requirements and performance (reliability (time- and volume-
based), resilience, vulnerability and sustainability) of surface water reservoirs. Using a calibrated
rainfall–runoff (R–R) model, the baseline runoff scenario was first simulated. The R–R inputs (rainfall
and temperature) were then perturbed using plausible delta-changes to produce simulated climate
change runoff scenarios. Stochastic models of the runoff were developed and used to generate ensembles
of both the current and climate-change-perturbed future runoff scenarios. The resulting runoff ensembles
were used to force simulation models of the behaviour of the reservoir to produce ‘populations’ of
required reservoir storage capacity to meet demands, and the performance. Comparing these parameters
between the current and the perturbed provided the population of climate change effects which was then
analysed to determine the variability in the impacts. The methodology was applied to the Pong reservoir
on the Beas River in northern India. The reservoir serves irrigation and hydropower needs and the hydrol-
ogy of the catchment is highly influenced by Himalayan seasonal snow and glaciers, and Monsoon rain-
fall, both of which are predicted to change due to climate change. The results show that required reservoir
capacity is highly variable with a coefficient of variation (CV) as high as 0.3 as the future climate becomes
drier. Of the performance indices, the vulnerability recorded the highest variability (CV up to 0.5) while
the volume-based reliability was the least variable. Such variabilities or uncertainties will, no doubt,
complicate the development of climate change adaptation measures; however, knowledge of their sheer
magnitudes as obtained in this study will help in the formulation of appropriate policy and technical
interventions for sustaining and possibly enhancing water security for irrigation and other uses served
by Pong reservoir.

� 2016 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Climate change is predicted to affect the hydrology of most
regions through its influence on temperature, rainfall, evapotran-
spiration (IPCC, 2007) and ultimately the runoff, the planning
characteristics (e.g. capacity) and the performance (reliability, resi-
lience, vulnerability and sustainability) of water resources infras-
tructures such as reservoirs. These impacts must be quantified for
better planning and operation of water resource systems. Several
studies have investigated the effects of climate change on reservoirs
including Fowler et al. (2003), Nawaz and Adeloye (2006), Burn and
Simonovic (1996), Li et al. (2009) and Lopez et al. (2009), with
majority of these predicting worsening reservoir performance and
higher storage capacity requirements as a consequence of climatic
change. Relatively more recently, Raje and Mujumdar (2010) inves-
tigated the effect of hydrological uncertainty of climate change pre-
dictions on the performance of the Hirakud reservoir on the
Mahanadi River in Orissa, India and found worsening reliability
and vulnerability situations in the future.

A common feature of published studies is that they have forced
the impacts models with outputs of large scale GCMs that have
been downscaled to the catchment scale using either the statistical
or dynamical (i.e. regional climate models) downscaling protocols.
Fowler et al. (2007) discuss the pros and cons of these two
approaches but despite their popularity for water resources cli-
mate change impact studies, there still remains a lot of uncertain-
ties in both the broad-scale GCM predictions and their
corresponding catchment scale downscaled hydro-climatology as
noted by Raje and Mujumdar (2010). Adeloye et al. (2013) discuss
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the nature of these uncertainties and the problems they pose for
decision makers trying to develop adaptation measures for pro-
jected climate change impacts. Peel et al. (2014) distinguish
between-GCMs and within-GCM uncertainties, the latter relating
to the inability of a GCM to produce the same output over different
runs, while the former concerns variability in outputs of different
GCM experiments caused largely by structural, parameterisation
and initialisation differences. To avoid the complications and
uncertainties in downscaled GCM climate predictions, change fac-
tor (delta perturbation) method is suggested (Anandhi et al., 2011;
Vicuna et al., 2012), in which plausible changes in the runoff
impacting weather variables such as precipitation and temperature
are assumed and the effect of these on runoff is simulated using a
suitable hydrological model.

However, whether based on downscaled GCMs or delta pertur-
bations, the traditional approach that uses single traces of both the
current and future hydrology fails to recognise that these single
traces represent one realisation of the population of possible
traces. Thus, any impact estimated using the single traces can only
relate to the average impact; no information is available on either
the possible range of impacts or the variability (or uncertainties) of
the assessed impacts. To be able to provide these answers, the pop-
ulation (or ensemble) of the current and future climate is required.
Peel et al. (2014) did this to characterise the within-GCM variabil-
ity by replicating (100 times) GCM-based runs of current and
future climate. These were then used to force a hydrological model,
leading ultimately to the evaluation of uncertainties and variability
in runoff and reservoir yields.

The work reported here has characterised the uncertainties in
climate change impacts on the planning characteristics of surface
water reservoirs using an approach similar to that described by
Peel et al. (2014). However, major differences between the current
study and Peel et al. (2014) include that: delta perturbations
instead of downscaled GCM climate change scenarios are used;
stochastic modelling is used to derive replicates of runoff series
directly, rather than the indirect approach by Peel et al. (2014) in
which the rainfall and temperature were modelled stochastically
and later used to force a rainfall–runoff model, thus removing
the added layer of uncertainty caused by the multi-ensemble rain-
fall–runoff modelling; and reservoir impacts analysis is not limited
to the yield/storage alone but includes consideration of perfor-
mance indices. As far as the authors are aware, this is the first
attempt at characterising the variability of reservoir performance
indices within the context of climate change impacts assessment.

To demonstrate the applicability of the methodology, it was
applied to the Pong reservoir located on the Beas River in Himachal
Pradesh, India (see Fig. 1). The Pong reservoir principally provides
irrigation water although, prior to its diversion to irrigation, its
released water first passes through turbines for generating electric-
ity (Jain et al., 2007). Consequently, the current study is focusing on
the irrigation function of the reservoir. The reservoir inflow is
highly influenced by both the Monsoon rainfall and the melting
glacier and seasonal snow from the Himalayas; consequently, its
ability to satisfactorily perform its functions is susceptible to pos-
sible climate-change disturbances in these climatic attributes. For
a system that is inextricably linked to the socio-economic well-
being of its region (Jain et al., 2007), any significant deterioration
in performance or ability to meet the irrigation water demand will
have far reaching consequences. This is why it is important to carry
out a systematic assessment of the performance of the reservoir
during climate change and to use the outcome to potentially
inform the development of appropriate solutions.

In the following sections, more details about the adopted
methodology are given. These are then followed by the case study
after which the results are presented and discussed. The final
section contains the conclusions.
2. Methodology

The flowchart of the methodology is shown in Fig. 2.
2.1. HYSIM hydrological model

HYSIM was used to simulate catchment runoff in the study.
HYSIM is a time-continuous, conceptual rainfall–runoff model.
The model has two sub-routines simulating, respectively, river
basin hydrology and the channel hydraulics. The hydrology is sim-
ulated with help of seven stores representative of land use and soil
type while the hydraulic sub-routine is conducted using kinematic
routing of flows. The full structure of the model is schematically
illustrated in Fig. 3.

The seven natural stores into which the hydrology routine was
conceptualised comprise interception storage, upper soil horizon,
lower soil horizon, transitional groundwater store, groundwater
store, snow storage and minor channel storage, all with associated
hydrological parameters as detailed by Pilling and Jones (1999).
The interception storage in the model denotes canopy storage of
moisture and is determined by the vegetation type in the model.
Water stored in the interception compartment is ultimately lost
by evaporation. The transitional groundwater store is conceptu-
alised as an infinite linear reservoir, and serves to represent the
first stage of groundwater storage. The store receives water from
both the upper and lower soil horizons through the process of deep
percolation when these horizons are at or above the field capacity.
Water in the transitional groundwater store is constantly discharg-
ing to the permanent groundwater store also through deep
percolation.

Initial values of some of the panoply of model parameters (see
Pilling and Jones, 1999) are usually estimated from land use and
soil type of the region while others are often extracted from the
literature. Some of these parameters are later refined by calibration
including: rooting depth (mm) [RD], permeability – horizon
boundary (mm/h) [PHB], permeability – base lower horizon
(mm/h) [PBLH], interflow – upper (mm/h) [IU], interflow – lower
(mm/h) [IL], snow threshold [ST], and snow melt rate (mm/�C)
[SM]. RD depends on the type of vegetation but usually ranges
between 800 mm and 5000 mm, with lower value associated with
grassland and higher value for woodland. For other parameters like
PHB, PBLH, IU and IL, a universal default initial value of 10 mm/h is
assumed in the model. The snow melt related parameters, i.e. ST
and SM control respectively the temperature below which the pre-
cipitation falls as snow and the melt rate in mm for each degree of
temperature above the threshold.

The hydraulics routine routes the flow down the channel using
a simple kinematic wave approach, also with associated parame-
ters (Manley and WRA, 2006). As will be shown later, the Beas at
the Pong catchment was modelled as three sub-catchments in
series to account for the spatial variability in the catchment. The
relevant channel hydraulics parameters for the three sub-basins
in the Beas basin are shown in Table 1. None of these were
optimised during the runs carried out in this study.

HYSIM takes precipitation, temperature and, where available,
the potential evaporation as inputs. The temperature is required
for the modelling of snow-melt and accumulation based on the
empirical degree-day approach. Where estimates of the potential
evaporation are unavailable a priori, the temperature is also uti-
lised for estimating the evapotranspiration. HYSIM has been exten-
sively used in several research studies including snowy catchments
of the United Kingdom to address climate change impacts issues
e.g. Pilling and Jones (1999, 2002), Arnell (2003), Wilby (2005).
Murphy et al. (2006) used HYSIM for hydrological simulations
associated with climate change water resources impacts studies



Fig. 1. Beas River basin.
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in Ireland using downscaled data from the output from the
HadCM3 global circulation model with satisfactory results.

2.2. Stochastic data generation for Monte Carlo simulation

The Monte Carlo simulation relies on generating several realisa-
tions of the at-site reservoir inflow runoff data. In the case study
application, 1000 such replicates were generated. Prior to the gen-
eration, two issues must be settled: the temporal scale and the
form of the stochastic generation model to use. Regarding the for-
mer, the decision was made to restrict the analysis to the monthly
time scale. As noted by Adeloye (2012), the monthly time scale is
sufficient for reservoir planning analysis as it will cater for both
the within-year and over-year storage requirements. This implies
that monthly data must be generated using an appropriate
stochastic model.

The generation of monthly data can be achieved using one of
two approaches: either generating annual runoff data and disag-
gregating these to monthly values using an appropriate disaggre-
gation scheme (e.g. method of fragments (Svanidze, 1964;
Srikanthan and McMahon, 1982); method of pro-ration (Savic
et al., 1989); the Valecia–Schaake disaggregation (Valencia and
Schaake, 1973)) or by utilizing a monthly generation model such
as the Thomas–Fiering generation model (Thomas and Fiering,
1962) to directly generate the monthly data. Given the between-
disaggregation scheme variability of disaggregated runoff and the
consequent non-uniqueness of the outcome of reservoir planning
analyses (see Silva and Portela, 2012), a monthly runoff generation
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Table 1
HYSIM hydraulic parameters.

Parameters Sub-basin

Upper Middle Lower

Channel roughness 0.03 0.03 0.03
Reach gradient 0.035 0.007 0.0025
Flood plain roughness 0.10 0.10 0.10
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model was used. Thus, replicates of monthly runoff were simulated
using the Thomas–Fiering monthly model (McMahon and Mein,
1986):
Q2 ¼ lFeb þ bFeb=JanðQ1 � lFebÞ þ tnrFeb

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� q2

Feb=JanÞ
q

..

.

Q13 ¼ lJan þ bJan=DecðQ12 � lJanÞ þ tnrJan

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� q2

Jan=DecÞ
q

9>>>>=
>>>>;

ð1Þ

bFeb=Jan ¼ qFeb=Jan
rFeb

rJan
ð2Þ

where Q1, Q2 are generated flows for month January and February
respectively; l is mean flow for the month indicated; b is least
square regression coefficient (Eq. (2)); tn is normal random variate
with zero mean and unit variance; r is standard deviation of flow
for the month indicated; q is correlation coefficient between
adjacent months as indicated. Eq. (1) assumes that monthly runoff
is normally distributed, which may not be true. To remove the pos-
sible constraint that can be imposed by the normality assumption,
the Box–Cox transformation (see Eq. (3)) was used to normalise
the data:

Q 0 ¼
Qk�1

k ; k– 0
lnQ ; k ¼ 0

(
ð3Þ

where Q and Q0 are untransformed (UT) and transformed (Tr) flows
respectively, and k is a parameter estimated such that the skewness
of Q0 becomes zero (McMahon and Adeloye, 2005).

After transformation using Eq. (3), the parameters (l, r, q) in
Eqs. (1) and (2) are estimated based on the transformed data and
are then used in Eq. (1) for the data generation. McMahon and
Adeloye (2005) provide expressions for unbiased estimates of
these and other parameters. The final step in the data generation
is to bring back the generated values to the original values by
applying the inverse of the Box–Cox transformation:

Q ¼ ðQ 0kþ 1Þ1=k ð4Þ
2.3. Sequent peak algorithm (SPA) for capacity estimation

The first impact investigated is on the required capacity to meet
existing demands at the Pong without failure when fed with the
different runoff scenarios. A simple technique for obtaining the
failure-free capacity estimate is the graphical mass curve (Ripple,
1883) but its graphical implementation makes the technique
inconvenient especially for repeated analyses required for the
Monte Carlo simulation. On the other hand, behaviour simulation
is not efficient for failure-free capacity estimation because it is iter-
ative, its outcome is not unique (see Adeloye et al., 2001) and has
been found to mis-behave as demonstrated by Pretto et al. (1997).
Thus, the required failure-free reservoir capacity was estimated
using the sequent peak algorithm (SPA) which does not suffer from
the above limitations (McMahon and Adeloye, 2005):

Ktþ1 ¼ maxð0;Kt þ Dt � QtÞ; t 2 N ð5Þ
Ka ¼ maxðKtþ1Þ ð6Þ
where Ka is reservoir capacity, Kt+1 and Kt are respectively the
sequential deficits at the end and start of time period t, Dt is the
demand during t, Qt is the inflow during t and N is the number of
months in the data record. The SPA is a critical period reservoir
sizing technique and like all such techniques assumes that the
reservoir is full at start and end of the cycle, i.e. K0 = KN = 0. If, how-
ever, this is untrue, i.e. KN – 0, the SPA cycle is repeated by setting
the initial deficit to KN, i.e. K0 = KN. This second iteration should end
with KN unless the demand is unrealistic, e.g. such as attempting to
take a demand higher than the mean annual runoff from the reser-
voir. In this sense, the assumption of an initially full reservoir is not
crucial for the SPA because if this assumption is not valid, it will
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become evident at the end of the first cycle and a correction made
for it during the second cycle.

2.4. Reservoir behaviour simulation and performance indices

To assess the performance of the historic reservoir capacity and
operational rule curves when fed with the different runoff scenar-
ios, behaviour simulation was carried out using (McMahon and
Adeloye, 2005):

Stþ1 ¼ St þ Qt � D0
t; LRC 6 Stþ1 6 URC ð7Þ

where St+1, St are respectively, reservoir storage at the end and
beginning of time period t; Dt

0 is the actual water released during
t (which may be different from the demand Dt, depending on the
operating rule curves); LRC is the lower rule curve ordinate for
the month corresponding to t; and URC is the corresponding upper
rule curve ordinate.

Following simulation, relevant performance measures –
reliability, vulnerability, resilience and sustainability – were
evaluated as outlined below (see also McMahon and Adeloye,
2005; McMahon et al., 2006):

i. Time-based Reliability (Rt) is the proportion of the total time
period under consideration during which a reservoir is able
to meet the full demand without any shortages:
Rt ¼ Ns=N ð8Þ
where Ns is the total number of intervals out of N that the
demand was met.
ii. Volume-based Reliability (Rv) is the total quantity of water
actually supplied divided by the total quantity of water
demanded during the entire operational period:
Rv ¼
XN
t¼1

D0
t

XN
t¼1

Dt ; 8 D0
t 6 Dt

,
ð9Þ
iii. Resilience (u) is a measure of the reservoir’s ability to recover
from failure (Hashimoto et al., 1982):
u ¼ 1
f d
f s

� �
¼ f s

f d

�
; 0 < u 6 1 ð10Þ

where fs is number of continuous sequences of failure periods
and fd is the total duration of the failures, i.e. fd = N � Ns.
iv. Vulnerability (g) is the average period shortfall as a ratio of
the average period demand (Sandoval-Soils et al., 2011):
g ¼
Pf d

t¼1½ðDt � D0
tÞ=Dt�

f d
; t 2 f d ð11Þ
v. Sustainability index integrates the three earlier defined
indices (Sandoval-Soils et al., 2011):
c1 ¼ ðRtuð1� gÞÞ1=3 ð12Þ
where c1 is the sustainability. Because the volumetric relia-
bility (Rv) is more robust than Rt, i.e. less likely to be dramat-
ically affected, an alternative definition of sustainability
index (c2) using Rv instead of Rt was also explored, i.e.:

c2 ¼ ðRvuð1� gÞÞ1=3 ð13Þ
Fig. 4. Average monthly inflows and releases from Pong dam (2000–2008).
2.5. Pairing of runoff replicates for impact assessment

To obtain the population of climate change impacts on the
various reservoir characteristics, estimates of these characteristics
for the current and corresponding future runoff are required.
The best way to achieve the current-future runoff pairing is to
use a ‘two-site’ stochastic generation approach (see McMahon
and Adeloye, 2005), in which the current runoff is a ‘site’ and the
future runoff is another ‘site’. This approach was used by Peel
et al. (2014) for quantifying the effect on runoff, etc. of climate
change perturbations in the rainfall and temperature pair, consid-
ering each of these processes as a ‘site’. However, multi-site data
generation requires too much effort and can be problematic if
the data are non-normally distributed. Consequently, a different
approach which is much simpler to use was adopted in this study
as follows.

After the stochastic generation of the required number of repli-
cates (e.g. 1000 in the current case study) for the current and
future runoff, a pair of integer numbers was randomly generated,
with the 1st of these representing the current and the 2nd repre-
senting the future. This process was repeated until all the 1000
current and future runoff series have been paired up. If during
the generation, a number is repeated (i.e. has been generated
before), that pair is discarded and a new pair is generated. In this
way the current and future hydrology scenarios (or runoff series)
are paired up for the purpose of climate change impacts assess-
ment. To accommodate the randomness in this approach, i.e. in
which different pairing might result from repeated performance
of the procedure, the exercise was repeated 100 times and the
mean impact over the 100 repetitions was taken as the final impact
due to climate change.
3. Case study

3.1. River basin and data

The Beas River, on which the Pong dam and its reservoir are
located, is one of the five major rivers of the Indus basin in India
(see Fig. 1). The reservoir drains a catchment area of 12,561 km2,
out of which the permanent snow catchment is 780 km2

(Jain et al., 2007). Active storage capacity of the reservoir is
7290 Mm3. Monsoon rainfall between July and September is a
major source of water inflow into the reservoir, apart from snow
and glacier melt. Snow and glacier melt runoff in Beas catchment
was studied from 1990 to 2004 by Kumar et al. (2007) and its con-
tribution is about 35% of the annual flow of the Beas River at Pan-
doh Dam (upstream of Pong dam). The reservoir meets irrigation
water demands of 7913 Mm3/year to irrigate 1.6 Mha of command
area. The major crops cultivated in the area are rice, wheat and cot-
ton. The seasonal distribution of the irrigation releases is shown in
Fig. 4; these releases pass through hydropower turbines to
generate electricity prior to being diverted to the irrigation fields.
The installed capacity of hydropower plant is 396 kW. In general,
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Fig. 4 reveals rises in release during the Kharif (June–October) cul-
tivation season to cater for the water-intensive paddy rice cultiva-
tion during this season. Less water is released during the Rabi
cultivation season (November–April); indeed, as Fig. 4 shows, the
irrigation release is least in April at the end of the Rabi when only
minor vegetables are cultivated.

Monthly reservoir inflow and release data from January 1998 to
December 2008 (11 years) were available for the study. The his-
toric mean annual runoff (MAR) at the dam site is 8485 Mm3

(annual coefficient of variation is 0.225). The mean monthly flows
are also shown in Fig. 4, which reveals the significantly higher
inflows during the Monsoon season. In general, the irrigation
demands are larger than the natural river flows except during
the Monsoon, implying that such demands cannot be met without
the Pong reservoir.

Gridded Tropical Rainfall Measuring Mission (TRRM 3B42 V7)
daily rainfall data with the spatial resolution of 0.25� � 0.25� that
span the runoff period were used. Potential evapotranspiration
(ETo) measurements were unavailable; hence they were obtained
using the Penman–Monteith (P–M) formulation forced with mete-
orological variables from the NCEP Climate Forecast System
Reanalysis (CFSR) data (spatial resolution = 0.5� � 0.5�) from Jan-
uary 1998 to December 2008. Because the spatial resolution of
available rainfall and climatological data were different, the num-
ber of grids used to average rainfall, snowmelt and evapotranspira-
tion were also different.

Although measured runoff data at the Pong dam were only
available, to accommodate the spatial variability within the Beas
catchment, the whole basin upstream of the dam was divided into
three sub-basins: the upper, middle and lower as shown in Fig. 1,
based on consideration of altitude, spatial difference, presence of
hydraulic structures and available meteorological data. The sub-
catchment areas are respectively 5720 km2, 3440 km2 and
3350 km2. The Pandoh Dam is the hydraulic structure of note
upstream of the Pong dam on the Beas and diverts water to the
Sutlej River. Record of the diversion for the simulation period were
obtained from the Bhakra-Beas Management Board (BBMB) and
used to adjust the runoff reaching the Pong during the simulations.

HYSIM hydrological parameters were initialised with the help
of the Harmonized World Soil Database (HWSD) analysis: the area
of each soil type of the catchment was taken into account to get an
average value of hydrological parameters. These parameters were
then modified during the calibration of the model.

Finally, as noted in Section 2.4, the simulations for the perfor-
mance evaluation require the operational rule curves for the Pong
reservoir. In the absence of existing rule curves for the reservoir,
genetic algorithms (GA) optimised rules curves (with integrated
hedging) were developed as part of the wider study (see Adeloye
et al., 2016), using the recorded historic runoff data at the Pong
dam site. The basic form of these curves, i.e. without hedging, used
in the current study is shown in Fig. 5.
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3.2. Scenario neutral climate perturbations

Although scenario neutral perturbations of temperature (dT)
and rainfall (dP) were used for the analyses, it is important that
these perturbations are realistic. An objective way to ensure this
is for the selected temperature and rainfall delta-perturbations to
be guided by GCM projections of these climatic variables for the
region of interest. Thus, we have examined the CMIP5 model sim-
ulations (Taylor et al., 2012; IPCC, 2013) for the Beas basin region
to arrive at the temperature and rainfall perturbations used for
the analyses.

Fig. 6 shows the scatter of the projected temperature and rain-
fall changes in the Beas Basin as obtained from 127 GCMs runs cov-
ering all CMIP5 representative concentration pathways (RCPs) for
the short- (2011–2040), medium- (2041–2070) and the long-
term (2071–2100) horizons. As seen in Fig. 6 all the GCMs are pro-
jecting temperature rise in the Beas with the projected change
intensifying as the assumed radiative forcing intensifies and the
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Fig. 6. Simulated changes in annual temperature and precipitation in the CMIP5-
atlas ensemble relative to 1986–2005 (points show results of individual simula-
tions; the crosses are the mean coordinates of the plotted points – see the text
(Section 3.2) for further explanations).
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time horizon lengthens. Indeed, majority of the projected changes
for 2071–2100 horizon with RCP 8.5 were above 5 �C (which is why
they have not been shown in the frame in Fig. 6c). Regarding rain-
fall, both reductions and increases in the annual rainfall are being
projected by the GCMs. Unlike the temperature where there were
noticeable differences between the RCPs, the projection in the
annual rainfall was broadly similar, ranging from �10% to +20%.

One possibility for selecting the perturbations is to use ranges
given by the 95% confidence limits of the mean co-ordinate of
the data in Fig. 6. The mean co-ordinates of the scatter points are
indicated by the crosses in Fig. 6. The 2041–2070 and 2071–2100
plots have two crosses because not all the projections have been
shown on the frame. Thus, the lower cross represents the mean
co-ordinate of the plotted points appearing on the frame while
the higher cross is the mean co-ordinate if all the ‘‘out-of-range”
values not shown on the frame are included. Obviously, given the
large number of such out-of-range values in the 2071–2100 plots,
the effect of including these has been more dramatic than in the
2041–2070 plot. These mean co-ordinates (or centroid of the
changes) are summarised in Table 2, together with their corre-
sponding 95% confidence limits, assuming that the means have a
normal distribution.

As Table 2 shows, the 95% dT limits do capture the range of tem-
perature changes projected by the GCMs; however, the same can-
not be said about the dP limits which have completely omitted the
reductions in rainfall projected by the models. Consequently, the
climate change sensitivity analyses cannot be restricted to the lim-
its shown in Table 2 but must involve the complete range as pro-
jected by the GCMs, especially in relation to projected reductions
in rainfall because of its effect on reservoir inflows and hence on
its performance. Following these considerations, delta perturba-
tions in temperature (dT) of 0–5 �C (step of 1 �C) and annual rain-
fall perturbations (dP) of �10% to +20% (step of 5%) were finally
used in the study. Although delta perturbations (or scenario-
neutral) approach has often been criticised for its inability to
accommodate future changes in the seasonality and probability
distribution of climatic attributes and hence the runoff, it is
nonetheless an efficient method in identifying tipping points at
which a water resources infrastructure, e.g. a reservoir, is likely
to fail catastrophically in meeting water demand.
4. Results and discussion

4.1. HYSIM rainfall–runoff model and assessed climate change impacts

The available flow record (1998–2008) was split into three:
1998–1999 (2 years) period was used for model warm-up, January
2000–December 2004 period was used for model calibration and
January 2005–December 2008 period was used for model valida-
tion. The upper sub-catchment (see Fig. 1) of the Beas basin has
permanent snow throughout the year. To simulate this permanent
snow condition, we have added five years of data (January 1993–
December 1997) to the upper sub-basin with the temperature
fixed at zero (thus guaranteeing the availability of snow to be
Table 2
Mean and standard deviation of projected changes in temperature (dT) and annual
rainfall (dP) based on 127 CMIP5 GCMs simulations.

Time slice Mean (and standard
deviation) of change

95% limits

dT (�C) dP (%) dT (�C) dP (%)

2011–2040 1.84 (0.663) 2.84 (13.017) [1.73, 1.96] [0.58, 5.10]
2041–2070 2.94 (0.96) 2.77 (14.33) [2.77, 3.11] [0.28, 5.26]
2070–2100 3.90 (1.67) 5.51 (15.9) [3.61, 4.19] [2.74, 8.29]
melted) and precipitation (in the form of snow) value of 15 mm
on each day. This will add a permanent snow of �27.4 m
(5 ⁄ 365 ⁄ 15 mm) to the model. To accommodate model parame-
ter uncertainty during calibration, a Monte Carlo approach involv-
ing the stochastic generation of hundred parameter sets for each
sub-catchment during the calibration was used; the parameter
set corresponding to the best-behaved simulation was finally
selected.

As noted earlier, measured runoff data were only available for
the outlet of the lower sub-catchment; consequently, comparison
was only possible at this site. The performance of the model in sim-
ulating the runoff at the lower catchment outlet during calibration
and validation is shown in Fig. 7a and b respectively. From these, it
can be seen that the model has performed reasonably well in
reproducing the measured runoff. More re-assuring is the rela-
tively better performance of the model in simulating the low runoff
sequence in the data, which is more important for water resources
planning than the high flows periods. The estimated Nash–Sutcliffe
efficiency indices during the calibration and validation were
respectively 0.88 and 0.78, both of which lend further credence
to the modelling skill of the calibrated HYSIM.

With HYSIM satisfactorily calibrated and validated, it was pos-
sible to use the validated model to assess impacts of changes in the
rainfall and temperature on the runoff. As noted earlier, changes in
annual rainfall considered were �10% to +20% with an increment
of 5%. Similarly, temperature changes considered were 0 �C to
+5 �C with an increment of unity. The mean values of the simulated
annual and seasonal runoff are shown in Fig. 8. In general, reducing
the rainfall causes the resulting runoff to reduce irrespective of the
temperature situation. However, the simulation has also revealed a
large influence of the melting glacier and seasonal snow on the
runoff, where on an annual scale, changing the temperature by
2 �C is causing the runoff to increase by about a third. The
simulations also reveal the dominance of the Monsoon effect on
the runoff of the Pong. For example, of the simulated maximum
mean annual runoff of about 12,000 Mm3, almost 88% of this
(�10,500 Mm3) was contributed during the Monsoon (June to
August) and post-monsoon (September to November) periods,
with both the winter and pre-monsoon periods contributing the
remaining 12%. This further reinforces the importance of the
Monsoon in ensuring the water security of the Beas and indeed
the whole of India.

Table 3 summarises the percentage change in annual and sea-
sonal runoff relative to the simulated historic runoff. As expected,
increasing the rainfall causes the annual runoff to increase while
reducing the rainfall also causes the runoff to decrease for all the
temperature scenarios. However, while increasing or decreasing
the rainfall by the same amount has resulted in similar absolute
change in the runoff for no change in temperature, the situation
is quite different when temperature increases are also considered.
For example, as shown in Table 3, an increase in annual rainfall of
5% produced a 10.21% increase in the annual runoff if the temper-
ature increased by 1 �C; however, a similar decrease in rainfall with
the 1 �C temperature increase only resulted in a decrease of only
1.6% in the annual runoff. As noted previously, the Beas hydrology
is heavily influenced by the melting snow from the Himalayas and
what these results show is that runoff contributed by the melting
snow partially compensates for the reduction in direct runoff
caused by the combined effects of lower rainfall and higher
(temperature-induced) evapotranspiration. Indeed, as the assumed
temperature increase becomes higher, the effect of any reduction
in the annual rainfall fully disappears, resulting in a net increase
in the annual runoff. Consequently, increasing the temperature
by 2 �C has resulted in a net increase in the annual runoff of
12.4% and 7% for 5% and 10% reductions respectively in the annual
rainfall.
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Fig. 7. Comparison of observed and simulated monthly river flow during: (a) calibration; and (b) validation.
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The annual runoff situation presented above masks the signifi-
cant seasonal differences in the simulated runoff response of the
Beas. As Table 3 clearly shows, both the post-Monsoon and winter
seasons that do not benefit from the melting snow and its associ-
ated runoff tended to be well-behaved in terms of the response,
with reductions in the rainfall producing significant reductions in
the generated runoff. Indeed, for these two seasons, increasing
the temperature can worsen the runoff situation even for situa-
tions in which the rainfall has increased, as clearly revealed by
the 2.4% reduction in the winter runoff with 1 �C and 5% rises,
respectively in the temperature and rainfall. These situations must
be resulting from the dominance of the evapotranspiration loss,
which in the absence of additional water from melting snow will
make the runoff to decrease.

4.2. Data generation

The skew of the untransformed (UT) monthly runoff data are
shown in Table 4. Assuming that the skew has a normal distribu-
tion, then the approximate 95% confidence limits for zero skew is
[�1.96Sgy, 1.96Sgy] where Sgy is the standard error of estimate of
the sample skew coefficient, given by

p
(6/n), where n is the sam-

ple size. For n = 11, the 95% zero skew limits become [�1.45, 1.45],
which means that statistically, the March runoff data cannot be
assumed to be normally distributed. However, to avoid the use of
mixed distributions, all the 12 months were subjected to the
Box–Cox transformation as described in Section 2.2. The skew of
the Box–Cox transformed data (Tr) are also shown in Table 4,
together with the estimated transformation parameter (k). As seen
in Table 4, all the skew values for the transformed monthly runoff
data are well within the 95% limits, implying that the transformed
data exhibit the required near zero skew and can hence be
described using the normal distribution.

The characteristics of the generated and simulated historic
runoff (current) data are compared in Fig. 9. Similar results are
available for the future runoff scenarios but these have been
omitted here for lack of space. The generated statistics are the
mean over the 1000 replicates. Fig. 9 shows the stochastic model
has reasonably reproduced the mean, standard deviation and cor-
relation of the simulated historic. The skewness is less well simu-
lated, which is not surprising given that the skew was removed
prior to the stochastic modelling. However, this should not be a
major concern since reservoir capacity estimate is mostly influ-
enced by the coefficient of variation, CV (i.e. standard deviation
divided by the mean) and less by the skew (Burges and Linsley,
1971).

4.3. Uncertainty in capacity estimates

Population of reservoir capacity based on existing monthly irri-
gation releases at the Pong (see Fig. 1) are summarised in the box
plots in Fig. 10a. The horizontal dashed line represents the existing
(or historic) capacity of 7290 Mm3. As Fig. 10a clearly shows, there
is wide variability in the required reservoir capacity for each runoff
scenario. Although the existing capacity of the Pong is 7290 Mm3,
the required capacity estimates based on the simulated current
runoff series (see scenario T0_P0% in Fig. 10a) could be as low as
3545 Mm3 or as high as 21,452 Mm3. These, respectively, represent
under-design and over-design situations relative to the existing
capacity at the Pong reservoir. The implication of under design is
that the reservoir will fail frequently to meet the demand.

The effect of climate change on the capacity estimates broadly
follows the effect on runoff. Thus, as the rainfall and hence runoff
decreases, the capacity required for meeting the demand increases.
Consequently, a 5% decrease in the rainfall without a change in
temperature (T0_P � 5%) would require a capacity as high as
21,540 Mm3 to meet existing demands. However, when the rainfall
increased by the same amount, (T0_P + 5%), the maximum capacity
was 12,405 Mm3. This is less than the maximum capacity for the
T0_P0% scenario and may be caused by the fact that the additional
rainfall especially in the already wet Monsoon season does not
influence reservoir capacity estimate. When the rainfall changes
are accompanied by increase in temperature, the resulting addi-
tional runoff has caused a reduction in the capacity requirement
when compared to their corresponding no-temperature change
situations.



Fig. 8. Simulated mean annual and seasonal runoff at the Pong reservoir (Mm3).

B.-S. Soundharajan et al. / Journal of Hydrology 538 (2016) 625–639 633
The variability or uncertainty of the reservoir capacity estimate
is characterised by the coefficient of variation (CV) and summarised
in Fig. 10d. This shows increasing uncertainty in required reservoir
capacity as the catchment becomes drier. Kuria and Vogel (2015)
recently presented the uncertainty (or CV) for water supply reser-
voir yields as a function of the inflow record length and the CV of
annual runoff. Although the relationship between reservoir yield
and capacity is non-linear, making it difficult to infer the variability
in one from that of the other, the CV of the yield for the Beas record
used (length = 11 years; CV = 0.225) if interpolated from Kuria and
Vogel (2015) will be broadly within the CV envelope reported in
Fig. 10d.

Fig. 10b summarises the population of changes in required
reservoir capacity based on the paired experiments discussed
earlier. As a reminder, the changes in Fig. 10b are the means over
100 replications of the paired experiments. Again, there are huge
uncertainties in the predicted changes, which call into question
the use of single runs of impact models in water resources climate
change impact studies. Fig. 10b shows that the uncertainties are
more pronounced for drier conditions than for wetter conditions.
Thus, a 5% decrease in the rainfall can mean that the current
capacity is either too little by as much as 195% or is too much by
47%. For the most wet future scenario investigated (T5_P + 20% –
not shown in Fig. 10a to avoid cramping), the variability is much
less, with the existing capacity representing an over design of
between 42% and 63%.

The above large arrays of possibilities in the impact of climate
change are bound to complicate decision making regarding adapta-
tion and mitigation. Because impacts are not unique, it is obviously
misleading to be talking of the impact because such does not exist.



Table 3
Change (%) of annual and seasonal runoff from simulated historic.

Temperature change, �C Annual rainfall change, %

�10 �5 0 +5 +10 +15 +20

Annual
0 �12.11 �6.25 0.00 6.70 13.77 21.26 29.22
1 �7.08 �1.63 4.17 10.21 16.44 22.80 29.28
2 6.98 12.41 18.19 24.27 30.51 36.90 43.40
3 22.89 28.33 34.12 40.21 46.52 52.97 59.57
4 40.44 45.94 51.78 57.93 64.32 70.87 77.52
5 59.50 65.01 70.86 77.03 83.46 90.04 96.75

Season: Winter (December–February)
0 �13.25 �6.82 0.00 7.77 16.40 25.88 36.35
1 �18.32 �13.55 �8.19 �2.36 3.81 10.27 16.99
2 �5.90 �1.23 4.00 9.75 15.83 22.23 28.79
3 8.21 12.80 17.93 23.59 29.66 36.00 42.63
4 24.16 28.77 33.86 39.51 45.59 51.99 58.55
5 41.53 46.10 51.08 56.62 62.65 68.96 75.48

Season: Post-Monsoon (September–November)
0 �10.80 �5.54 0.00 5.83 11.93 18.44 25.48
1 �7.60 �2.80 2.30 7.54 12.81 18.06 23.39
2 6.88 11.63 16.71 21.99 27.29 32.61 37.94
3 23.04 27.73 32.77 38.06 43.44 48.80 54.23
4 40.77 45.42 50.44 55.75 61.17 66.65 72.07
5 59.95 64.55 69.54 74.81 80.28 85.76 91.24

Season: Monsoon (June–August)
0 �12.29 �6.35 0.00 6.76 13.85 21.26 29.01
1 �4.74 1.03 7.13 13.48 20.03 26.76 33.62
2 9.25 15.01 21.07 27.42 33.96 40.68 47.52
3 24.68 30.42 36.47 42.79 49.35 56.07 62.96
4 41.19 46.96 53.01 59.35 65.93 72.68 79.57
5 58.42 64.11 70.08 76.32 82.79 89.43 96.21

Season: Pre-Monsoon (March–May)
0 �15.09 �7.92 0.00 8.89 18.82 29.65 41.46
1 �17.76 �12.05 �5.72 1.09 8.29 15.72 23.37
2 �2.96 3.03 9.70 16.94 24.58 32.56 40.69
3 19.57 26.28 33.62 41.61 50.04 58.77 67.79
4 50.53 58.17 66.41 75.27 84.64 94.46 104.50
5 92.34 101.57 111.41 122.07 133.34 145.14 157.29

Table 4
Box–Cox transformation parameter (k) and the skew coefficient for untransformed (UT) and transformed (Tr) monthly flow values for current runoff scenario.

January February March April May June July August September October November December

UT �0.35 1.15 1.97 �0.89 0.80 0.99 0.05 0.49 �0.38 0.38 1.03 0.87
Tr �0.22 0.12 0.33 �0.33 0.01 0.0 �0.07 0.0 �0.22 0.0 0.01 0.0
k 2.16 �1.05 �1.93 0.90 �0.16 �0.02 0.75 0.06 1.44 �0.03 �2.21 �1.40
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However, what can be done is to attach likelihood (or probability)
of occurrence to the assessed impacts. Fig. 10c shows the empirical
cumulative distribution function (CDF) of required capacity esti-
mates for all the investigated scenarios and reveals the rightward
shift in the CDF as the catchment becomes drier, implying higher
storage requirements at a given probability. Additionally, not only
are the drier conditions requiring more storage at a given probabil-
ity, their CDFs are also less steep resulting in significant differences
between the lower and higher quantiles of the capacity estimates.

4.4. Uncertainty in reservoir performance

The Box plots for the performance indices are shown in
Fig. 11a–e. In order to save space, however, the Box plots of the
changes in these indices as well as their empirical CDFs are not
reproduced here but can be requested from the corresponding
author by interested readers.

The two reliability indices, Rv and Rt, shown in Fig. 11a and b
respectively also exhibit variability in their estimates, however, a
quick juxtaposition of both figures will reveal that Rt < Rv as
expected, which is why caution should be exercised when adopting
the time-based reliability for system evaluation: the fact that
time-based reliability is low does not make the water supply situ-
ation of the system poor. Thus, as noted by Adeloye (2012), while
the initial evaluation of systems performance can be based on the
time based reliability Rt because it is simple to estimate and might
be readily recognised by users who are already familiar with the
concept of return periods, the volumetric reliability should also
be evaluated and any necessary adjustments made to system’s
characteristics in the light of this. For example, the Rt may be
relaxed (or reduced), such as through increasing the release from
the reservoir to meet additional needs or adopting a lower reser-
voir capacity during planning, if the Rv is very high. From Fig. 11b,
it is evident that, Rt is improving when the rainfall is increasing as
expected; similarly temperature increases also improved the Rt,
due to additional runoff availability from snow and glacier melt
from the Himalayas. Contrary to Rt, the Rv shows less variability
for all the scenarios.
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Fig. 9. Comparison of statistics of ‘observed’ (HYSIM) and stochastically generated (GEN) runoff: (a) mean; (b) standard deviation; (c) correlation coefficient; and (d)
skewness.
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Fig. 11c shows the resilience (i.e. probability of recovering from
failure) and reveals that, increasing the rainfall also improves the
resilience. The population of the assessed vulnerability is sum-
marised in Fig. 11d and shows that in general, the mean vulnerabil-
ity is decreasing when the rainfall and temperature are increasing,
i.e. when the inflow is increasing, as expected but this is at the
expense of an expanding variability or uncertainty. For example,
although the assessed vulnerability of the Pong reservoir is about
66% based on single run of the historic runoff record, the vulnera-
bility for this T0_P0 situation could actually be either as low as 56%
or as high as 97% if the stochastic properties of the historic runoff
are taken into account. In general, vulnerability (or single period
deficits) above 25% is not recommended because of the distress it
can cause to water users (Fiering, 1982). Thus, the fact that the
least historic vulnerability obtained for the Pong reservoir exceeds
25% is an indication that changes in existing operational practices,
e.g. by hedging, conjunctive use with other sources such as ground-
water, etc., are required to temper the large single period shortage.
As the inflow increases, the lower range of the vulnerability drops,
sometimes approaching zero but its upper range also rises, making
the estimate of the vulnerability more uncertain.

The sustainability index c is a figure of merit that integrates the
three basic performance indices of reservoir performance –
reliability, resilience and vulnerability – thus making it possible
to avoid the complexities that can arise in using multi-criteria
(and their possible trade-offs as explained earlier in the case of Rt

and Rv) in decision making. The population of c is shown in Fig. 11e
which also reveals high variability as would be expected from the
behaviour of its constituent indices. The variation with respect to
the historic sustainability of 0.44 appears much larger for the drier
scenarios than the wetter scenarios, thus resembling the behaviour
of the resilience (see Fig. 11c). Although the form of the sustain-
ability index adopted in this work (see Eq. (12)) is meant to temper
the dominating effect (including the so-called ‘‘nullity” problem
where if any of the constituent indices is zero, the c is also zero
– see Chiamsathit et al. (2014)) of any of the constituent indices
over the other, it would seem that the resilience, being the smallest
numerically of all the constituent indices of the sustainability (c), is
still exerting a strong influence on the c. Although not shown
in Fig. 11 to save space, the use of Rv (as opposed to Rt) in c
(see Eq. (13)) did not result in any significant change in the
population of the c. This may be largely due to the fact that the
estimated c is more affected by the resilience and less by the reli-
ability (time- and volume-based) as explained earlier.

The variability (or CV) of the assessed performance indices are
summarised in Fig. 12a–f and confirm the observation made earlier
from considerations of the Box plots. Of the performance indices,
the two reliability measures, Rt and Rv, were the least variable with
the Rv being the more reliable of the two (see Fig. 12a and b). Fur-
thermore, the trend in the two reliability measures was similar to
that of the reservoir capacity in that their variability increased as
the catchment became drier. Although the relative popularity of
these two indices for reservoir performance evaluation has often
been attributed to their ease of estimation, the fact that they also
exhibit the least variability should further entrench their useful-
ness for reservoir planning analysis.

The vulnerability was the most variable (see Fig. 12d), with the
CV exceeding 50% for very wet catchment conditions as would be
expected from the expanding range in its population as noted ear-
lier. The vulnerability is a useful index for assessing the impact of
water shortage on users; however, what this study has shown is
that its estimate can be highly variable, which calls for caution in
its use. For relatively drier situations when the possibility of water
shortage is more likely, the variability of the vulnerability is much
lower, thus making its use for decision making in such difficult sit-
uations less problematic.

The variability in the sustainability index (see Fig. 12e and f)
was much tempered when compared to the variability in the
vulnerability, whereas there is broad variability resemblance
between the sustainability and resilience (see Fig. 12c). Both
the resilience and sustainability also exhibit similar trend in
the variability, i.e. the variability in the two indices appears to
increase as the catchment becomes wetter, which may further
help to explain why the resilience is such a dominant index
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on the estimated sustainability as observed previously. The use
of Rv instead of Rt in the sustainability index (compare
Fig. 12e and f) did not produce any noticeable effect on the
variability of the sustainability, which is not surprising given
the low and broadly similar variabilities of the two reliability
measures (as seen in Fig. 12a and b).
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The above clearly offers useful insights into the use of the
performance indices for reservoir assessment. On the basis of the
variability, the two reliability measures (Rv and Rt) remain the best
but given that Rv actually quantifies the volume of water supplied
and is the least variable, Rv should be preferred. The high variability
in both the vulnerability and resilience makes them unreliable for
decision making but the sustainability index which integrates
these with all other indices is less variable and should form the
avenue for accommodating both the vulnerability and resilience
in performance evaluation.



(a)-Rt         (b)-Rv

     (c)-φ        (d)-η

       (e)-γ1        (f)- γ2

Fig. 12. CV of performance indices: (a) time reliability; (b) volume reliability; (c) resilience; (d) vulnerability; (e) sustainability (based on Rt); (f) sustainability (based on Rv).
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5. Conclusions

This study has revealed the large variability associated with cli-
mate change impacts assessment and the importance of character-
ising this variability for improved decision making. The application
of the methodology to the Pong reservoir on the Beas River in
norther India used delta perturbations in both the rainfall and tem-
perature that were informed by CMIP5 GCM simulations. As
expected, reductions in rainfall resulted in reservoir inflow runoff
to decrease and vice versa. However, due to the effect of melting
snow and glaciers that are abundant within the Beas catchment,
increasing temperature and the resulting melting of the snow
and glacier nullified some of the impacts of reduced rainfall on
the inflow.

As far as the planning characteristics of the Pong reservoir were
concerned, the reservoir capacity needed to maintain existing
levels of irrigation water releases from the reservoir was highly
variable in comparison to the existing capacity at the dam. In par-
ticular, it has been revealed that the needed capacity for future
conditions may either be as much as 83% lower or 506% higher
depending on the climate scenario. Both of these situations are
undesirable due to capital lock-in in the case of the latter and sys-
tems poor performance for the former. The derived empirical dis-
tribution of the reservoir capacity showed rightward shifting and
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less steep CDFs as the catchment became drier, implying that that
reservoir capacity quantiles for drier scenarios are much larger
than the corresponding values for wetter conditions.

The associated reservoir performance indices are also variable.
Of these, the vulnerability exhibited the highest variability which
in the worst case was as high 50%. The two reliability indices, Rt

and Rv, were the least variable, with the Rv exhibiting slightly lower
CVs than the Rt. This further underscores the popularity of the two
indices for water resources systems evaluation.

The outcome of the study has clearly exposed the dangers of
mean climate impacts assessments which fail to characterise the
variability of the assessed impacts. It should certainly be desirous
for decision makers to have full picture of the likely range of
impacts to be expected and the risks (or probabilities) of occur-
rence of such impacts so that effective adaptation measures, e.g.
improved reservoir operational practices involving water hedging
that deliberately withholds water during normal operation for
later release when conditions are drier, conjunctive use of ground-
water and surface water resources, etc. can be developed and
appropriately prioritised. The methodology reported in this work
will provide answers to these questions, is simple to implement
and, although applied to one system, can readily be replicated for
other water resources systems. It is also the only study as far as
we are aware that has extended the characterisation of uncertain-
ties to reservoir performance indices.
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