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Let X be an 1z x n positive definite matrix with eigenvalues X, > 1\2 > *.. > 
A, > 0 and let M = {x, y [ x E R”, y E R”, ,x f 0, y # 0, x’y = 0). Then for 
x, y in M, we have that x’Zy/(x’Zx y’C~)i/~ < (/\r - &,)/(A, + A,) and the 
inequality is sharp. If 

is a partitioning of C, let 0, be the largest canonical correlation coefficient. The 
above result yields 6i Q (& - A,)/(& + h,). 

Let .Z be an n x n positive definite matrix with eigenvalues A, > A, > ... > 
An > 0 and associated eigenvectors x1 ,..., X, , 1) Xi j] = 1, i = l,..., n, Xi’Xi = 0 
if i # j. The main result of this paper is 

THEOREM 1. LetM=(x,y/x~R~,y~Rn,x#O,y#O,x’y==O}.Then 

Equality in (1) is thieved for x = x, + x, and y  = x, - x, . 
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A MAXIMIZATION PROBLEM 

Proof. Let 6 = 2h,A,/(A, + A,). For y and x in M, 

x’2y = x’Cy - Sx’y 

= x'pP(l- s,qp/2y 

where pi = 1 

so 

< (x’2xy’.Ey)1’2 *zyw I Pi I 

(S/AJ, i = l,..., 12 are the eigenvalues of I - &E-l. But 
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(4 

However, equality is clearly achieved for x = x1 + x, and y = x1 - x, . 
This completes the proof. 

Remark. We now outline a longer, but somewhat more informative, proof 
of (3). Using the Cauchy-Schwartz inequality, one can show that for fixed 
x # 0, 

sup (x’Zy)2 = 1 - *,;;;;-, . 
f/f0 x’Zxy’Cy 

?d=O 

Then, using the Kantorovich inequality (see Marshall and Olkin [4]), it follows 
that 

sup l- [ 
(XIX)2 

Z+O x“zxx%-1x 1 G 1 - (&4y{n)2 = (k;;g (5) 

which yields (3) and (1) follows by setting x = x1 + X, and y = x1 - x, . 

COROLLARY 1. Let C and A be two n x n positive definite matrices and 
let MA =(x,y]x~R~,y~R~, x #O,y #O, x’Ay =O}. Then 

where p1 is the largest e&nvalue of A-l.Z and p,, is the smallest eigenvalue of 
A-12 

Proof. This follows immediately from Theorem 1. 
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Consider 
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== (2: 2:) 

where Zu is p x p and &:,, is q x q with p + q = n. As is well known, 
(Anderson [f, p. 2891 or Eaton [2, Chap. lo]) the largest canonical correlation 
coefficient, say 0, , is given by 

THEOREM 2. For any partitioning of 2, 

0 < 4 - ha 
l ’ 4 + L 

where A, 3 -3. 2 A, > 0 are the eigenvalues of Z: 

Proof. For a E Rp and b E RQ, set a* = (g) E Rn and b* 

we have 

= (i) E R”. Then 

(7) 

(8) 

(9) 

by Theorem 1. The inequality holds because a*‘b* = 0 so the second sup 
is over a larger set of vectors than is the first sup. The proof is complete. 

The inequality in (9) was also established by Haberman [3] using a different 
method. 

To show that the inequality (9) is sharp, consider p < q and 

where De: p x p is diagonal with diagonal entries 1 > 0, 3 8, > 1.. > eD > 0. 
For Z partitioned as in (lo), 0, is the largest canonical correlation and it is not 
hard to show that A1 = 1 + 19, and /\% = 1 - 0, . Hence 8, = (XI - &J/(X, + X,) 
so (9) is sharp. One can also show that when p > 2 and for .Z given in (lo), 
we have 0, = (h, - &J(;\2 + h,-,). This might lead one to conjecture that for 
general Z and p 3 2, 4 3 2, the inequality 0, < (h, - &)/(hz + &-r) 
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holds. However, it is possible to construct a 4 x 4 matrix Z where the inequality 
does not hold. 
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