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Abstract

This paper is a summary of experiments to access alternative methods to control a small (<25 kg) Unmanned Aerial Vehicle 
(UAV) in manual mode.  While it is true that the majority of the UAV airborne activities will be in autonomous mode (i.e. using
an autopilot) this may not always be the case during takeoffs and landings, or if there is a failure of the autopilot. The 
requirement for a manual control mode for all flight stages remains in proposed UAV regulations currently being defined both in 
Canada and the U.S. The question then becomes “If we have to take manual control of the UAV, what is the best method?”  The 
research summarized in this paper is an attempt this question.
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1. Introduction

Current UAVs are controlled in either autonomous or manual control modes depending on the type of UAV and 
the mission phase.  The most common control modes are:

Autonomous Control:
1. Autopilot control, usually using GPS waypoints to define a flight plan;
2. Inertial, airspeed and pressure sensors used for inner-loop airframe control; and,
3. Automatic Take-off and Landing (ATOL) capabilities offered by some autopilots.
Manual Control:
1. Radio Control (RC) Aircraft methods by an External Pilot (EP) using a un-aidedthird person remote view of 

the UAV – very common with small UAVs;
2. A Flight Console, similar to a cockpit, using a forward fixed camera view to allow an EP to fly the UAV as in 

a simulator – very common with military UAVs like the Predator; and,
3. Virtual Reality (VR) methods employing various forms of First Person View (FPV) flying, including head 

tracking techniques – increasingly popular in the RC hobby.

While it is true that some autopilots provide an ATOL capability, manual control is still more common during 
landing and take-off, including with the larger military UAVs [2].  This is in spite of the fact that the majority of 
UAV accidents occur during take-off and landing, especially by UAVs which rely on a manual pilot to accomplish 
these tasks [3]. Even if a fully-autonomous capability (i.e. including ATOL) were provided there will still be a 
requirement for a manual external pilot (EP) according to current and proposed UAV regulations.  The EP is
expected to be ready to assume manual control as needed, especially if there is a failure of the autopilot, in current 
Canadian regulations [4]. Similar regulations are expected in both the U.S. and Europe. 

Nomenclature

AP Autopilot FS Flight Simulator 
ATOL   Automatic Takeoff and Landing HUD Heads-Up Display
AVO Air Vehicle Operator LCD Liquid Crystal Display
BLOS Beyond Line of Sight OSD On-Screen Display (another name for a HUD)
DOE Design of Experiments RC Radio Control
EP External Pilot, Also Manual Pilot (MP) UAV Unmanned Aerial Vehicle
FPV First Person Video VR Virtual Reality

2. The hypothesis

It is proposed that switching to a FPV akin to being inside a virtual cockpit should improve the controllability of 
small UAVs, especially in adverse weather conditions such as high winds.  The use of such Virtual Reality (VR) 
techniques has been investigated before [5] and is a common technique used in the larger military UAVs such as the 
Predator-B.  Switching to FPV methods should eliminate most of the disorientation problems associated with RC 
control[6].  This may also reduce the training/personnel problem which exists for many small UAVs which require a 
highly skilled RC pilot to fly them.

3. Landing experiments to assess manual control accuracy 

A series of experiments have been conducted to assess the accuracy of alternative methods of manual control. 
The experiment was conducted twice.  The first experiment was conducted in August 2010 using equipment based 
on the X11 FPV setfrom RC-Tech [7]. The results were inconclusive, as presented at UVS Canada 2010 [8].  It was 
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decided that the experiment would be repeated at a later date with an improved test site and better equipment.  This 
paper will focus on the results of the updated experiment conducted in November 2013.  

3.1. Landing experiment design

The experiment focused on the task of landing a small UAV, as illustrated in Figure 1.The primary task is to land 
the UAV on the centerline of the runway, preferably just past the near end of the runway to allow a safe post-landing 
deceleration.  The post-landing track should be straight down the center of the runway, to avoid violent lateral 
accelerations or sideways runway excursions.

The experiment used a Design of Experiments (DOE) factorial approach.  This allows the use of a sparse matrix 
of test factor combinations while preserving the statistical validity of the results.  This is useful when conducting 
real-world tests where running a full statistical set of all possible combinations would be too expensive, dangerous 
or impractical.  The objective in the DOE method is to determine those factors which are the most significant to the 
response variables being studied.  By using a randomized order of test runs, the effect of random factors beyond the 
researchers’ control is minimized and appears as “noise” in the statistical analysis [9].

3.2. Independent variables

Three factors were varied in this experiment as detailed in the following sections.

3.2.1. Factor A - Form of manual piloting
Three different forms of manual control were assessed:

Radio Control (RC) Mode - The UAV is flown using un-aided external third-person view of the aircraft.
Flight Simulation (FS) Mode - A fixed forward camera view along the aircraft centerline, providing a First-
Person View (FPV)similar to a Flight Simulatorcockpit display. 
Immersive (VR) Mode – An immersive view using VR goggles, projecting a FPV binocular video image on a set 
of tiny LCDs directly in front of both eyes of the pilot.  The goggles also featured 2-axis tilt sensors inside the 
“forehead” of the goggle housing, providing a head-tracking ability.  This allowed the VR pilots to turn his head 
and pan/tilt the camera on the aircraft, giving the illusion of being in the cockpit of the aircraft.

3.2.2. Factor B - Skill level of pilot
Two pilots of very different experience level were recruited, to assess the impact that novel manual control 

methods might have on veterans or novice flyers.  For the 2013 experiment they were:

Stephen Crewe (Veteran Pilot)–had 10 years flying experience flying RC aircraft, including one year using FPV 
equipment with his own personal R/C flying.  
DilhanBalage (Rookie Pilot) –about 1 year experience, most of this experience on the smaller Ultra40 and 
electric “foamy” type aircraft.   

Fig.1. Diagram of landing task for VR experiment.



955 Jonathan D. Stevenson et al.  /  Procedia Manufacturing   3  ( 2015 )  952 – 959 

3.2.3. Factor C - Wind conditions
To assess the effect of weather, especially wind, two different wind levels were used, defined as follows:

Calm (<10 km/hr)
Windy (>30 km/hr)

3.3. Response variables

To assess the quality of each landing, the following response variables were used:

X = Touchdown point along length of runway.
Y = Maximum deviation from runway centerline.  During the experiment it was noted this was generally the 
touch-down point, as both pilots quickly corrected to the centerline once landed.

3.4. Test setup 

The 2013 experiment used FPV equipment components based on the EagleTree series of products.  Aimed at the 
high-end RC hobby community, these FPV components are now borderline UAV avionics sets, including built-in 
Head-tracking, On-Screen Displays (OSD), and a rudimentary autopilot capability[10]. For these experiments only 
the Head-Tracking and OSD features were used.  

3.4.1. Airborne equipment
The airborne FPV equipment is based on a two-axis turret with an integrated camera with NTSC resolution.  Tilt, 

GPS and electrical propulsion system sensors are used by the OSD module to generate a combined video signal 
which includes display elements similar to a Heads-Up Display (HUD).  The video signal is transmitted to the 
ground receive station using a 5.8 GHz transmitter of 200 mW power.  The camera turret and electronics were 
integrated into two small boxes and mounted on top of the main wing of the flight vehicle, a Great Planes 
GiantStik[11]tail number 10 (i.e. GBS#10), as shown in Figure 1(a). A Close-up of the FPV payload may be seen in 
Figure 1(b).  Electric propulsion was used to reduce vibration and noise levels.

a b

Fig. 2.(a) GiantStiktest vehicle; (b) Close-up of FPV components.
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3.4.2. Ground components
1. VR Mode Goggles - The experiment used a set of VR goggles from Fat Shark[12]. These goggles feature a built-

in 5.8 Ghz receiver and tilt sensors for 2-axis head tracking.  Output from the tilt sensors are fed back through the 
training port of the RC transmitter as shown in Figure 3(a), and drives the pair of small servos in the camera 
turret using two un-used auxiliary channels of the RC receiver.

2. FlightSim (FS) Mode Display – The 2013 experiment used a dedicated analog LCD for the FS mode.  This was
mounted on a tripod, as demonstrated in Figure 3(b). The use of a dedicated FPV display unit improved the 
ergonomics of the FS mode versus the method used in 2010.  The analog display also improved safety, as it 
continued to show degraded videoeven when the signal weakened, not a blank blue screen as with most digital 
LCDs.  Note that the VR goggle displaysalso behaved in this manner.  

3. HUD Display– The FPV video image included a superimposed HUD display. Figure 4 is an example of the 
display provided to the pilots.  The HUD provided the current aircraft position, ground speed (MPH) and altitude 
above ground (ft) in the form of “ladders” on the left and right sides respectively, as well as an artificial horizon.  
The items in the lower left and right corners provided the current power draw and total power consumed by the 
electrical propulsion system, thus serving as a “fuel gauge” during each flight. 

Fig. 4.Sample FPV display with HUD.

Fig. 2. (a) VR mode goggles; (b) FS mode analog LCD display.
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4. Experiment results

The experiment was ran on Friday, November 29, 2013.  The winds were down the runway (i.e. almost no cross 
wind) at 5-7 knots (about 9-13 km/hr).   Conditions were sunny with a few clouds but quite cold (~2 degC).  The test 
cases ran in the morning were deemed to be “Calm Day” conditions.   The results showed a marked improvement in 
overall pilot performance versus the 2010 results.   The effect of running the experiment on a proper runway, with 
aviation-grade markings was clear.  Both pilots reported it was very easy to see the runway threshold, centerline and 
the numbers from a long distance, allowing for improved line-ups and precision landings.

Similar to the 2010 results, the 2013 results show a gradual improvement as the tests were conducted, indicating 
a “training factor” may be involved. The one disappointment was in the VR Goggle cases by the rookie pilot.  He 
expressed some discomfort with the VR mode. This led to loss of orientation on several occasions, resulting in some 
erratic flying and difficulty in performing a safe approach.  In both VR landing attempts, the situation deteriorated to 
point were safety for the ground crew was a concern, and the other pilot had to take control.

Following the morning tests, and facing deteriorating team morale and weather, it was decided to perform a series 
of “demonstration” runs.  The author stepped in to be the rookie pilot.  Only four cases were ran before weather 
conditions forced a stop to the experiment. Both pilots expressed optimism about the quality of the video feed, and 
also the ease of flying well coordinated approaches.  The VR method was not disorienting for either of us. The 
accuracy of the approaches, especially in terms of centerline deviation, is pretty clear.  One of my approaches went 
quite long, similar to full-sized aircraft “floating” behavior, but I was able to stick the landing essentially on the 
centerline of the runway.   Weather conditions were rapidly deteriorating at this point, as it started to snow, forcing a 
stop to the experiment.  This would turn out to be the final flying of Project Raven.

Fig.3.Landing positions, 2013 VR experiment.
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5. Analysis of theresults

5.1.1. Landing accuracy
The results of the 2013 VR experiment are summarized in Figure 5.  When compared with the results of 2010, 

several observations can be made.  First, the accuracy of the landings have improved.  The centerline distance, apart 
from two of the FS mode cases, are quite good.  Landing distance is very good too, but generally “long” when the 
FS mode is used.   The accuracy of the VR mode landings by the veteran pilot and the author were very good.    The 
ease of lining up a good landing was greatly increased when the immersive 3D mode was used.  But the failed 
approaches of the rookie pilot in VR mode was a disappointment.  In post-test discussions it became evident that 
while the VR mode assisted myself and the veteran pilot, both who have flown flight simulators extensively since 
adolescence, to a person untrained in manned aircraft flight the VR mode does not appear to provide the same 
advantage.  The rookie pilot first learned to fly by RC mode only, and this appears to be the method he is most 
comfortable with.  This was a result those of us involved in aviation had not considered.  Learning to fly RC aircraft 
normally requires combatting the third person disorientation effects caused by control reversal. The FPV mode is 
one way of eliminating this problem, but only to someone already familiar with manned aviation.

5.1.2. Flying accuracy and quality
Following the 2013 experiment, the video footage from both series of experiments were re-examined. The 

measurements of landing distance (X) and centerline deviation (Y) do not tell the complete story.   It was noted that 
when flying in RC mode, the aircraft turns and altitude holding were not as accurate or smooth as with the FPV 
modes.   When flying FPV, the pilot appears to naturally start to fly like a full-size aircraft.  Turns are gentler with 
bank angles more typical of manned aircraft.  Altitude, especially with the addition of HUD instruments, is held 
within 50 feet.   The size of the circuits are also much bigger in FPV mode, with the pilot flying downrange quite 
some distance before turning onto final approach.  This last observation has significant repercussions as elaborated 
on in the next section.

5.1.3. Significance of the loss of GSB#11
A second GiantStik (GBS#11)was lost off-shore during initial FPV equipment shakedown tests at he abandoned 

U.S. naval air station at Argentia, NL. While not a planned event, is an important result of these VR experiments.  It 
was flown beyond the range of the FPV video transmitter resulting in a loss of video signal, and was too far away to
allow recovery using normal RC means. This illustrates one of the dangers of using FPV mode – pilots tend to fly 
much higher and further, possibly in an attempt to emulate full-size aircraft flying practice, to the point where FPV 
becomes the only viable means of manual remote control.  The gigantic nature of the runways at Argentia (i.e. 200 
foot wide runways) only served to exacerbate this tendency.  Without a reliable Beyond Line-of-Sight (BLOS)
manual control link, the use of RC methods alone at the extended ranges encouraged by the use of FPV may render 
the small UAV uncontrollable.  It is for this reason that both the MAAC and AMA have set strict guidelines on the 
use of FPV techniques.  In general, FPV can only be used within unassisted visual range and always with the 
presence of dedicated spotter who is also a second pilot ready to assume normal RC control should the FPV pilot 
become disorientated or equipment fail [13].  Transport Canada also cautions the UAV operator to not assume that 
current FPV technology alone can provide the desired situational awareness at BLOS ranges, in terms of providing 
the “sense and avoid” function of a manned aircraft pilot [14].
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6. Conclusions

When the results from both VR experiments are considered together there are a number of important observations 
and conclusions that may be drawn:

1. The FPV modes improve landing accuracy, assuming the use of a runwayusing aviation grade markings.
2. For someone “entrenched” in the use of RC modes, the addition of FPVmay hinder landing accuracy.
3. The FPV modes appear to be a promising methods, but only if used by pilots familiar with full-size aircraft flying 

methods, and with sufficient training.
4. The fixed-view FS mode, while being easier to implement (i.e. not requiring the head tracking equipment) 

appears to be less accurate then the immersive VR mode.
5. The immersive VR mode gives a great field of view and improved situational awareness versus the FS mode.
6. The addition of a HUD improves the accuracy and quality of FPV flight modes.
7. When flying using FPV, pilots have a tendency to fly higher and further than normal RC flying.  It therefore 

becomes crucial that sufficient video feed signal strength (i.e. range) is provided to avoid sudden video signal 
drop-outs.

8. FPV methods are limited to the limits of electronic line of sight, namely the range of the video link.
9. Reliable manual control at BLOS ranges will require some form of augmented piloting console.  One possibility 

is to use a hybrid display combining an extended range video with a synthetic environment similar to a flight 
simulator.  This remains an active area of research and development within this research team.
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