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ABSTRACT

Let A be an n-square normal matrix over C, and Q,, ,, be the set of strictly
increasing integer sequences of length m chosen from 1,..., n. For a, B€Q,, , denote
by A[«|B] the submatrix obtained from A by using rows numbered « and columns
numbered 8. For k€{0,1,..., m} write jJaNB|=k if there exists a rearrangement of
1,...,m, say iy,...,00k15...» iy, such that a(i)=p(;), i=1,...,k, and
{a(igs1)s- s @(in)} NV{BGis1)s-- > Bin)} = 2. Let AU, be the group of n-square
unitary matrices. Define the nonnegative number

px(A)= max |det(U*AU) [alB]],

where |aNB|=k. Theorem 1 establishes a bound for p,(A), 0<k<m—1, in terms of
a classical variational inequality due to Fermat. Let A be positive semidefinite
Hermitian, n=2m. Theorem 2 leads to an interlacing inequality which, in the case
n=4, m=2, resolves in the affirmative the conjecture that

pm(A)>pm71(A)> T ?pO(A).

I. INTRODUCTION

Let A be an n-square normal matrix over C with eigenvalues A,,..., A .
Denote by Q,, , the set of ( rr';) strictly increasing integer sequences of length

m chosen from 1,...,n. For o, B,vEQ,, ,, let Ala|B] be the m-square
submatrix of A formed by selecting rows numbered « and columns S, and set
A=A Aymy For k€{0,1,...,m}, write |@NB|=k if there exists a
rearrangement of 1,...,m, say iy,..., 45,45, 1,.-., 1, such that a(i;))=B(i,),
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i=L....k, and {a(izs)),..., (i)} N {B(ixs1),- ., B(in)} = 2. Thus, if
e B| k, the submatrix A[a|,8] intersects the main diagonal of A in k main
diagonal places.

Consider the set

A%, 5(A)={det(U*AU) [a|B]: U, },

where AL, is the group of n-square unitary matrices, and |a N B|=
In [6], it is shown that if X is an n-square matrix, n=2m and laN B|=
then & (X)) is independent of « and B; that is, &, z(X)=AXX), where

A(X)={det(U*XU)[12...m|12...km+1...2m—k] . U, }.

Define the nonnegative number

pi(A)= max |a.
zEAN(A)

Let {e;....,¢,} be the standard basis in C", the space of complex column
n-tuples. Denote by ®@™C" the mth tensor space over C", and by A™C" the
mth exterior space over C". For a €Q,, ., denote by ¢, the skew—symmetric
tensor €,;,A Neyimy I Q,, , is ordered lexxcographlcally, then {e.:

Qpm, n)»> the standard basis in C( ), is an ordered orthonormal basis of A™C",
Set G, ,={u"=u, A --- Au, EA™C":||lu"||=1}, the Grassmannian
manifold. By the usual arguments it may be assumed that the vectors
uy,..., U, occurring in a unit length exterior product u” are orthonormal.

For any n-square matrix X define the induced matrix ®™X by ®@ "Xy,
® - ®p,=Xv,®...®Xy, for arbitrary v,...,v,,EC". Since A™"C" is a
reducing subspace of ® "X the mth compound of X [1, p. 19} can be defined

C,(X)=®™X|A™C". Using the induced inner product in A™C", it can
be shown that (C,(X)es", e, )=det X[a|B]. An important property of the
mth compound is that C,(XY)=C,_(X)C, (Y) for arbitrary X and Y. Clearly
for any ul EG,,, a unitary U can be selected so that C,(U)u, = Uy,
Ao AUu e, . Hence, for any a, BEQ,, , with [aNB|=k

a(m)
A"(A):{(C (A)ug ,u ) Up,.. ,unEC"o.n.}.

Let A, =max,co |A,|, Ay =min, e [A,| The normality of A
implies that the numerical radius [2, p. 114] of C w(A) is A .. Since the
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eigenvectors of C,(A) are decomposable, p,(A)=A_ ... Thus p,(A) for
0< k <m are decomposable bilinear numerical radii.

The main result of this paper establishes a bound for p,(A), 0<k<m—1,

in terms of a classical variational inequality due to Fermat [4]. Let A be
positive semidefinite, n=2m. It is conjectured [6] that’

Pm(A)Zp,_1(A)= - Zpo(A). (1

The bound obtained here leads to an interlacing inequality which, in the case
n=4 and m=2, resolves the conjecture (1) in the affirmative.

II. STATEMENTS OF RESULTS

TaeoREM 1. Let m=2, n=2m; then

i > A, if k=m-—2,
. YEOm,n
pi(A)< min 1 5 (2)
S [ — A~z if k<m—2.
2(m—k+1) 1€ Y

Tueorem 2. Let A be Hermitian positive semidefinite, u,v, wE€EQ,, .,
A=A and A, =X Ifm>2, n=2m, then

((=2)+ max (A,-2,)} if k=m—2,

Y, WFER, Y

W -

pr(A)<

Yi» 0T, ¥ i=1

m—k
2(—m_li(—_'+_"i-)‘{(>\“‘—}\y)+ max 2 (}\Y.-—Aw.-)}

III. PROOFS OF RESULTS

The quadratic (Pliicker) relations [3, p. 312] yield the following key lemma
obtained in [5].

! Interesting results concerning (1) may be found in [7).
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Lemma 1. Let o, B,YEQ,, , (n=4), |aNB|=k. Then for any n-square
unitary matrix U,

1 if k=m—2,
|det U [y|a] det U [y|B8]|< 1 , _ (3)
2(m——k-f:1_) if k<m-—2.

Now A and U*AU share a common set of eigenvalues for any U€L. . So
to obtain (2) A may be replaced by U*AU, where A is diagonal. It follows
that C,(A) is diagonal.

Proof of Theorem 1. For any z€C
|det(U*AU)[a|,3]|Z‘(Cm(U*AU)eBA,e:)‘

= ({Cm(U*AU)—zl(;)}e[f,ef)‘ (since a+ B)
- (cm(U*){cm(A)—zl(m}cm(U)eg,e:)1

=| 3 U, (GuA)-a(n) GV,

Yw
Y. wEQ,

IS Tona {xy—z}dewmm}

<2 |detU[v|a]detU[v|B]|[A,—2]
Y
1 .
Zz|}\7~z| if k=m-—2,
N

S (4)

from Lemma 1. The theorem follows immediately upon minimizing (4)
over C. ]

Remark. If U€9l,, then C,(U) EC’?L(; ) Therefore, the columns of
C,(U) are unit vectors. It follows that Eyeom‘"|det U [y|¢x] detU [y],B]|<1.
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Take UEU,, a, B,YEQ,, ,, and |a N B|=k<m. The orthogonality of the
columns of C,(U), the Remark, and (3) imply the three following conditions:

py detU|y|a] detU{y|8]=0,

S [det U [y]a]det U v| B]|<1,

Y

and

1 if k=m—2,
|det U [y|a] det U [v|8]|< 1

m if k<m-—2.

LemMa 2. Let N=6, a=2, b=2a<N be integers, |,=1,= --- =2[,,=0
be real numbers, and

N
6DZ{(dl,...,dN)E{:N: > d,=0,
i=1

13

N 1
'2 Id;|<1, ldil<g}~

i=1

Then

N

2 lidi‘:%{(ll-lN)+ T +(la_lN*a+l)}'

i=1

max
ded

Proof. For any z=3Y L d, there is a & [£=1, such that |z|=¢z=
IV 1LEd,=0. Since £(d,,...,dy)ED, we may assume SV ,Ld,=0. More-
over, 0<3Y_l.d,=ReZY. I, d,=3Y l,Re(d,) and (Re(d,),...,Re(dy))ED.
So we assume d, is real, i=1,..., N. Suppose L,=1, some i#j. Select >0,
and form l::l,--f-e, =1, i*}. Then ]Efvzll;d,-—zfy:llidiISa Therefore, any
maximal sum is arbitrarily close to a sum in which the /; are distinct. So we
may assume [, >[,> --- >],>0.

Suppose 3., |d,|<1. Since b < N, we can find i, < i, such that ld; |<1/b
and |d; |<1/b. Then there exist >0, J,-IZ d; +¢ (21‘2: d;,— e d,=d, for
i 71y, such that (d),...,dy)ED, and IV Id, =3 Id, +(I, — 1, )e>
2L ,ld,. So we may assume 3, |d;|=1.

i=1%"i
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Suppose there is an i, with |d, |&{0,1/b}. Then there are at least two

indices 1, iy with i, € {i, .}, i;<iy, and

1
i)l 0.5 ). 5)

Otherwise, 0=2}_ d,=d, . Moreover, d; and d, may be chosen so that
d; -d;,>0. For if not, then

dil'di2<0’ (6)
and we cannot find |d, |<1/b such that d, -d, >0 or d, -d; >0. Thus

|d|€{0,1/b} for 17&11,12, and 1=SY,, ;|d, l+|d |+|d,2|—(b 1)/b+|d |
+|d; . Since b is even,

N
0= 3 di+d, +d, =5y +d, +d,, )
i), i
But (5) and (6) imply
d,,+d,,[=[ld,]~1d,|
*—ldul if |d[=]dy|,
<
Sl it =)
<1
b’

Wthh contradicts (7). Therefore d; -d;, >0, and for any 0<d <
Id +8|+|d —8[ |d |+|d | As above, there exist
e>0, cf d +e,¢f‘2—d —e&, d =d,, i # i, iy, such that (Jl, .. JN)EC‘D
and E, ll,(i >EiV Jd So we assume |d,|€{0,1/b}, i=1,...,N. Since

N .d,=0, the d;’s must pair off with opposite signs. In other words, there
exist il, <sBas i1+ + 4,0, such that

_§ ld;= i d',-(l-',»_li;)

sE{(ll_lzv)+""'”(la_‘lzv—a+1)}' u
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Proof of Theorem 2. Take N:(T?l)' Ifk=m—2,seta=2 and b=2a
=4<6<N. If 0<k<m—2, set a=m—k+1>4 and b=2a=2(m —k
+1); since n=>2m, it follows that b<<N. Select v,€Q,, , so that A =1,

where [, =1,= .- =1, >0, and let d(U)=detU|[y,|a] detU[y,|8], i=
L,...,N, where U€ 9, |aN B|=k. Hence from Lemma 1 and Lemma 2

N
pr(A)= max | ¥ A, det U[y,|a] detU[v;| 8]
UEUa|i=1 .

= max ld,(U)
€,
%{(ll_lN)_F(lz—lN—l)}a k=m-—2,
< 1
2(m—k+1) (=) + (ki Ivemar) ), k<m—2.
The result follows immediately upon replacing the [;’s with the A_’s. [ |

IV. APPLICATIONS

It is shown in [5] that if A is an n-square normal matrix, m=>2, n>2m,
then

E (Adlse 5],
Lll‘l._l_ﬂ if k=m=2,
PA)=) B (M- D) if k<m-—2 ?

where Em(tl,...,tm)ZZyeQmV"H, ity is the mth elementary symmetric
polynomial. Since min ¢ 2, [\, — z|< E_(IA{]s-..]AL))s (2) refines (8).

Let A be Hermitian, k€ {0,1,. —1}. From Mirsky [8] it is immediate
that p(A)<F(A 0 — A )- In [6] (1) is conjectured for positive semidefi-
nite A. This conjecture is resolved here in the affirmative for the case n =4,
m=2.

Assume A=diag(A,...,Ay) A= -0 220, A =N A, for 1<i,j<4.
Since the eigenvectors of Cy(A) may be chosen from G, ,, we have py(A)=
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A =Aqg- Clearly A 5= 5(X 15— A3,), 50 po(A)=p(A). If

01 1 o0
g=-Ll1t 0 o 1
5|1 0 o -1
[01— 0

then det(Uy AU, )[12|13] = § {(A 15— A34) + (A 13— Agy)} EA(A). Therefore

05(A)=p (A)=1{(A1a—As) + (A3 Ay}

=p,(A) from Theorem 2.

REFERENCES

F. R. Gantmacher, The Theory of Matrices, Vol. 1, Chelsea, New York, 1959.

P. Halmos, A Hilbert Space Problem Book, Van Nostrand, Princeton, N.J., 1967.

W. V. D. Hodge and D. Pedoe, Methods of Algebraic Geometry, Vol. 1, Cam-

bridge U. P. London, 1947.

4 H. W. Kuhn, “Steiner’s” problem revisited, MAA Studies in Math. 10:52-70
(1974).

5 M. Marcus and 1. Filippenko, Inequalities connecting eigenvalues and nonprincipal
subdeterminates, in Proceedings of the Second International Conference on Gen-
eral Inequalities at Oberwolfach, Vol. 2, 1980, pp. 91-105.

6 M. Marcus and K. Moore, A subdeterminant inequality for normal matrices, Linear
Algebra Appl. 31:129-143 (1980).

7 M. Marcus and H. Robinson, Bilinear functionals on the Grassmannian manifold,
Linear and Multilinear Algebra 3:215-225 (1975).

8 L. Mirsky, Inequalities for normal and Hermitian matrices, Duke Math. J. 14:591—

599 (1957).

W N

Received 20 October 1980; revised 22 June 1981



