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#### Abstract

In coding theory, quasi-twisted (QT) codes form an important class of codes which has been extensively studied. We decompose a QT code to a direct sum of component codes - linear codes over rings. Furthermore, given the decomposition of a QT code, we can describe the decomposition of its dual code. We also use the generalized discrete Fourier transform to give the inverse formula for both the nonrepeated-root and repeated-root cases. Then we produce a formula which can be used to construct a QT code given the component codes.
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## 1. Introduction

Quasi-twisted (QT) codes over finite fields form an important class of block codes that includes cyclic codes, quasi-cyclic codes and constacyclic codes as special cases. In this paper, we investigate issues related to the decomposition and construction of a QT code. The important tool used is the generalized discrete Fourier transform.

Let $\mathbb{F}_{q}$ denote the finite field of $q=p^{m}$ elements, where $p$ is a prime and $m$ is a positive integer. Let $\mathscr{C}$ be a linear code of length $n$ over $\mathbb{F}_{q}$. Let $\lambda \in \mathbb{F}_{q}^{*}$ and let $l$ be a positive integer. For each codeword $\mathbf{c}=\left(c_{0}, c_{1}, \ldots, c_{n-1}\right)$ in $\mathscr{C}$, if the vector

$$
\left(\lambda c_{n-l}, \lambda c_{n-l+1}, \ldots, \lambda c_{n-1}, c_{0}, \ldots, c_{n-l-1}\right) \in \mathscr{C}
$$

[^0]where the subscripts are taken modulo $n$, then the code $\mathscr{C}$ is called a ( $\lambda, l$ )-quasi-twisted (QT) code. It is well known that a $(\lambda, l)$-QT code of length $n=l \theta$ over $\mathbb{F}_{q}$ is identified with a $\frac{\mathbb{F}_{q}[x]}{\left(x^{\theta}-\lambda\right)}$-submodule of $\left(\frac{\mathbb{F}_{q}[x]}{\left(x^{\theta}-\lambda\right)}\right)^{l}$.

First, by decomposing the ring $\mathbb{R}_{\theta, \lambda}:=\frac{\mathbb{F}_{q}[x]}{\left(x^{\theta}-\lambda\right)}$ into a direct sum of coprime component rings, it is shown that a ( $\lambda, l$ )-QT code of length $l \theta$ over $\mathbb{F}_{q}$ can be decomposed into a direct sum of linear codes $\mathscr{C}_{i}$ over these component rings.

The decomposition of the ring involves the factorization of the polynomial $x^{\theta}-\lambda$ over $\mathbb{F}_{q}$. If $\operatorname{gcd}(\theta, q)=1$ (nonrepeated-root case), then the polynomial $x^{\theta}-\lambda$ is factorized into a product of distinct irreducible polynomials. It is shown that if $\operatorname{gcd}(\theta, q)=p^{a}$ with $a \geqslant 1$ (repeated-root case), then all the irreducible factors of the polynomial $x^{\theta}-\lambda$ are with multiplicity $p^{a}$. In this paper, we allow $a \geqslant 0$ and then both cases are included. When $x^{\theta}-\lambda=\left(f_{1}(x)\right)^{p^{a}}\left(f_{2}(x)\right)^{p^{a}} \cdots\left(f_{k}(x)\right)^{p^{a}}$, where $f_{i}(x)$ 's are irreducible polynomials over $\mathbb{F}_{q}$, the ring $\mathbb{R}_{\theta, \lambda}$ is decomposed into a direct sum of the coprime component rings $\mathbb{R}_{i}:=\frac{\mathbb{F}_{q}[x]}{\left(\left(f_{i}(x)\right)^{p^{a}}\right)}, 1 \leqslant i \leqslant k$.

Since the dual code $\mathscr{C}^{\perp_{\mathbb{F}}}$ of a $(\lambda, l)$-QT code $\mathscr{C}$ is a $\left(\lambda^{-1}, l\right)$-QT code, a natural question that then arises is: given the decomposition of $\mathscr{C}$, what is the decomposition of $\mathscr{C}^{\perp_{\mathbb{F}}}$ ? When $\lambda= \pm 1, \mathscr{C}$ and $\mathscr{C}^{\perp_{\mathbb{F}_{q}}}$ are modules over the same ring $\frac{\mathbb{F}_{q}[x]}{\left(x^{\theta}-\lambda\right)}$ and hence, only in this case, self-dual QT codes make sense. When $\lambda \neq \pm 1, \mathscr{C}$ and $\mathscr{C}^{\perp_{\mathbb{F} q}}$ are modules over different rings: $\mathbb{R}_{\theta, \lambda}$ and $\mathbb{R}_{\theta, \lambda-1}$ respectively. Since the two rings are isomorphic by identifying $x \in \mathbb{R}_{\theta, \lambda}$ with $x^{-1} \in \mathbb{R}_{\theta, \lambda-1}$, we map $\mathscr{C}^{\perp_{\mathbb{F}_{q}}}$ into the module $\mathbb{R}_{\theta, \lambda}^{l}$ and get an isomorphic copy of $\mathscr{C}^{\perp_{\mathbb{F}_{q}}}$. Based on the dual defined over two modules over the same ring, the decomposition of the dual code over $\mathbb{R}_{\theta, \lambda^{-1}}$ is explicitly described. In particular, the decomposition of self-dual QT codes is given.

An important tool to study algebraic codes is the discrete Fourier transform (DFT). When $\operatorname{gcd}(\theta, p)=1$, i.e., in the nonrepeated-root case, the classical DFT of $c(x) \in \frac{\mathbb{F}_{q}[x]}{\left(x^{\theta}-\lambda\right)}$ is defined to be a matrix

$$
\hat{c}=\left[\hat{c}_{0}, \hat{c}_{1}, \ldots, \hat{c}_{\theta-1}\right],
$$

where

$$
\hat{c}_{i}=c\left(\beta \xi^{i}\right), \quad \text { for } 0 \leqslant i \leqslant \theta-1,
$$

$\beta$ is a $\theta$-th root of $\lambda$,
and $\xi$ is a primitive $\theta$-th root of unity.

It is well known that the DFT is invertible. However, in the repeated-root case, the classical DFT is not applicable. Therefore, we adopt the Hasse derivatives to develop the generalized discrete Fourier transform (GDFT). We also give the inverse formula of the GDFT.

The GDFT also gives an explicit connection between a QT code and its component codes. Therefore, by the inverse formula of the GDFT, we produce a formula to construct a QT code from linear codes over component rings. It is further shown that the computation can be done in the field $\mathbb{F}_{q}$ instead of the extension fields.

This paper is organized as follows. After a brief introduction of the key notions and notations in Section 2, the decomposition of a ( $\lambda, l$ )-QT code is given in Section 3. Section 4 deals with the decomposition of the dual code of a QT code in two cases: $\lambda= \pm 1$ and $\lambda \neq \pm 1$. In Section 5, the GDFT and the inverse formula are given. After the construction formula is given in Section 6, some examples are shown in Section 7. A summary concludes the paper in Section 8.

## 2. Preliminaries

Let $\mathbb{F}_{q}$ denote the finite field of $q=p^{m}$ elements and let $\mathbb{F}_{q}^{*}$ denote $\mathbb{F}_{q} \backslash\{0\}$, where $p$ is a prime and $m$ is a positive integer. Denote by $\mathbb{F}_{q}[x]$ the polynomial ring in indeterminate $x$ with coefficients from $\mathbb{F}_{q}$.

A linear code $\mathscr{C}$ of length $n$ and dimension $k$ over $\mathbb{F}_{q}$ is a $k$-dimensional subspace of the vector space $\mathbb{F}_{q}^{n}$. It is known as an $[n, k]_{q}$ code. The elements of the subspace are the codewords of $\mathscr{C}$ and written as row vectors: $\mathbf{c}=\left(c_{0}, c_{1}, \ldots, c_{n-1}\right)$.

Definition 1. An $[n, k]_{q}$ code $\mathscr{C}$ is called cyclic provided that, for each codeword $\mathbf{c}=\left(c_{0}, c_{1}, \ldots, c_{n-1}\right)$ in $\mathscr{C}$, the vector ( $c_{n-1}, c_{0}, \ldots, c_{n-2}$ ) is also a codeword in $\mathscr{C}$.

Mapping a codeword $\left(c_{0}, c_{1}, \ldots, c_{n-1}\right) \in \mathscr{C}$ to a polynomial $c_{0}+c_{1} x+\cdots+c_{n-1} x^{n-1} \in \mathbb{F}_{q}[x]$, a cyclic code $\mathscr{C}$ is an ideal in $\mathbb{F}_{q}[x] /\left(x^{n}-1\right)$.

Generalized from cyclic codes, we have the following three classes of codes.
Definition 2. Let $\mathscr{C}$ be a linear code of length $n$ over $\mathbb{F}_{q}$. Let $\lambda \in \mathbb{F}_{q}^{*}$. For each codeword $\mathbf{c}=$ $\left(c_{0}, c_{1}, \ldots, c_{n-1}\right)$ in $\mathscr{C}$, if the vector $\left(\lambda c_{n-1}, c_{0}, \ldots, c_{n-2}\right) \in \mathscr{C}$, then the code $\mathscr{C}$ is called a $\lambda$-constacyclic code and $\lambda$ is called the constant of $\mathscr{C}$.

By the correspondence between codewords and polynomials, a $\lambda$-constacyclic code can be identified with an ideal in $\mathbb{F}_{q}[x] /\left(x^{n}-\lambda\right)$.

Definition 3. Let $\mathscr{C}$ be a linear code of length $n$ over $\mathbb{F}_{q}$. For each codeword $\mathbf{c}=\left(c_{0}, c_{1}, \ldots, c_{n-1}\right)$ in $\mathscr{C}$, if the vector $\left(c_{n-l}, c_{n-l+1}, \ldots, c_{n-1}, c_{0}, \ldots, c_{n-l-1}\right) \in \mathscr{C}$ where the subscripts are taken modulo $n$ and $l$ is a positive integer, then the code $\mathscr{C}$ is called an $l$-quasi-cyclic (QC) code and $l$ is called the index of $\mathscr{C}$.

It is easy to check that an $l$-QC code of length $n$ is also a $\operatorname{gcd}(l, n)$-QC code. Without loss of generality, we therefore assume that the index $l$ always divides the length $n$. Let $\theta=\frac{n}{l}$. Properly permuting the coordinates of a codeword ( $c_{0}, c_{1}, \ldots, c_{n-1}$ ) in the $l$-QC code to the vector

$$
\mathbf{c}^{\prime}=\left(c_{0}, c_{l}, \ldots, c_{(\theta-1) l}, c_{1}, c_{l+1}, \ldots, c_{(\theta-1) l+1}, \ldots, c_{l-1}, \ldots, c_{\theta l-1}\right),
$$

we divide $\mathbf{c}^{\prime}$ to $l$ parts and each part consists of $\theta$ consecutive coordinates.
It is observed that each part can be regarded as a codeword in a cyclic code of length $\theta$ over $\mathbb{F}_{q}$. Therefore, representing each part of $\mathbf{c}^{\prime}$ by a polynomial in $\mathbb{F}_{q}[x] /\left(x^{\theta}-1\right)$, the codeword $\mathbf{c}$ is equivalent to the vector in $\left(\mathbb{F}_{q}[x] /\left(x^{\theta}-1\right)\right)^{l}$ :

$$
\left(c_{0}+c_{l} x+\cdots+c_{(\theta-1)} x^{\theta-1}, c_{1}+\cdots+c_{(\theta-1) l+1} x^{\theta-1}, \ldots, c_{l-1}+c_{2 l-1} x+\cdots+c_{\theta l-1} x^{\theta-1}\right)
$$

(see [4]). Then an $l$-QC code is equivalent to a submodule of $\left(\mathbb{F}_{q}[x] /\left(x^{\theta}-1\right)\right)^{l}$ over the ring $\mathbb{F}_{q}[x] /$ ( $x^{\theta}-1$ ).

Definition 4. Let $\mathscr{C}$ be a linear code of length $n$ over $\mathbb{F}_{q}$. Let $\lambda \in \mathbb{F}_{q}^{*}$ and let $l$ be a positive integer. For each codeword $\mathbf{c}=\left(c_{0}, c_{1}, \ldots, c_{n-1}\right)$ in $\mathscr{C}$, if the vector

$$
\left(\lambda c_{n-l}, \lambda c_{n-l+1}, \ldots, \lambda c_{n-1}, c_{0}, \ldots, c_{n-l-1}\right) \in \mathscr{C},
$$

where the subscripts are taken modulo $n$, then the code $\mathscr{C}$ is called a ( $\lambda, l$ )-quasi-twisted (QT) code.

We define an action $T_{\lambda, l}$ on the codewords as

$$
T_{\lambda, l}\left(c_{0}, c_{1}, \ldots, c_{n-1}\right)=\left(\lambda c_{n-l}, \lambda c_{n-l+1}, \ldots, \lambda c_{n-1}, c_{0}, \ldots, c_{n-l-1}\right)
$$

A ( $\lambda, l$ )-QT code is invariant as a set under the action $T_{\lambda, l}$.
It is easy to check that a $(\lambda, l)$-QT code of length $n$ is also a $(\lambda, \operatorname{gcd}(l, n))$-QT code (see [1]). Thus we always assume $l$ divides $n$. Let $\theta=\frac{n}{T}$. When $\lambda=1$, a $(\lambda, l)$-QT code is an $l$-QC code. When $l=1$, a ( $\lambda, l$ )-QT code is a $\lambda$-constacyclic code. When $\lambda=l=1$, a ( $\lambda, l$ )-QT code is a cyclic code. From the above discussion about constacyclic codes and QC codes, a ( $\lambda, l$ )-QT code of length $n$ is a submodule of $\left(\mathbb{F}_{q}[x] /\left(x^{\theta}-\lambda\right)\right)^{l}$ over the ring $\mathbb{F}_{q}[x] /\left(x^{\theta}-\lambda\right)$. For convenience, we use the same notation for both the code over $\mathbb{F}_{q}$ and its corresponding submodule of $\left(\mathbb{F}_{q}[x] /\left(x^{\theta}-\lambda\right)\right)^{l}$ over the ring $\mathbb{F}_{q}[x] /\left(x^{\theta}-\lambda\right)$.

## 3. Decomposition of QT codes

Let $\mathscr{C}$ be a $(\lambda, l)$-QT code of length $n$ over $\mathbb{F}_{q}$. Recall that $\mathscr{C}$ is a module over the ring $\mathbb{F}_{q}[x] /$ $\left(x^{\theta}-\lambda\right)$. Denote the ring $\mathbb{F}_{q}[x] /\left(x^{\theta}-\lambda\right)$ by $\mathbb{R}_{\theta, \lambda}$.

In order to know more about the algebraic structure of QT codes, we next focus on the ring $\mathbb{R}_{\theta, \lambda}$.
Let $\theta=p^{a} \bar{\theta}$, where $\operatorname{gcd}(\bar{\theta}, p)=1$. Since the map $x \mapsto x^{p^{a}}$ is a power of the Frobenius automorphism of $\mathbb{F}_{q}$ defined by $x \mapsto x^{p}$, it is an automorphism of $\mathbb{F}_{q}$. Therefore, for any $\lambda \in \mathbb{F}_{q}^{*}$, there exists a unique $\bar{\lambda} \in \mathbb{F}_{q}^{*}$ such that $\bar{\lambda}^{p^{a}}=\lambda$. Therefore, we may write

$$
x^{\theta}-\lambda=\left(x^{\bar{\theta}}-\bar{\lambda}\right)^{p^{a}} .
$$

Since $\operatorname{gcd}(\bar{\theta}, p)=1$, the polynomial $x^{\bar{\theta}}-\bar{\lambda}$ is factorized into distinct irreducible polynomials over $\mathbb{F}_{q}$ as follows:

$$
x^{\bar{\theta}}-\bar{\lambda}=f_{1}(x) f_{2}(x) \cdots f_{k}(x)
$$

Therefore, we have

$$
\begin{equation*}
x^{\theta}-\lambda=\left(f_{1}(x)\right)^{p^{a}}\left(f_{2}(x)\right)^{p^{a}} \cdots\left(f_{k}(x)\right)^{p^{a}} . \tag{1}
\end{equation*}
$$

By the Chinese Remainder Theorem, we have the following decomposition:

$$
\begin{gathered}
\frac{\mathbb{F}_{q}[x]}{\left(x^{\theta}-\lambda\right)} \simeq \frac{\mathbb{F}_{q}[x]}{\left(\left(f_{1}(x)\right)^{p^{a}}\right)} \oplus \frac{\mathbb{F}_{q}[x]}{\left(\left(f_{2}(x)\right)^{p^{a}}\right)} \oplus \cdots \oplus \frac{\mathbb{F}_{q}[x]}{\left(\left(f_{k}(x)\right)^{p^{a}}\right)}, \\
r(x) \leftrightarrow\left(r(x)+\left(\left(f_{1}(x)\right)^{p^{a}}\right), \ldots, r(x)+\left(\left(f_{k}(x)\right)^{p^{a}}\right)\right) .
\end{gathered}
$$

For convenience, we denote the ring $\frac{\mathbb{F}_{q}[x]}{\left(\left(f_{i}(x)\right)^{\left.p^{a}\right)}\right.}$ by $\mathbb{R}_{i}$ for $1 \leqslant i \leqslant k$. It follows that

$$
\begin{equation*}
\mathbb{R}_{\theta, \lambda}^{l} \simeq \bigoplus_{i=1}^{k} \mathbb{R}_{i}^{l} \tag{2}
\end{equation*}
$$

Then we have the following theorem immediately.

Theorem 1. Let $\mathscr{C}$ be $a(\lambda, l)$-QT code of length $l \theta$ over $\mathbb{F}_{q}$. Then $\mathscr{C}$ is a linear code over $\mathbb{R}_{\theta, \lambda}$ of length $l$ and it can be decomposed as the direct sum

$$
\begin{equation*}
\mathscr{C} \simeq \bigoplus_{i=1}^{k} \mathscr{C}_{i} \tag{3}
\end{equation*}
$$

where $\mathscr{C}_{i}$ is a linear code over $\mathbb{R}_{i}$ of length $l$ for each $1 \leqslant i \leqslant k$.

## 4. Dual codes of QT codes

In this section, we discuss the dual codes of QT codes. For our purpose, we give the following definition about dual codes.

Definition 5. Let $\mathbf{K}$ be a commutative ring or a finite field and let $N$ be a positive integer. Let

$$
\mathbf{u}=\left(u_{0}, \ldots, u_{N-1}\right)
$$

and

$$
\mathbf{v}=\left(v_{0}, \ldots, v_{N-1}\right)
$$

be two vectors over $\mathbf{K}$. The inner product of $\mathbf{u}$ and $\mathbf{v}$ over $\mathbf{K}$ is denoted by

$$
\langle\mathbf{u}, \mathbf{v}\rangle_{\mathbf{K}}=\sum_{i=0}^{l-1} u_{i} v_{i}
$$

Let $\mathscr{C}$ be a linear code of length $N$ over $\mathbf{K}$, then the dual code of $\mathscr{C}$ (with respect to the inner product over $\mathbf{K}$ ), denoted by $\mathscr{C}^{\perp_{\mathbf{K}}}$, is defined as

$$
\mathscr{C}^{\perp_{\mathbf{K}}}=\left\{\mathbf{v} \in \mathbf{K}^{N} \mid\langle\mathbf{v}, \mathbf{u}\rangle_{\mathbf{K}}=0, \text { for any } \mathbf{u} \in \mathscr{C}\right\}
$$

In particular, if $\mathscr{C}=\mathscr{C}^{\perp_{\mathbf{K}}}$, then $\mathscr{C}$ is a self-dual code over $\mathbf{K}$.
Notice that when $\mathbf{K}=\mathbb{F}_{q}$, the inner product defined above is exactly the Euclidean inner product.
Recall that the index $l$ always divides the length $n$ for a QT code. The following proposition follows directly from the definition of QT codes.

Proposition 1. Let $\mathscr{C}$ be $a(\lambda, l)$-QT code of length $n$ over $\mathbb{F}_{q}$ and let $\mathscr{C}^{\perp_{\mathbb{F}}}$ be the dual code of $\mathscr{C}$. Then $\mathscr{C}^{\perp_{\mathbb{F}_{q}}}$ is a $\left(\lambda^{-1}, l\right)$-QT code of length $n$ over $\mathbb{F}_{q}$.

By the above proposition, we know that $\mathscr{C}^{\perp_{\mathbb{F}_{q}}}$ is a submodule of $\mathbb{R}_{\theta, \lambda^{-1}}^{l}$ over $\mathbb{R}_{\theta, \lambda^{-1}}$, and hence a linear code over $\mathbb{R}_{\theta, \lambda-1}$.

Notice that a $(\lambda, l)$-QT code is an $\mathbb{R}_{\theta, \lambda}$-module while its dual code is an $\mathbb{R}_{\theta, \lambda-1}$-module. However, the two rings $\mathbb{R}_{\theta, \lambda}$ and $\mathbb{R}_{\theta, \lambda^{-1}}$ are isomorphic:

$$
\begin{aligned}
\mathbb{R}_{\theta, \lambda} & \simeq \mathbb{R}_{\theta, \lambda-1} \\
x & \leftrightarrow x^{-1}
\end{aligned}
$$

where $x^{-1}=\lambda^{-1} x^{\theta-1}$ in the ring $\mathbb{R}_{\theta, \lambda}$ and $x^{-1}=\lambda x^{\theta-1}$ in the ring $\mathbb{R}_{\theta, \lambda^{-1}}$.

By the above isomorphism, we define the map $\phi$ as follows.
Definition 6. For all $\left(r_{0}(x), r_{1}(x), \ldots, r_{l-1}(x)\right) \in \mathbb{R}_{\theta, \lambda-1}^{l}$, we define the map $\phi: \mathbb{R}_{\theta, \lambda^{-1}}^{l} \rightarrow \mathbb{R}_{\theta, \lambda}^{l}$ with

$$
\phi\left(\left(r_{0}(x), r_{1}(x), \ldots, r_{l-1}(x)\right)\right)=\left(r_{0}\left(x^{-1}\right), r_{1}\left(x^{-1}\right), \ldots, r_{l-1}\left(x^{-1}\right)\right) .
$$

Obviously, the map $\phi$ is bijective since it is induced from the isomorphism between $\mathbb{R}_{\theta, \lambda}$ and $\mathbb{R}_{\theta, \lambda-1}$. Therefore, it immediately follows that:

Proposition 2. The map $\phi$ gives a one-to-one correspondence between the $\mathbb{R}_{\theta, \lambda}$-submodules of $\mathbb{R}_{\theta, \lambda}^{l}$ and the $\mathbb{R}_{\theta, \lambda^{-1}}$-submodules of $\mathbb{R}_{\theta, \lambda-1}^{l}$.

Although the ( $\lambda, l$ )-QT code and its dual code are modules over different rings, by the above proposition, we can consider the image of the dual code of a ( $\lambda, l$ )-QT code under the map $\phi$. Then $\phi\left(\mathscr{C}^{\perp{ }^{\mathbb{F}}} \boldsymbol{q}\right)$ and $\mathscr{C}$ are modules over the same ring $\mathbb{R}_{\theta, \lambda}$. Similarly, we can also consider the following two modules over $\mathbb{R}_{\theta, \lambda-1}: \mathscr{C}^{\perp_{\mathbb{F}_{q}}}$ and the preimage of $\mathscr{C}$ under the map $\phi$.

The following lemma studies the dual with respect to the inner product over $\mathbb{R}_{\theta, \lambda}$.
Lemma 1. Let $\mathbf{c}$ and $\mathbf{d}$ be any two vectors in $\mathbb{F}_{q}^{n}$, where $n=l \theta$. Let the vector $\mathbf{c}(x) \in \mathbb{R}_{\theta, \lambda}^{l}$ be the polynomial representation corresponding to the vector $\mathbf{c}$ and let the vector $\mathbf{d}(x) \in \mathbb{R}_{\theta, \lambda^{-1}}^{l}$ be the polynomial representation corresponding to the vector $\mathbf{d}$. Then $\langle\mathbf{c}(x), \phi(\mathbf{d}(x))\rangle_{\mathbb{R}_{\theta, \lambda}}=0$ if and only if $\left\langle T_{\lambda, l}^{i}(\mathbf{c}), \mathbf{d}\right\rangle_{\mathbb{F}_{q}}=0$ for each $0 \leqslant i \leqslant$ $\theta-1$.

Proof. Assume that $\langle\mathbf{c}(x), \phi(\mathbf{d}(x))\rangle_{\mathbb{R}_{\theta, \lambda}}=0$. Then we have

$$
\begin{equation*}
\sum_{i=0}^{l-1}\left(\left(\sum_{j=0}^{\theta-1} c_{i+j l} x^{j}\right)\left(\sum_{k=0}^{\theta-1} d_{i+k l} x^{-k}\right)\right)=0 \tag{4}
\end{equation*}
$$

Since the above equation is in the ring $\mathbb{R}_{\theta, \lambda}$, the left-hand side can be written as a unique polynomial over $\mathbb{F}_{q}$ of degree less than $\theta$. Denote by $\left[x^{i}\right]$ the term in $x^{i}$ in such a unique expression, where $0 \leqslant i \leqslant \theta-1$.

Since $x^{\theta}=\lambda$ in the ring $\mathbb{R}_{\theta, \lambda}$, it immediately follows that

$$
x^{-j}=\lambda^{-1} x^{\theta} x^{-j}=\lambda^{-1} x^{\theta-j}, \quad \text { for } 1 \leqslant j \leqslant \theta-1 .
$$

Therefore, each term on the left-hand side of (4) is as follows:

$$
\begin{aligned}
& {\left[x^{0}\right]=\sum_{i=0}^{l-1} \sum_{j=0}^{\theta-1} c_{i+j l} d_{i+j l}=\sum_{i=0}^{\theta l-1} c_{i} d_{i}=\langle\mathbf{c}, \mathbf{d}\rangle_{\mathbb{F}_{q}},} \\
& {\left[x^{k}\right]=} \\
& \sum_{i=0}^{l-1}\left(\left(c_{i+k l} d_{i}+\cdots+c_{i+(\theta-1) l} d_{i+(\theta-1-k) l}\right) x^{k}\right. \\
& \\
& \left.+\left(c_{i} d_{i+(\theta-k) l}+\cdots+c_{i+(k-1) l} d_{i+(\theta-1) l}\right) x^{k-\theta}\right) \\
& = \\
& \lambda^{-1} \sum_{i=0}^{l-1}\left(\lambda c_{i+k l} d_{i}+\cdots+\lambda c_{i+(\theta-1) l} d_{i+(\theta-1-k) l}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.+c_{i} d_{i+(\theta-k) l}+\cdots+c_{i+(k-1) l} d_{i+(\theta-1) l}\right) x^{k} \\
= & \lambda^{-1}\left(\left\langle T_{\lambda, l}^{\theta-k}(\mathbf{c}), \mathbf{d}\right\rangle_{\mathbb{F}_{q}}\right) x^{k}, \quad \text { for each } 1 \leqslant k \leqslant \theta-1 .
\end{aligned}
$$

Then the uniqueness of the expression of the left-hand side of (4) implies that each term is 0 . Thus, the above equations imply that $\left\langle T_{\lambda, l}^{i}(\mathbf{c}), \mathbf{d}\right\rangle_{\mathbb{F}_{q}}=0$ for $0 \leqslant i \leqslant \theta-1$.

It is easy to observe that the converse is also true.
Applying Lemma 1, we have the following theorem:
Theorem 2. Let $\mathscr{C}$ be $a(\lambda, l)$-QT code of length $n$ over $\mathbb{F}_{q}$ and $\mathscr{D}$ a $\left(\lambda^{-1}, l\right)$-QT code of length $n$ over $\mathbb{F}_{q}$. Then $\mathscr{D}$ is the dual code of $\mathscr{C}$ with respect to the inner product on $\mathbb{F}_{q}^{n}$ if and only if $\phi(\mathscr{D})$ is the dual code of $\mathscr{C}$ with respect to the inner product on $\mathbb{R}_{\theta, \lambda}^{l}$, i.e.,

$$
\begin{equation*}
\phi\left(\mathscr{C}^{\perp_{\mathbb{F}_{q}}}\right)=\mathscr{C}^{\perp_{\mathbb{R}_{\theta, \lambda}}} \tag{5}
\end{equation*}
$$

where $\mathscr{C}$ on the left is the code over $\mathbb{F}_{q}$ while $\mathscr{C}$ on the right means its corresponding module over $\mathbb{R}_{\theta, \lambda}$.
Proof. Since $\mathscr{C}$ is a $(\lambda, l)$-QT code, for any codeword $\mathbf{c} \in \mathscr{C}$, we have $T_{\lambda, l}^{i}(\mathbf{c}) \in \mathscr{C}$. Then for any codeword $\mathbf{d} \in \mathscr{C}^{\perp_{\mathbb{F}_{q}}}$, we have $\left\langle T_{\lambda, l}^{i}(\mathbf{c}), \mathbf{d}\right\rangle_{\mathbb{F}_{q}}=0$. By Lemma 1, it follows $\langle\mathbf{c}, \phi(\mathbf{d})\rangle_{\mathbb{R}_{\theta, \lambda}}=0$. Therefore, we have $\phi(\mathbf{d}) \in \mathscr{C}^{\perp_{\mathbb{R}_{\theta, \lambda}}}$. Then by Definition 5 , we have $\phi\left(\mathscr{C}^{\perp_{\mathbb{F}_{q}}}\right) \subseteq \mathscr{C}^{\perp_{\mathbb{R}_{\theta, \lambda}}}$.

Assume that $\mathbf{e} \in \mathscr{C}^{\perp_{\mathbb{R}_{\theta, \lambda}}}$. Then by Lemma 1 , for any codeword $\mathbf{c} \in \mathscr{C}$, we have $\left\langle T_{\lambda, l}^{i}(\mathbf{c}), \phi^{-1}(\mathbf{e})\right\rangle_{\mathbb{F}_{q}}=0$. It follows that $\phi^{-1}(\mathbf{e}) \in \mathscr{C}^{\perp_{\mathbb{F}_{q}}}$. Then $\mathscr{C}^{\perp_{\mathbb{R}_{\theta, \lambda}}} \subseteq \phi\left(\mathscr{C}^{\perp_{\mathbb{F}_{q}}}\right)$. Therefore, $\phi\left(\mathscr{C}^{\perp_{\mathbb{F}_{q}}}\right)=\mathscr{C}^{\perp_{\mathbb{R}_{\theta, \lambda}}}$.

By the decomposition of the ring $\mathbb{R}_{\theta, \lambda}$ in (2), we have the following corollary.
Corollary 1. Let $\mathscr{C}$ be $a(\lambda, l)$-QT code over $\mathbb{F}_{q}$ of length $n=l \theta$. Suppose that $\mathscr{C}$ is decomposed as in (2). Then $\mathscr{C}^{\perp_{\mathbb{R}_{\theta, \lambda}}}$ is decomposed as follows:

$$
\begin{equation*}
\mathscr{C}^{\perp_{\mathbb{R}_{\theta, \lambda}}} \simeq \bigoplus_{i=1}^{k} \mathscr{D}_{i} \tag{6}
\end{equation*}
$$

where, for each $1 \leqslant i \leqslant k, \mathscr{D}_{i}$ is the dual code of $\mathscr{C}_{i}$ with respect to the inner product on $\mathbb{R}_{i}^{l}$. In particular, $\mathscr{C}$ is self-dual if and only if $\mathscr{C}_{i}=\mathscr{D}_{i}$ for all $1 \leqslant i \leqslant k$.

By Theorem 2, the above corollary gives the decomposition of $\phi\left(\mathscr{C}^{\perp_{\mathbb{F q}}}\right)$. Next we discuss the relationship between the decomposition of $\mathscr{C}^{\perp_{\mathbb{F}_{q}}} \subseteq \mathbb{R}_{\theta, \lambda^{-1}}^{l}$ and that of $\phi\left(\mathscr{C}^{\perp_{\mathbb{F}_{q}}}\right)=\mathscr{C}^{\perp_{\mathbb{R}_{\theta, \lambda}}} \subseteq \mathbb{R}_{\theta, \lambda}^{l}$.

Assume that $x^{\theta}-\lambda$ is factorized as in Eq. (1). Then

$$
\begin{equation*}
x^{\theta}-\lambda^{-1}=-\lambda^{-1}\left(f_{1}^{*}(x)\right)^{p^{a}} \cdots\left(f_{k}^{*}(x)\right)^{p^{a}} \tag{7}
\end{equation*}
$$

where $f_{i}^{*}(x):=x^{\operatorname{deg} f_{i}(x)} f_{i}\left(x^{-1}\right)$ is the reciprocal polynomial of $f_{i}(x)$ over $\mathbb{F}_{q}$. It is easy to check that $f_{i}^{*}(x)$ is also irreducible over $\mathbb{F}_{q}$ if $f_{i}(x)$ is irreducible. Therefore, we have the following decomposition of the ring $\mathbb{R}_{\theta, \lambda^{-1}}$ :

$$
\begin{align*}
\frac{\mathbb{F}_{q}[x]}{\left(x^{\theta}-\lambda^{-1}\right)} & \simeq \frac{\mathbb{F}_{q}[x]}{\left(\left(f_{1}^{*}(x)\right)^{p^{a}}\right)} \oplus \frac{\mathbb{F}_{q}[x]}{\left(\left(f_{2}^{*}(x)\right)^{p^{a}}\right)} \oplus \cdots \oplus \frac{\mathbb{F}_{q}[x]}{\left(\left(f_{k}^{*}(x)\right)^{p^{a}}\right)} \\
r(x) \leftrightarrow & \left(r(x)+\left(\left(f_{1}^{*}(x)\right)^{p^{a}}\right), \ldots, r(x)+\left(\left(f_{k}^{*}(x)\right)^{p^{a}}\right)\right) \tag{8}
\end{align*}
$$

For simplicity, we denote the ring $\frac{\mathbb{F}_{q}[x]}{\left(\left(f_{i}^{*}(x)\right)^{\left.p^{a}\right)}\right.}$ by $\mathbb{R}_{i}^{*}$ for $1 \leqslant i \leqslant k$. It follows that

$$
\begin{equation*}
\mathbb{R}_{\theta, \lambda-1}^{l} \simeq \bigoplus_{i=1}^{k}\left(\mathbb{R}_{i}^{*}\right)^{l} \tag{9}
\end{equation*}
$$

Note that a $(\lambda, l)$-QT code is self-dual only if $\lambda= \pm 1$. If $\lambda \neq \pm 1$, then the polynomials $x^{\theta}-\lambda$ and $x^{\theta}-\lambda^{-1}$ are coprime over $\mathbb{F}_{q}$. Therefore, the irreducible polynomials $f_{i}(x), f_{j}^{*}(x), 1 \leqslant i, j \leqslant k$, are pairwise coprime where $f_{i}(x), f_{j}^{*}(x), 1 \leqslant i, j \leqslant k$ are as in Eqs. (2) and (7). Thus, no irreducible polynomial is an associate of its reciprocal polynomial and no reciprocal pair exists in the factorization of $x^{\theta}-\lambda$, which is different from the case when $\lambda= \pm 1$.

### 4.1. Case when $\lambda= \pm 1$

In this subsection, we focus on the case when $\lambda= \pm 1$. If $\lambda= \pm 1$, then $x^{\theta}-\lambda=x^{\theta}-\lambda^{-1}$ and hence $\mathbb{R}_{\theta, \lambda}=\mathbb{R}_{\theta, \lambda^{-1}}$. With the proper permutation of the irreducible polynomial factors, $x^{\theta}-\lambda$ is written as

$$
x^{\theta}-\lambda=\epsilon\left(g_{1}(x)\right)^{p^{a}} \cdots\left(g_{s}(x)\right)^{p^{a}}\left(h_{1}(x)\right)^{p^{a}}\left(h_{1}^{*}(x)\right)^{p^{a}} \cdots\left(h_{t}(x)\right)^{p^{a}}\left(h_{t}^{*}(x)\right)^{p^{a}},
$$

where $s+2 t=k, \epsilon \in \mathbb{F}_{q}^{*}$ and, for each $1 \leqslant i \leqslant s, g_{i}(x)$ is an associate of its reciprocal polynomial, i.e., $g_{i}(x)=\epsilon_{i} g_{i}^{*}(x)$ over $\mathbb{F}_{q}$ for some unit $\epsilon_{i}$. Throughout this subsection, we denote $\mathbb{F}_{q}[x] /\left(\left(g_{i}(x)\right)^{p^{a}}\right)$ by $\mathbb{G}_{i}$ for $1 \leqslant i \leqslant s, \mathbb{F}_{q}[x] /\left(\left(h_{j}(x)\right)^{p^{a}}\right)$ by $\mathbb{H}_{j}$ and $\mathbb{F}_{q}[x] /\left(\left(h_{j}^{*}(x)\right)^{p^{a}}\right)$ by $\mathbb{H}_{j}^{*}$ for $1 \leqslant j \leqslant t$. Then the decomposition of $\mathbb{R}_{\theta, \lambda}=\mathbb{R}_{\theta, \lambda^{-1}}$ is

$$
\begin{equation*}
\mathbb{R}_{\theta, \lambda} \simeq \bigoplus_{i=1}^{s} \mathbb{G}_{i} \oplus\left(\bigoplus_{j=1}^{t}\left(\mathbb{H}_{j} \oplus \mathbb{H}_{j}^{*}\right)\right) \tag{10}
\end{equation*}
$$

Therefore, when $\lambda= \pm 1$, the map $\phi$ is an automorphism of $\mathbb{R}_{\theta, \lambda}^{l}$. We define same isomorphisms between the component rings as follows.

Definition 7. For $1 \leqslant i \leqslant s$, define

$$
\phi_{i}:\left(\mathbb{G}_{i}\right)^{l} \rightarrow\left(\mathbb{G}_{i}\right)^{l}
$$

by

$$
\begin{aligned}
& \phi_{i}\left(\left(r_{1}(x)+\left(\left(g_{i}(x)\right)^{p^{a}}\right), \ldots, r_{l}(x)+\left(\left(g_{i}(x)\right)^{p^{a}}\right)\right)\right) \\
& \quad=\left(r_{1}\left(x^{-1}\right)+\left(\left(g_{i}(x)\right)^{p^{a}}\right), \ldots, r_{l}\left(x^{-1}\right)+\left(\left(g_{i}(x)\right)^{p^{a}}\right)\right) .
\end{aligned}
$$

For $1 \leqslant j \leqslant t$, define

$$
\phi_{j}^{\prime}:\left(\mathbb{H}_{j}\right)^{l} \rightarrow\left(\mathbb{H}_{j}^{*}\right)^{l}
$$

by

$$
\begin{aligned}
& \phi_{j}^{\prime}\left(\left(r_{1}(x)+\left(\left(h_{j}(x)\right)^{p^{a}}\right), \ldots, r_{l}(x)+\left(\left(h_{j}(x)\right)^{p^{a}}\right)\right)\right) \\
& \quad=\left(r_{1}\left(x^{-1}\right)+\left(\left(h_{j}^{*}(x)\right)^{p^{a}}\right), \ldots, r_{l}\left(x^{-1}\right)+\left(\left(h_{j}^{*}(x)\right)^{p^{a}}\right)\right)
\end{aligned}
$$

Actually, when $\lambda= \pm 1$, the maps $\phi, \phi_{i}$ and $\phi_{j}^{\prime}$ are exactly the conjugate maps defined in [5].
Lemma 2. Assume that $\lambda= \pm 1$ and the decomposition of the ring $\mathbb{R}_{\theta, \lambda}=\mathbb{R}_{\theta, \lambda-1}$ is as in Eq. (10). Let $r(x) \in$ $\mathbb{R}_{\theta, \lambda}$ and let its decomposition in $\mathbb{R}_{\theta, \lambda}$ be

$$
\left(r_{1}(x), \ldots, r_{s}(x), r_{1}^{\prime}(x), r_{1}^{\prime \prime}(x), \ldots, r_{t}^{\prime}(x), r_{t}^{\prime \prime}(x)\right)
$$

where for $1 \leqslant i \leqslant s, r_{i}(x)=r(x)+\left(\left(g_{i}(x)\right)^{p^{a}}\right) \in \mathbb{G}_{i}$, and for $1 \leqslant j \leqslant t, r_{j}^{\prime}(x)=r(x)+\left(\left(h_{j}(x)\right)^{p^{a}}\right) \in \mathbb{H}_{j}$ and $r_{j}^{\prime \prime}(x)=r(x)+\left(\left(h_{j}^{*}(x)\right)^{p^{a}}\right) \in \mathbb{H}_{j}^{*}$. Then the decomposition of $\phi^{-1}(r(x)) \in \mathbb{R}_{\theta, \lambda-1}$ is

$$
\left(r_{1}\left(x^{-1}\right), \ldots, r_{s}\left(x^{-1}\right), r_{1}^{\prime \prime}\left(x^{-1}\right), r_{1}^{\prime}\left(x^{-1}\right), \ldots, r_{t}^{\prime \prime}\left(x^{-1}\right), r_{t}^{\prime}\left(x^{-1}\right)\right)
$$

Proof. For $1 \leqslant i \leqslant s$, since $r_{i}(x)=r(x)+\left(\left(g_{i}(x)\right)^{p^{a}}\right)$,

$$
r_{i}\left(x^{-1}\right)=r\left(x^{-1}\right)+\left(\left(g_{i}\left(x^{-1}\right)\right)^{p^{a}}\right)
$$

Since $g(x)$ is an associate of its reciprocal polynomial,

$$
\left(\left(g_{i}(x)\right)^{p^{a}}\right)=\left(\left(g_{i}\left(x^{-1}\right)\right)^{p^{a}}\right)
$$

Therefore, we have

$$
r_{i}\left(x^{-1}\right)=r\left(x^{-1}\right)+\left(\left(g_{i}(x)\right)^{p^{a}}\right),
$$

i.e., the component of $\phi^{-1}(r(x))=r\left(x^{-1}\right)$ in $\mathbb{G}_{i}$ is $r_{i}\left(x^{-1}\right)$.

For $1 \leqslant j \leqslant t$, we have

$$
\left.r_{j}^{\prime}\left(x^{-1}\right)=r\left(x^{-1}\right)+\left(\left(h_{j}\left(x^{-1}\right)\right)\right)^{p^{a}}\right)
$$

Then

$$
r_{j}^{\prime}\left(x^{-1}\right)=r\left(x^{-1}\right)+\left(h_{j}^{*}(x)\right)^{p^{a}}
$$

i.e., the component of $\phi^{-1}(r(x))=r\left(x^{-1}\right)$ in $\mathbb{H}_{j}^{*}$ is $r_{j}^{\prime}\left(x^{-1}\right)$.

Similarly, the component of $\phi^{-1}(r(x))=r\left(x^{-1}\right)$ in $\mathbb{H}_{j}$ is $r_{j}^{\prime \prime}\left(x^{-1}\right)$.
The following theorem gives the algebraic structure of the dual code of a ( $\lambda, l$ )-QT code when $\lambda= \pm 1$.

Theorem 3. Let $\mathscr{C}$ be $a(\lambda, l)$-QT code of length $l \theta$ over $\mathbb{F}_{q}$ with $\lambda= \pm 1$. Let the decomposition of the ring $\mathbb{R}_{\theta, \lambda}$ be as in Eq. (10) and let the corresponding decomposition of $\mathscr{C}$ be

$$
\mathscr{C} \simeq \bigoplus_{i=1}^{s} \mathscr{C}_{i} \oplus\left(\bigoplus_{j=1}^{t}\left(\mathscr{C}_{j}^{\prime} \oplus \mathscr{C}_{j}^{\prime \prime}\right)\right)
$$

Then the decomposition of its dual code $\mathscr{C}^{\perp_{\mathbb{F}_{q}}}$ is

$$
\mathscr{C}^{\perp_{\mathbb{F}_{q}}} \simeq \bigoplus_{i=1}^{s} \phi_{i}\left(\mathscr{C}_{i}^{\perp_{\mathbb{G}_{i}}}\right) \oplus\left(\bigoplus_{j=1}^{t}\left(\left(\phi_{j}^{\prime}\right)^{-1}\left(\left(\mathscr{C}_{j}^{\prime \prime}\right)^{\perp_{\mathbb{H}_{j}^{*}}}\right) \oplus \phi_{j}^{\prime}\left(\left(\mathscr{C}_{j}^{\prime}\right)^{\perp_{\mathbb{H}_{j}}}\right)\right)\right),
$$

where the duality on the left is the duality with respect to the inner product over $\mathbb{F}_{q}$, while the dualities on the right are the dualities with respect to the inner products over the respective component rings.

In particular, $\mathscr{C}$ is self-dual if and only if

$$
\begin{cases}\mathscr{C}_{i}=\phi_{i}\left(\mathscr{C}_{i}^{\perp_{\mathbb{G}_{i}}}\right), & 1 \leqslant i \leqslant s,  \tag{11}\\ \mathscr{C}_{j}^{\prime \prime}=\phi_{j}^{\prime}\left(\left(\mathscr{C}_{j}^{\prime}\right)^{\perp_{\mathbb{H}_{j}}}\right), & 1 \leqslant j \leqslant t .\end{cases}
$$

Proof. This theorem follows from Corollary 1 and Lemma 2.
When $\lambda= \pm 1$, the map $\phi_{i}$ 's are actually the conjugates defined in [5]. We can check that the above theorem is consistent with Theorem 4.2 in [5] which describes the dual with respect to the Hermitian inner product.

### 4.2. Case when $\lambda \neq \pm 1$

In this subsection, we assume that $\lambda \neq \pm 1$. Recall that $\phi$ is the isomorphism between $\mathbb{R}_{\theta, \lambda}$ and $\mathbb{R}_{\theta, \lambda^{-1}}$. Let the decompositions of $\mathbb{R}_{\theta, \lambda}^{l}$ and $\mathbb{R}_{\theta, \lambda^{-1}}^{l}$ be as in Eqs. (2) and (9), respectively. Then the quotient rings $\mathbb{R}_{i}=\mathbb{F}_{q}[x] /\left(\left(f_{i}(x)\right)^{p^{a}}\right)$ and $\mathbb{R}_{i}^{*}=\mathbb{F}_{q}[x] /\left(\left(f_{i}^{*}(x)\right)^{p^{a}}\right)$ are isomorphic as rings. The corresponding isomorphism is defined as follows.

Definition 8. The isomorphism is

$$
\phi_{i}^{\prime}:\left(\mathbb{R}_{i}\right)^{l} \rightarrow\left(\mathbb{R}_{i}^{*}\right)^{l}
$$

given by

$$
\begin{aligned}
& \phi_{i}^{\prime}\left(\left(r_{1}(x)+\left(\left(f_{i}(x)\right)^{p^{a}}\right), \ldots, r_{l}(x)+\left(\left(f_{i}(x)\right)^{p^{a}}\right)\right)\right) \\
& \quad=\left(r_{1}\left(x^{-1}\right)+\left(\left(f_{i}^{*}(x)\right)^{p^{a}}\right), \ldots, r_{l}\left(x^{-1}\right)+\left(\left(f_{i}^{*}(x)\right)^{p^{a}}\right)\right) .
\end{aligned}
$$

By Corollary 1, the following theorem immediately follows.
Theorem 4. Let $\lambda \neq \pm 1$ and let the decompositions of $\mathbb{R}_{\theta, \lambda}^{l}$ and $\mathbb{R}_{\theta, \lambda^{-1}}^{l}$ be as in Eqs. (2) and (9), respectively. Let $\mathscr{C}$ be a $(\lambda, l)$-QT code of length $l \theta$ over $\mathbb{F}_{q}$, i.e., an $\mathbb{R}_{\theta, \lambda}$-linear code. Suppose that the decomposition of $\mathscr{C}$ is as in (3):

$$
\mathscr{C} \simeq \bigoplus_{i=1}^{k} \mathscr{C}_{i}
$$

Then the decomposition of its dual code $\mathscr{C}^{\perp^{F_{q}}} \subseteq \mathbb{R}_{\theta, \lambda^{-1}}^{l}$ is

$$
\mathscr{C}^{\perp_{\mathbb{F}_{q}}} \simeq \bigoplus_{i=1}^{k} \phi_{i}\left(\mathscr{C}_{i}^{\perp_{\mathbb{R}_{i}}}\right) .
$$

Given the decomposition of the code $\mathscr{C} \subseteq \mathbb{R}_{\theta, \lambda}^{l}$, Theorems 3 and 4 give the decomposition of the dual code $\mathscr{C}^{\perp_{\mathbb{F}_{q}}} \subseteq \mathbb{R}_{\theta, \lambda^{-1}}^{l}$, for cases $\lambda= \pm 1$ and $\lambda \neq \pm 1$ respectively.

## 5. Discrete Fourier transform

In order to deal with the repeated-root case, we introduce a generalized discrete Fourier transform (GDFT) as in [4]. For our purpose, we define the Hasse derivative as follows.

Definition 9. (See [3].) For a polynomial $g(x)=\sum_{i} g_{i} x^{i} \in \mathbb{F}_{q}[x]$, the $j$-th Hasse derivative is defined as

$$
g^{[j]}(x)=\sum_{i}\binom{i}{j} g_{i} x^{i-j}
$$

Using the Hasse derivative, we define the generalized discrete Fourier transform (GDFT). Recall that $\theta=p^{a} \bar{\theta}$, where $\operatorname{gcd}(\bar{\theta}, p)=1$.

Definition 10. If $c(x)=\sum_{i \in \mathbb{Z} / \theta \mathbb{Z}} c_{i} x^{i} \in \mathbb{R}_{\theta, \lambda}$, then the generalized discrete Fourier transform (GDFT) of $c(x)$ can be described in terms of a matrix

$$
\hat{c}=\left[\begin{array}{cccc}
\hat{c}_{0,0} & \hat{c}_{0,1} & \cdots & \hat{c}_{0, \bar{\theta}-1}  \tag{12}\\
\hat{c}_{1,0} & \hat{c}_{1,1} & \cdots & \hat{c}_{1, \bar{\theta}-1} \\
\vdots & \vdots & \vdots & \vdots \\
\hat{c}_{p^{a}-1,0} & \hat{c}_{p^{a}-1,1} & \cdots & \hat{c}_{p^{a}-1, \bar{\theta}-1}
\end{array}\right]
$$

where

$$
\hat{c}_{g, h}=\sum_{i \in \mathbb{Z} / \theta \mathbb{Z}}\binom{i}{g} c_{i}\left(\beta \xi^{h}\right)^{i-g}, \quad \text { for } 0 \leqslant g \leqslant p^{a}-1,0 \leqslant h \leqslant \bar{\theta}-1,
$$

$\beta$ is a $\bar{\theta}$-th root of $\bar{\lambda}$, and $\xi$ is a primitive $\bar{\theta}$-th root of unity.

Notice that $\hat{c}_{g, h}$ is exactly the value of the $g$-th Hasse derivative at $\beta \xi^{h}$, a $\bar{\theta}$-th root of $\bar{\lambda}$. Let $x^{\theta}-\lambda$ be decomposed as in (1). Then for each $1 \leqslant h \leqslant \bar{\theta}$, there is an irreducible factor of $x^{\theta}-\lambda$, say $f_{i}(x)$, such that $\beta \xi^{h}$ is a root of $f_{i}(x)$. Then $\hat{c}_{g, h}$ is an element in $\mathbb{F}_{q}[x] /\left(\left(f_{i}(x)\right)^{p^{a}}\right)$. Mimicking the method in [5] and replacing the root $\xi^{h}$ in [5] by $\beta \xi^{h}$, then the explicit description of the inverse transform is given. We give the inverse transform in the following theorem and omit the proof.

Theorem 5. The GDFT (12) is invertible. More precisely, the inverse formula of GDFT is

$$
\begin{equation*}
c_{i+j p^{a}}=\frac{1}{\bar{\theta}} \sum_{h=0}^{\bar{\theta}-1}\left(\beta \xi^{h}\right)^{-j p^{a}}\left(\sum_{g=0}^{p^{a}-1}\binom{g}{i}\left(-\beta \xi^{h}\right)^{g-i} \hat{c}_{g, h}\right), \tag{13}
\end{equation*}
$$

for $0 \leqslant i \leqslant p^{a}-1$ and $0 \leqslant j \leqslant \bar{\theta}-1$, where $\beta$ is a $\bar{\theta}$-th root of $\bar{\lambda}$ and $\xi$ is a primitive $\bar{\theta}$-th root of unity.

Since $\left(\beta^{q-1}\right)^{\bar{\theta}}=\bar{\lambda}^{q-1}=1$ for $\bar{\lambda} \in \mathbb{F}_{q}^{*}, \beta^{q-1}$ is a $\bar{\theta}$-th root of unity. Then $\beta^{q-1}$ can be expressed as a power of the primitive $\bar{\theta}$-th root of unity $\xi$, say

$$
\beta^{q-1}=\xi^{\delta},
$$

where $0 \leqslant \delta \leqslant \bar{\theta}-1$.
By the definition of $\hat{c}_{g, h}$, it is easy to verify that, for $0 \leqslant g \leqslant p^{a}-1$ and $0 \leqslant h \leqslant \bar{\theta}-1$,

$$
\begin{aligned}
\hat{c}_{g, h}^{q} & =\sum_{i \in \mathbb{Z} / \theta \mathbb{Z}}\binom{i}{g}^{q} c_{i}^{q}\left[\left(\beta \xi^{h}\right)^{q}\right]^{i-g} \\
& =\sum_{i \in \mathbb{Z} / \theta \mathbb{Z}}\binom{i}{g} c_{i}\left(\beta \xi^{q h+\delta}\right)^{i-g} \\
& =\hat{c}_{g, q h+\delta} .
\end{aligned}
$$

Given an irreducible polynomial $f_{i}(x)$, if $\beta \xi^{z_{i}}$ is a root of $f_{i}(x)$, so is $\beta^{q} \xi^{q z_{i}}=\beta \xi^{q z_{i}+\delta}$. Define a map $\tau$ :

$$
\begin{gathered}
\tau: \mathbb{Z} / \bar{\theta} \mathbb{Z} \rightarrow \mathbb{Z} / \bar{\theta} \mathbb{Z} \\
z \mapsto q z+\delta
\end{gathered}
$$

As $\operatorname{gcd}(\bar{\theta}, q)=1$, it follows that the map $\tau$ is one-to-one. Therefore, the map $\tau$ defines an equivalence relation $\sim$ on $\mathbb{Z} / \bar{\theta} \mathbb{Z}$ where $h_{1} \sim h_{2}$ if and only if there exists an integer $i$ such that $h_{1}=\tau^{i}\left(h_{2}\right)$. Therefore, there is a one-to-one correspondence between the equivalence classes and the irreducible factors $f_{i}$ 's. For convenience, we call the equivalence classes orbits of $\tau$. From each orbit $\mathbf{0}_{i}$, we can choose a representative, say $z_{i}$. Then there is a one-to-one correspondence between the irreducible factors $f_{i}(x)$ 's and the representatives $z_{i}$ 's. We say the representative $z_{i}$ is corresponding to the irreducible polynomial $f_{i}$. In particular, when $\delta=0$, the equivalence classes are known as the $q$-cyclotomic cosets modulo $\bar{\theta}$.

Therefore, using the same notations above, the inverse formula of the GDFT can be further simplified as follows.

Theorem 6. The GDFT (12) is invertible as follows: for $0 \leqslant i \leqslant p^{a}-1$ and $0 \leqslant j \leqslant \bar{\theta}-1$,

$$
\begin{equation*}
c_{i+j p^{a}}=\frac{1}{\bar{\theta}} \sum_{g=0}^{p^{a}-1}\binom{g}{i}(-1)^{g-i}\left(\sum_{\gamma=1}^{k} \operatorname{Tr}_{\gamma}\left(\hat{c}_{g, z_{\gamma}}\left(\beta \xi^{z_{\gamma}}\right)^{g-i-j p^{a}}\right)\right), \tag{14}
\end{equation*}
$$

where $\beta$ is a $\bar{\theta}$-th root of $\bar{\lambda}, \xi$ is a primitive $\bar{\theta}$-th root of unity, $z_{\gamma}$ is a representative in the orbit corresponding to $f_{\gamma}(x)$ and $\operatorname{Tr}_{\gamma}$ is the trace map on the field $\mathbb{F}_{q}[x] /\left(f_{\gamma}(x)\right)$ down to $\mathbb{F}_{q}$.

Although the choices of $\beta$ and $\xi$ in the formula (14) are not unique, the result of the formula (14) is unique when $\hat{c}_{g, h}$ 's are given. The above theorem gives the trace description of QT codes.

## 6. Construction formula

Let $\mathscr{C}$ be a $(\lambda, l)$-QT code of length $l \theta$. By Theorem 1 , we know that

$$
\mathscr{C} \simeq \bigoplus_{i=1}^{k} \mathscr{C}_{i}
$$

where $\mathscr{C}_{i}$ is a linear code over $\mathbb{R}_{i}$ of length $l$ for each $1 \leqslant i \leqslant k$.

The ring $\mathbb{R}_{i}=\frac{\mathbb{F}_{q}[x]}{\left(\left(f_{i}(x)\right)^{p^{a}}\right)}$ is a finite chain ring. Each element in $\mathbb{R}_{i}$ can be written in the following canonical form:

$$
a_{0}(x)+a_{1}(x) f_{i}(x)+\cdots+a_{p^{a}-1}(x)\left(f_{i}(x)\right)^{p^{a}-1}
$$

where $a_{j}(x) \in \frac{\mathbb{F}_{q}[x]}{\left(f_{i}(x)\right)}$ for $0 \leqslant j \leqslant p^{a}-1$. Therefore,

$$
\frac{\mathbb{F}_{q}[x]}{\left(\left(f_{i}(x)\right)^{p^{a}}\right)} \simeq \frac{\mathbb{F}_{q}[x]}{\left(f_{i}(x)\right)}+f_{i}(x) \frac{\mathbb{F}_{q}[x]}{\left(f_{i}(x)\right)}+\cdots+\left(f_{i}(x)^{p^{a}-1}\right) \frac{\mathbb{F}_{q}[x]}{\left(f_{i}(x)\right)} .
$$

Let $d_{i}=\operatorname{deg} f_{i}(x)$ and let $\beta \xi^{z_{i}}$ be a root of $f_{i}(x)$. Then we have the following field isomorphism:

$$
\begin{gathered}
\frac{\mathbb{F}_{q}[x]}{\left(f_{i}(x)\right)} \simeq \mathbb{F}_{q}+\left(\beta \xi^{z_{i}}\right) \mathbb{F}_{q}+\cdots+\left(\beta \xi^{z_{i}}\right)^{d_{i}-1} \mathbb{F}_{q} \\
r(x) \leftrightarrow r\left(\beta \xi^{z_{i}}\right)
\end{gathered}
$$

Then we have the following proposition.
Proposition 3. The following map is a ring isomorphism:

$$
\begin{aligned}
& \sigma: \mathbb{R}_{i} \rightarrow\left(\mathbb{F}_{q}+\left(\beta \xi^{z_{i}}\right) \mathbb{F}_{q}+\cdots+\left(\beta \xi^{z_{i}}\right)^{d_{i}-1} \mathbb{F}_{q}\right)+u\left(\mathbb{F}_{q}+\cdots+\left(\beta \xi^{z_{i}}\right)^{d_{i}-1} \mathbb{F}_{q}\right) \\
&+\cdots+u^{p^{a}-1}\left(\mathbb{F}_{q}+\cdots+\left(\beta \xi^{z_{i}}\right)^{d_{i}-1} \mathbb{F}_{q}\right), \\
& r(x) \mapsto r\left(\beta \xi^{z_{i}}+u\right),
\end{aligned}
$$

where $u^{p^{a}}=0$ and $\beta \xi^{z_{i}}$ is a root of $f_{i}(x)$.
Proof. For convenience, denote $f_{i}(x)$ by $f(x), d=\operatorname{deg}(f(x))$ and $\beta \xi^{z_{i}}$ by $\eta$. Suppose that $f(x)=$ $\sum_{i=0}^{d} a_{i} x^{i}$. Since $\eta$ is a root of $f(x)$ and $u^{p^{a}}=0$, we have

$$
\begin{aligned}
\sigma\left((f(x))^{p^{a}}\right) & =(f(\eta+u))^{p^{a}} \\
& =\sum_{i=0}^{d} a_{i}^{p^{a}}\left(\eta^{p^{a}}+u^{p^{a}}\right)^{i} \\
& =\sum_{i=0}^{d} a_{i}^{p^{a}} \eta^{p^{a_{i}}} \\
& =(f(\eta))^{p^{a}} \\
& =0 .
\end{aligned}
$$

Therefore, this map is well defined.
Since $\eta$ is a root of the irreducible polynomial $f(x), \eta^{\bar{\theta} \bar{r}}=\bar{\lambda}^{\bar{r}}=1$, where $\bar{r}$ is the order of $\bar{\lambda} \in \mathbb{F}_{q}^{*}$. Since $\bar{r}$ divides $q-1, \bar{r}$ is coprime to $p^{a}$. Since $\bar{\theta}$ is coprime to $p^{a}$ too, $p^{a}$ and $\bar{\theta} \bar{r}$ are coprime. Then there exist integers $N_{1}$ and $N_{2}$ such that

$$
p^{a} N_{1}+N_{2} \bar{\theta} \bar{r}=1 .
$$

Then we have $\eta^{p^{a} N_{1}}=\eta$.
It follows that $x^{p^{a} N_{1}}$ is mapped to $\eta$ and $x-x^{p^{a} N_{1}}$ is mapped to $u$. Hence, the map $\sigma$ is a ring isomorphism.

For simplicity, we denote by $J_{i}$ the chain ring

$$
\begin{aligned}
& \left(\mathbb{F}_{q}+\left(\beta \xi^{z_{i}}\right) \mathbb{F}_{q}+\cdots+\left(\beta \xi^{z_{i}}\right)^{d_{i}-1} \mathbb{F}_{q}\right)+u\left(\mathbb{F}_{q}+\cdots+\left(\beta \xi^{z_{i}}\right)^{d_{i}-1} \mathbb{F}_{q}\right)+\cdots \\
& \quad+u^{p^{a}-1}\left(\mathbb{F}_{q}+\cdots+\left(\beta \xi^{z_{i}}\right)^{d_{i}-1} \mathbb{F}_{q}\right) .
\end{aligned}
$$

Then we have

$$
\mathbb{R}_{\theta, \lambda} \simeq \bigoplus_{i=1}^{k} J_{i}
$$

and

$$
\mathscr{C} \simeq \bigoplus_{i=1}^{k} \mathscr{C}_{i}
$$

where $\mathscr{C}_{i}$ is a code over $J_{i}$ of length $l$.
Then a codeword $\mathbf{x}_{i}$ of $\mathscr{C}_{i}$ over $J_{i}$ can be written as

$$
\begin{aligned}
\mathbf{x}_{i}= & \left(\mathbf{x}_{i, 0,0}+\left(\beta \xi^{z_{i}}\right) \mathbf{x}_{i, 0,1}+\cdots+\left(\beta \xi^{z_{i}}\right)^{d_{i}-1} \mathbf{x}_{i, 0, d_{i}-1}\right) \\
& +u\left(\mathbf{x}_{i, 1,0}+\left(\beta \xi^{z_{i}}\right) \mathbf{x}_{i, 1,1}+\cdots+\left(\beta \xi^{z_{i}}\right)^{d_{i}-1} \mathbf{x}_{i, 1, d_{i}-1}\right)+\cdots \\
& +u^{p^{a}-1}\left(\mathbf{x}_{i, p^{a}-1,0}+\left(\beta \xi^{z_{i}}\right) \mathbf{x}_{i, p^{a}-1,1}+\cdots+\left(\beta \xi^{z_{i}}\right)^{d_{i}-1} \mathbf{x}_{i, p^{a}-1, d_{i}-1}\right)
\end{aligned}
$$

where, for each $1 \leqslant i \leqslant k, 0 \leqslant j \leqslant p^{a}-1$ and $0 \leqslant w \leqslant d_{i}-1, \mathbf{x}_{i, j, w}$ is a row vector over $\mathbb{F}_{q}$ of length $l$.
We vertically joint all the above row vectors $\mathbf{x}_{i, j, w}$ as

$$
\tilde{\mathbf{x}}_{i}=\left(\mathbf{x}_{i, 0,0}, \ldots, \mathbf{x}_{i, 0, d_{i}-1}, \mathbf{x}_{i, 1,0}, \ldots, \mathbf{x}_{i, 1, d_{i}-1}, \ldots, \mathbf{x}_{i, p^{a}-1,0}, \ldots, \mathbf{x}_{i, p^{a}-1, d_{i}-1}\right)^{T} .
$$

Then $\tilde{\mathbf{x}}_{i}$ is a matrix of size $p^{a} d_{i} \times l$. We vertically joint all the above matrices as

$$
\begin{equation*}
\mathbf{x}=\left(\tilde{\mathbf{x}}_{1}, \tilde{\mathbf{x}}_{2}, \ldots, \tilde{\mathbf{x}}_{k}\right)^{T} . \tag{15}
\end{equation*}
$$

Then $\mathbf{x}$ is in fact a matrix of size $\theta \times l$ because $\sum_{i=1}^{k} p^{a} d_{i}=\theta$.
By Theorem 5, a codeword in a QT code can be given if the component codewords are known. With the same notations as above, we have the following result about the construction of a QT code.

Theorem 7. Let $\theta=p^{a} \bar{\theta}$ with $\operatorname{gcd}(p, \bar{\theta})=1$, where $p$ is the characteristic of $\mathbb{F}_{q}$. Then, for any positive integer $l$ and any $\lambda \in \mathbb{F}_{q}^{*}$, the $(\lambda, l)$ - QT codes over $\mathbb{F}_{q}$ of length $l \theta$ are precisely given as follows:

1. Write $\lambda=\bar{\lambda}^{p^{a}}$ where $\bar{\lambda} \in \mathbb{F}_{q}^{*}$.
2. Write $x^{\bar{\theta}}-\bar{\lambda}=f_{1}(x) f_{2}(x) \cdots f_{k}(x)$, where for $1 \leqslant \gamma \leqslant k$, $f_{\gamma}(x)$ are monic irreducible polynomials over $\mathbb{F}_{q}$.
3. Write $\mathbb{F}_{q}[x] /\left(\left(f_{\gamma}(x)\right)^{p^{a}}\right)=\mathbb{R}_{\gamma}$ and $\operatorname{deg} f_{\gamma}(x)=d_{\gamma}$.
4. Let $\mathbf{0}_{\gamma}$ denote the orbit corresponding to $f_{\gamma}(x)$ and fix $z_{\gamma} \in \mathbf{0}_{\gamma}$.
5. For each $1 \leqslant \gamma \leqslant k$, let $\mathscr{C}_{\gamma}$ be a linear code of length $l$ over $\mathbb{R}_{\gamma}$. For $\mathbf{x}_{\gamma} \in \mathscr{C}_{\gamma}$, write

$$
\begin{aligned}
\mathbf{x}_{\gamma}= & \left(\mathbf{x}_{\gamma, 0,0}+\left(\beta \xi^{z_{\gamma}}\right) \mathbf{x}_{\gamma, 0,1}+\cdots+\left(\beta \xi^{z_{\gamma}}\right)^{d_{\gamma}-1} \mathbf{x}_{\gamma, 0, d_{\gamma}-1}\right) \\
& +u\left(\mathbf{x}_{\gamma, 1,0}+\left(\beta \xi^{z_{\gamma}}\right) \mathbf{x}_{\gamma, 1,1}+\cdots+\left(\beta \xi^{z_{\gamma}}\right)^{d_{\gamma}-1} \mathbf{x}_{\gamma, 1, d_{\gamma}-1}\right)+\cdots \\
& +u^{p^{a}-1}\left(\mathbf{x}_{\gamma, p^{a}-1,0}+\left(\beta \xi^{z_{\gamma}}\right) \mathbf{x}_{\gamma, p^{a}-1,1}+\cdots+\left(\beta \xi^{z_{\gamma}}\right)^{d_{\gamma}-1} \mathbf{x}_{\gamma, p^{a}-1, d_{\gamma}-1}\right)
\end{aligned}
$$

where, for each $1 \leqslant \gamma \leqslant k, 0 \leqslant g \leqslant p^{a}-1$ and $0 \leqslant w \leqslant d_{\gamma}-1, \mathbf{x}_{\gamma, g, w}$ is a row vector over $\mathbb{F}_{q}$ of length $l$. 6. For each $0 \leqslant i \leqslant p^{a}-1$ and $0 \leqslant j \leqslant \bar{\theta}-1$, let

$$
\begin{equation*}
\mathbf{c}_{i+j p^{a}}=\frac{1}{\bar{\theta}} \sum_{g=0}^{p^{a}-1}\binom{g}{i}(-1)^{g-i}\left(\sum_{\gamma=1}^{k}\left(\sum_{w=0}^{d_{\gamma}-1}\left(\mathbf{x}_{\gamma, g, w} \operatorname{Tr}_{\gamma}\left(\left(\beta \xi^{z_{\gamma}}\right)^{g-i-j p^{a}+w}\right)\right)\right)\right), \tag{16}
\end{equation*}
$$

and hence the codewords $\mathbf{x}_{\gamma} \in \mathscr{C}_{\gamma}, 1 \leqslant \gamma \leqslant k$ give a vector $\left(\mathbf{c}_{0}, \mathbf{c}_{1}, \ldots, \mathbf{c}_{\theta-1}\right)$.
Then when the codeword $\mathbf{x}_{\gamma}$ runs through all the codewords in $\mathscr{C}_{\gamma}$ for each $\gamma$, the collection of all the vectors ( $\mathbf{c}_{0}, \mathbf{c}_{1}, \ldots, \mathbf{c}_{\theta-1}$ ) given by Eq. (16)

$$
\mathscr{C}=\left\{\left(\mathbf{c}_{0}, \mathbf{c}_{1}, \ldots, \mathbf{c}_{\theta-1}\right)\right\}
$$

is $a(\lambda, l)$ - QT code over $\mathbb{F}_{q}$ of length $l \theta$. Conversely, every $Q T$ code over $\mathbb{F}_{q}$ of length $l \theta$ is obtained through this construction. Moreover, the construction can be expressed as follows:

$$
\left(\mathbf{c}_{0}, \mathbf{c}_{1}, \ldots, \mathbf{c}_{\theta-1}\right)^{T}=A \cdot \mathbf{x}
$$

where $\mathbf{x}$ is defined as in (15), $A$ is a $\theta \times \theta$ matrix over $\mathbb{F}_{q}$ such that, for $0 \leqslant i \leqslant p^{a}-1,0 \leqslant j \leqslant \bar{\theta}-1,0 \leqslant g \leqslant$ $p^{a}-1,1 \leqslant \gamma \leqslant k, 0 \leqslant w \leqslant d_{\gamma}-1$, the entry in the $\left(i+j p^{a}+1\right)$-th row and ( $p^{a} \sum_{h=1}^{\gamma-1} d_{h}+g d_{\gamma}+w+1$ )-th column, i.e., the coefficient in front of $\mathbf{x}_{\gamma, g, w}$ is

$$
A\left(i+j p^{a}+1, p^{a} \sum_{h=1}^{\gamma-1} d_{h}+g d_{\gamma}+w+1\right)=\frac{1}{\bar{\theta}}(-1)^{g-i}\binom{g}{i} \operatorname{Tr}_{\gamma}\left(\left(\beta \xi^{z_{\gamma}}\right)^{g-i-j p^{a}+w}\right)
$$

Proof. By the isomorphism in Proposition 3, $\hat{c}_{g, \gamma}$ in Eq. (14) can be written as $\sum_{w=0}^{d_{\nu}-1}\left(\beta \xi^{z_{\gamma}}\right)^{w} \mathbf{x}_{\gamma, g, w}$, and the $\gamma$-th component of $c(x)$ is $\hat{c}_{0, \gamma}+u \hat{c}_{1, \gamma}+\cdots+u^{p^{a}-1} \hat{c}_{p^{a}-1, \gamma}$. Then the theorem follows from Eq. (13). Obviously, the matrix $A$ is over $\mathbb{F}_{q}$ because the entries are obtained by the respective trace maps down to $\mathbb{F}_{q}$.

## 7. Examples

The examples in this section are computed by MAGMA [2].
The following example gives a self-dual $(2,2)$-QT code of length 24 over $\mathbb{F}_{3}$. We can see that its decomposition satisfies Eq. (11) given in Theorem 3.

Example 1. Factorize $x^{12}-2$ over $\mathbb{F}_{3}$ as follows

$$
\begin{aligned}
x^{12}-2 & =\left(x^{4}+1\right)^{3} \\
& =\left(x^{2}+x+2\right)^{3}\left(x^{2}+2 x+2\right)^{3} \\
& :=h(x) h^{*}(x) .
\end{aligned}
$$

Denote by $\mathbb{H}$ the ring $\frac{\mathbb{F}_{3}[x]}{\left(\left(x^{2}+x+2\right)^{3}\right)}$, and denote by $\mathbb{H}^{*}$ the ring $\frac{\mathbb{F}_{3}[x]}{\left(\left(x^{2}+2 x+2\right)^{3}\right)}$.
Let $\mathscr{C}$ be a self-dual $(2,2)$-QT code of length 24 over $\mathbb{F}_{3}$ with generator $\left(h(x), h^{*}(x)\right)$. Then $\mathscr{C}$ can be decomposed as the direct sum of the following two component codes, $\mathscr{C}_{1}$ and $\mathscr{C}_{2}$, where:

1. $\mathscr{C}_{1}$ is generated by $\left(0, h^{*}(x) \bmod h(x)\right)$ over $\mathbb{H}$ and
2. $\mathscr{C}_{2}$ is generated by $\left(h(x) \bmod h^{*}(x), 0\right)$ over $\mathbb{H}^{*}$.

Since $h(x)$ and $h^{*}(x)$ are coprime, the vector $(0,1)$ is also a generator of $\mathscr{C}_{1}$ over $\mathbb{H}$. For the same reason, $(1,0)$ is a generator of $\mathscr{C}_{2}$ over $\mathbb{H}^{*}$.

It is easy to observe that the dual code $\mathscr{C}_{1}^{\perp_{\mathbb{H}}}$ of $\mathscr{C}_{1}$ over $\mathbb{H}$ is with generator $(1,0)$ over $\mathbb{H}$. Since the isomorphism between $\mathbb{H}^{2}$ and $\left(\mathbb{H}^{*}\right)^{2}$ is

$$
\begin{aligned}
& \phi^{\prime}: \mathbb{H}^{2} \rightarrow\left(\mathbb{H}^{*}\right)^{2}, \\
&\left(r_{1}(x)+(h(x)), r_{2}(x)+\left(h^{*}(x)\right)\right) \mapsto\left(r_{1}\left(x^{-1}\right)+\left(h^{*}(x)\right), r_{2}\left(x^{-1}\right)+(h(x))\right),
\end{aligned}
$$

the image of $(1,0)$ over $\mathbb{H}$ is $(1,0)$ over $\mathbb{H}^{*}$. Therefore, the image of $\mathscr{C}_{1}^{\perp_{\mathbb{H}}}$ under $\phi^{\prime}$ is generated by $(1,0)$ over $\mathbb{H}^{*}$, which is exactly $\mathscr{C}_{2}$ over $\mathbb{H}^{*}$. Therefore, Eq. (11) given in Theorem 3 is satisfied.

The next example gives a QT code over $\mathbb{F}_{5}$ as well as that of its dual code where $\lambda \neq \pm 1$. We can see that they satisfy Eq. (5) in Theorem 2 and their decompositions satisfy Eq. (6) in Corollary 1.

Example 2. Factorize $x^{15}-2$ over $\mathbb{F}_{5}$ as follows

$$
\begin{aligned}
x^{15}-2 & =\left(x^{3}+3\right)^{5} \\
& =(x+2)^{5}\left(x^{2}+3 x+4\right)^{5} \\
& :=\left(f_{1}(x)\right)^{5}\left(f_{2}(x)\right)^{5} .
\end{aligned}
$$

Then

$$
\frac{\mathbb{F}_{5}[x]}{\left(x^{15}-2\right)} \simeq \frac{\mathbb{F}_{5}[x]}{\left((x+2)^{5}\right)} \oplus \frac{\mathbb{F}_{5}[x]}{\left(\left(x^{2}+3 x+4\right)^{5}\right)}
$$

Denote the ring $\frac{\mathbb{F}_{5}[x]}{\left(x^{5}-2\right)}$ by $\mathbb{R}_{15,2}$, denote the ring $\frac{\mathbb{F}_{5}[x]}{\left((x+2)^{5}\right)}$ by $\mathbb{R}_{1}$ and denote the ring $\frac{\mathbb{F}_{5}[x]}{\left(\left(x^{2}+3 x+4\right)^{5}\right)}$ by $\mathbb{R}_{2}$.

Since $2^{-1}=3$ in $\mathbb{F}_{5}$, by Eq. (8), we have

$$
\mathbb{R}_{15,3} \simeq \mathbb{R}_{1}^{*} \oplus \mathbb{R}_{2}^{*}
$$

where

$$
\begin{gathered}
\mathbb{R}_{15,3}:=\frac{\mathbb{F}_{5}[x]}{\left(x^{15}-3\right)}, \\
\mathbb{R}_{1}^{*}:=\frac{\mathbb{F}_{5}[x]}{\left((x+3)^{5}\right)}, \\
\mathbb{R}_{2}^{*}:=\frac{\mathbb{F}_{5}[x]}{\left(\left(x^{2}+2 x+4\right)^{5}\right)} .
\end{gathered}
$$

Let

$$
G_{1}(x)=x^{2}+4 x+4=(x+2)^{2}
$$

and

$$
G_{2}(x)=x^{6}+4 x^{5}+4 x^{4}+4 x^{3}+x^{2}+4 x+4=\left(x^{2}+3 x+4\right)^{3} .
$$

Let $\mathscr{C}$ be a $(2,2)$-QT code of length 30 over $\mathbb{F}_{5}$ with generator $\left(G_{1}(x), G_{2}(x)\right)$. Then we can decompose $\mathscr{C}$ as the direct sum of the following two component codes, $\mathscr{C}_{1}$ and $\mathscr{C}_{2}$, where

1. $\mathscr{C}_{1}$ is generated by $\left(G_{1}(x) \bmod \left(f_{1}(x)\right)^{5}, G_{2}(x) \bmod \left(f_{1}(x)\right)^{5}\right)$ and
2. $\mathscr{C}_{2}$ is generated by $\left(G_{1}(x) \bmod \left(f_{2}(x)\right)^{5}, G_{2}(x) \bmod \left(f_{2}(x)\right)^{5}\right)$.

Then $\mathscr{C}^{\perp_{5}}$ is a (3,2)-QT code of length 30 over $\mathbb{F}_{5}$ with generator $\left(g_{1}(x), g_{2}(x)\right)$ (over the ring $\mathbb{R}_{15,3}$ ) where

$$
\begin{aligned}
g_{1}(x) & =3 x^{12}+3 x^{11}+2 x^{10}+4 x^{9}+4 x^{8}+2 x^{7}+2 x^{6}+2 x^{4}+3 x^{3}+4 x^{2}+4 x+1 \\
& =\left(x^{2}+2 x+4\right)^{3}\left(x^{6}+2 x^{3}+3\right) \\
g_{2}(x) & =4 x^{8}+4 x^{7}+2 x^{4}+2 x^{2}+4 \\
& =4(x+3)^{2}\left(x^{3}+x^{2}+4 x+1\right)\left(x^{3}+4 x^{2}+3 x+4\right)
\end{aligned}
$$

The generator $\left(g_{1}(x), g_{2}(x)\right)$ of $\mathscr{C}^{\perp_{F_{5}}}$ over $\mathbb{R}_{15,3}$ is mapped to $\left(g_{1}^{\prime}(x), g_{2}^{\prime}(x)\right)$ over $\mathbb{R}_{15,2}$ under the isomorphism defined as in Definition 6, where

$$
\begin{aligned}
& g_{1}^{\prime}(x)=2 x^{14}+2 x^{13}+4 x^{12}+x^{11}+x^{9}+x^{8}+2 x^{7}+2 x^{6}+x^{5}+4 x^{4}+4 x^{3}+1 \\
& g_{2}^{\prime}(x)=x^{13}+x^{11}+2 x^{8}+2 x^{7}+4
\end{aligned}
$$

Then the image of $\mathscr{C}^{\perp_{F_{5}}}$ can be decomposed as the direct sum of the following two component codes, $\mathscr{D}_{1}$ and $\mathscr{D}_{2}$, where

1. $\mathscr{D}_{1}$ is generated by $\left(g_{1}^{\prime}(x) \bmod \left(f_{1}(x)\right)^{5}, g_{2}^{\prime}(x) \bmod \left(f_{1}(x)\right)^{5}\right)$ and
2. $\mathscr{D}_{2}$ is generated by $\left(g_{1}^{\prime}(x) \bmod \left(f_{2}(x)\right)^{5}, g_{2}^{\prime}(x) \bmod \left(f_{2}(x)\right)^{5}\right)$.

Notice that

$$
\begin{aligned}
g_{1}^{\prime}(x) G_{1}(x)+g_{2}^{\prime}(x) G_{2}(x) & \equiv x^{19}+4 x^{18}+3 x^{4}+2 x^{3} \bmod \left(x^{15}-2\right) \\
& \equiv 0 \bmod \left(x^{15}-2\right)
\end{aligned}
$$

Therefore, Eq. (5) in Theorem 2 is satisfied.

Since both $\left(f_{1}(x)\right)^{5}$ and $\left(f_{2}(x)\right)^{5}$ are divisors of $\left(x^{15}-2\right)$ over $\mathbb{F}_{5}$, we have

$$
\begin{aligned}
& \left\langle\left(g_{1}^{\prime}(x), g_{2}^{\prime}(x)\right),\left(G_{1}(x), G_{2}(x)\right)\right\rangle_{\mathbb{R}_{15,2}} \\
& \quad=\left(g_{1}^{\prime}(x) G_{1}(x)+g_{2}^{\prime}(x) G_{2}(x)\right) \bmod \left(x^{15}-2\right) \\
& \quad=0 \\
& \left\langle\left(g_{1}^{\prime}(x) \bmod \left(f_{1}(x)\right)^{5}, g_{2}^{\prime}(x) \bmod \left(f_{1}(x)\right)^{5}\right),\left(G_{1}(x) \bmod \left(f_{1}(x)\right)^{5}, G_{2}(x) \bmod \left(f_{1}(x)\right)^{5}\right)\right\rangle_{\mathbb{R}_{1}} \\
& \quad=\left(g_{1}^{\prime}(x) G_{1}(x)+g_{2}^{\prime}(x) G_{2}(x)\right) \bmod \left(f_{1}(x)\right)^{5} \\
& \quad=0 \\
& \left\langle\left(g_{1}^{\prime}(x) \bmod \left(f_{2}(x)\right)^{5}, g_{2}^{\prime}(x) \bmod \left(f_{2}(x)\right)^{5}\right),\left(G_{1}(x) \bmod \left(f_{2}(x)\right)^{5}, G_{2}(x) \bmod \left(f_{2}(x)\right)^{5}\right)\right\rangle_{\mathbb{R}_{2}} \\
& \quad=\left(g_{1}^{\prime}(x) G_{1}(x)+g_{2}^{\prime}(x) G_{2}(x)\right) \bmod \left(f_{2}(x)\right)^{5} \\
& \quad=0
\end{aligned}
$$

Therefore, the decomposition of the image of $\mathscr{C}^{\perp_{\mathbb{F}_{5}}}$ satisfies Eq. (6) in Corollary 1.
The following example shows the decomposition of a (2, 2)-QT code of length 30 over $\mathbb{F}_{3}$ using GDFT.

Example 3. Factorize $x^{15}-2$ over $\mathbb{F}_{3}$ as follows

$$
\begin{equation*}
x^{15}-2=\left(x^{5}+1\right)^{3}=(x+1)^{3}\left(x^{4}+2 x^{3}+x^{2}+2 x+1\right)^{3} . \tag{17}
\end{equation*}
$$

Let

$$
G_{1}(x)=(x+1)^{2}\left(x^{4}+2 x^{3}+x^{2}+2 x+1\right),
$$

and

$$
G_{2}(x)=(x+1)\left(x^{4}+2 x^{3}+x^{2}+2 x+1\right)^{2} .
$$

Therefore,

$$
\begin{aligned}
\frac{\mathbb{F}_{3}[x]}{\left(x^{15}-2\right)} & \simeq \frac{\mathbb{F}_{3}[x]}{(x+1)^{3}} \oplus \frac{\mathbb{F}_{3}[x]}{\left(x^{4}+2 x^{3}+x^{2}+2 x+1\right)^{3}} \\
& \simeq\left(\mathbb{F}_{3}+u \mathbb{F}_{3}+u^{2} \mathbb{F}_{3}\right) \oplus\left(\mathbb{F}_{3^{4}}+u \mathbb{F}_{3^{4}}+u^{2} \mathbb{F}_{3^{4}}\right)
\end{aligned}
$$

For simplicity, denote $\frac{\mathbb{F}_{3}[x]}{\left(x^{15}-2\right)}$ by $\mathbb{R},\left(\mathbb{F}_{3}+u \mathbb{F}_{3}+u^{2} \mathbb{F}_{3}\right)$ by $J_{1}$ and $\left(\mathbb{F}_{3^{4}}+u \mathbb{F}_{3^{4}}+u^{2} \mathbb{F}_{3^{4}}\right)$ by $J_{2}$.
Set a root of $x^{5}+1: \beta=2$. Let $\xi$ be a 5 -th primitive root of unity.
Since $\beta^{3-1}=1=\xi^{5}$, the map

$$
\begin{gathered}
\tau: \mathbb{Z} / 5 \mathbb{Z} \rightarrow \mathbb{Z} / 5 \mathbb{Z}, \\
z \mapsto 3 z+5,
\end{gathered}
$$

defines two orbits: $\mathbf{0}_{1}=\{0\}$ and $\mathbf{O}_{2}=\{1,3,4,2\}$. It is easily checked that $\beta$ is the root of $x+1$ while $\beta \xi, \beta \xi^{2}, \beta \xi^{3}, \beta \xi^{4}$ are the roots of $x^{4}+2 x^{3}+x^{2}+2 x+1$. Therefore, the orbit $\mathbf{0}_{1}$ corresponds to the polynomial $x+1$ while the orbit $\mathbf{0}_{2}$ corresponds to the polynomial $x^{4}+2 x^{3}+x^{2}+2 x+1$ in (17).

Let $\mathscr{C}$ be the $(2,2)-\mathrm{QT}$ code of length 30 over $\mathbb{F}_{3}$ and let the generator of its corresponding $\mathbb{R}$-submodule of $\mathbb{R}^{2}$ be ( $\left.G_{1}(x), G_{2}(x)\right)$. Then $\mathscr{C}$ can be decomposed as direct sum of a code over $J_{1}$ and another code over $J_{2}$.

For the codeword $\left(G_{1}(x), G_{2}(x)\right) \in \mathscr{C}, \hat{G}_{1}, \hat{G}_{2}$ are two matrices of size $3 \times 5$ as defined in Eq. (12), where

$$
\hat{G}_{1}=\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
0 & 2+2(2 \xi)+(2 \xi)^{2}+2(2 \xi)^{3} & 1+(2 \xi)^{3} & 1+2(2 \xi)^{2} & 1+(2 \xi) \\
2 & (2 \xi)^{3} & 2 \xi & 1+2(2 \xi)+(2 \xi)^{2}+2(2 \xi)^{3} & 2(2 \xi)^{2}
\end{array}\right],
$$

and

$$
\hat{G}_{2}=\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
2 & 1+(2 \xi)+(2 \xi)^{3} & 1+(2 \xi)+2(2 \xi)^{2} & 2+2(2 \xi)+(2 \xi)^{2} & 2+2(2 \xi)+2(2 \xi)^{3}
\end{array}\right] .
$$

Let $\mathscr{C}_{1}$ be the $J_{1}$-linear code of length 2 with the generator

$$
\left(2 u^{2}, u+2 u^{2}\right)
$$

over $J_{1}$ and let $\mathscr{C}_{2}$ be the $J_{2}$-linear code of length 2 with the generator

$$
\left(\left(2+2(2 \xi)+(2 \xi)^{2}+2(2 \xi)^{3}\right) u+\left((2 \xi)^{3}\right) u^{2},\left(1+(2 \xi)+(2 \xi)^{3}\right) u^{2}\right)
$$

over $J_{2}$. Then $\mathscr{C} \simeq \mathscr{C}_{1} \oplus \mathscr{C}_{2}$.
The following example shows the construction of $\mathscr{C}$ from $\mathscr{C}_{1}$ and $\mathscr{C}_{2}$ where $\mathscr{C}, \mathscr{C}_{1}$ and $\mathscr{C}_{2}$ are as in Example 3.

Example 4. Given the generator $\left(2 u^{2}, u+2 u^{2}\right) \in \mathscr{C}_{1}$, its associated matrix $\tilde{\mathbf{x}}_{1}$ defined as in (15) is

$$
\tilde{\mathbf{x}}_{\mathbf{1}}=\left[\begin{array}{ll}
0 & 0 \\
0 & 1 \\
2 & 2
\end{array}\right]
$$

The matrix $\tilde{x}_{2}$ associated to the generator

$$
\left(\left(2+2(2 \xi)+(2 \xi)^{2}+2(2 \xi)^{3}\right) u+\left((2 \xi)^{3}\right) u^{2},\left(1+(2 \xi)+(2 \xi)^{3}\right) u^{2}\right) \in \mathscr{C}_{2}
$$

is

$$
\tilde{\mathbf{x}}_{2}=\left[\begin{array}{llllllllllll}
0 & 0 & 0 & 0 & 2 & 2 & 1 & 2 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1
\end{array}\right]^{T}
$$

Then

$$
\mathbf{x}=\left[\begin{array}{lllllllllllllll}
0 & 0 & 2 & 0 & 0 & 0 & 0 & 2 & 2 & 1 & 2 & 0 & 0 & 0 & 1 \\
0 & 1 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1
\end{array}\right]^{T}
$$

By Theorem 7, the matrix $A$ is given as follows

$$
\left[\begin{array}{lllllllllllllll}
2 & 2 & 2 & 2 & 2 & 1 & 2 & 1 & 2 & 1 & 2 & 1 & 2 & 1 & 1 \\
0 & 2 & 1 & 0 & 0 & 0 & 0 & 2 & 2 & 1 & 2 & 2 & 1 & 2 & 1 \\
0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 2 & 1 & 2 \\
1 & 1 & 1 & 2 & 1 & 2 & 2 & 2 & 1 & 1 & 1 & 2 & 2 & 2 & 1 \\
0 & 1 & 2 & 0 & 0 & 0 & 0 & 2 & 1 & 2 & 2 & 1 & 2 & 2 & 2 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 1 & 2 & 2 \\
2 & 2 & 2 & 1 & 1 & 1 & 2 & 2 & 2 & 1 & 2 & 1 & 2 & 1 & 2 \\
0 & 2 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 2 & 1 & 1 & 2 & 1 \\
0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 2 \\
1 & 1 & 1 & 2 & 1 & 2 & 1 & 2 & 1 & 2 & 2 & 2 & 1 & 1 & 1 \\
0 & 1 & 2 & 0 & 0 & 0 & 0 & 2 & 1 & 2 & 1 & 1 & 2 & 1 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 1 & 2 & 1 \\
2 & 2 & 2 & 1 & 2 & 2 & 2 & 1 & 1 & 1 & 2 & 2 & 2 & 1 & 2 \\
0 & 2 & 1 & 0 & 0 & 0 & 0 & 1 & 2 & 2 & 2 & 2 & 2 & 2 & 1 \\
0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 2 & 2 & 2
\end{array}\right] .
$$

Then

$$
A \mathbf{x}=\left[\begin{array}{lllllllllllllll}
1 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 2 & 1 & 2 & 1 & 1 & 2 & 1 & 2 & 1 & 0 & 0 & 0 & 0 & 0
\end{array}\right]^{T},
$$

whose columns are exactly the coefficients of $G_{1}(x)$ and $G_{2}(x)$, respectively. $\left(G_{1}(x), G_{2}(x)\right)$ is the generator of the quasi-twisted code $\mathscr{C}$ in the previous example.

## 8. Conclusion

In this paper, we study the quasi-twisted (QT) codes both in the nonrepeated-root and repeatedroot cases. Based on the factorization of the polynomial $x^{\theta}-\lambda$ over $\mathbb{F}_{q}$, the decomposition of a ( $\lambda, l$ )-QT code of length $l \theta$ over $\mathbb{F}_{q}$ is given as a direct sum of linear codes over the component rings. Furthermore, the connection between the decomposition of a QT code and that of its dual code is explicitly described. In particular, the decomposition of a self-dual QT code is given. We also study the generalized discrete Fourier transform (GDFT) and its inverse formula, which are applied to both the nonrepeated-root and repeated-root cases. Finally, by the inverse formula of GDFT, we produce a formula to construct a QT code from linear codes over rings, as shown in Example 4.
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