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## 0. Introduction

It is well known (Bass [3], Quillen [11]) that some ring homomorphisms $\varphi: A \rightarrow B$ give rise to a transfer map $\varphi^{*}: K_{1}(B) \rightarrow K_{1}(A)$ on algebraic $K$-theory. For group homomorphisms $\varphi: \pi \rightarrow \rho$ one has often used the fact that the ring homomorphism (still called $\varphi$ ) $\varphi: \mathbb{Z} \pi \rightarrow \mathbb{Z} \rho$ gives rise to a transfer $\operatorname{map} \varphi^{*}: K_{1}(\mathbb{Z} \rho) \rightarrow K_{1}(\mathbb{Z} \pi)$ when $\varphi$ is an inclusion of a subgroup of finite index. However, it seems to have gone unnoticed that $\varphi^{*}$ is defined much more generally, namely when $\varphi$ has kernel of type (FF) and image of finite index in $\rho$.

The classical homotopy-theoretic interpretation of $K_{1}(\mathbb{Z} \pi)$ goes via the quotient $\mathrm{Wh}(\pi)=K_{1}(\mathbb{Z} \pi) / \pm \pi$. We refer, of course, to the Whitehead torsion $\tau(B, A) \in$ $\mathrm{Wh}\left(\pi_{\mathrm{l}}(B)\right)$, defined for any pair of finite simplicial complexes with $A \subset B$ a homotopy equivalence (see e.g. Milnor [8]).

In this paper we investigate the relationship between this homotopy-theoretic interpretation of $\mathrm{Wh}(\pi)$ and the algebraically defined transfer map $\varphi^{*}: K_{1}(\mathbb{Z} \rho) \rightarrow$ $K_{1}(\mathbb{Z} \pi)$. The connecting tissue is made by PL fibrations (Hatcher [6]).

To describe our results we let $p: E \rightarrow B$ be a PL fibration with $E$ and $B$ compact polyhedra. Let $F$ be the fiber, and

$$
\pi_{1}(F) \xrightarrow{i_{*}} \pi_{1}(E) \xrightarrow{p_{*}} \pi_{1}(B)
$$

the induced sequence of fundamental groups. For any homotopy equivalence $A \subseteq B$ one has the Whitehead torsion

$$
\tau(B, A) \in \mathrm{Wh}\left(\pi_{1}(B)\right)
$$

Our general problem will be the computation of $\tau\left(E, p^{-1}(A)\right)$ in terms of $\tau(B, A)$. The first result states that this problem is closely related to the transfer map.

[^0]Corollary A. Assume that $F$ is the classifying space, $B \nu$, for a group $\nu$ of type (FF), and that $i_{*}: \nu \rightarrow \pi_{1}(E)$ is monic. Then $\varphi=p_{*}: \pi_{1}(E) \rightarrow \pi_{1}(B)$ gives rise to a transfer map on $K_{1}$, which induces

$$
\varphi^{*}: \mathrm{Wh}\left(\pi_{1}(B)\right) \rightarrow \mathrm{Wh}\left(\pi_{1}(E)\right)
$$

Moreover,

$$
\tau\left(E, p^{-1}(A)\right)=\varphi^{*}(\tau(B, A))
$$

Remark. When $\nu \rightarrow \pi \rightarrow \rho$, a short exact sequence of finitely presented groups with $\nu$ of type (FF) is given, then for any $\tau \in \mathrm{Wh}(\rho)$ one can find $A \subseteq B$ and $p: E \rightarrow B$ with fiber $B \nu$ such that $\pi_{1}(B \nu) \rightarrow \pi_{1}(E) \rightarrow \pi_{1}(B)$ is (isomorphic to) the given sequence and $\tau(B, A)=\tau$. Thus the homotopy-theoretic interpretation characterizes $\varphi^{*}: \mathrm{Wh}(\rho) \rightarrow$ $\mathrm{Wh}(\pi)$ completely.

For the next result we recall that $H_{i}(F)$ is a $\mathbb{Z} \pi_{1}(B)$ module, so it represents an element of the integral representation ring $G\left(\pi_{1}(B)\right)$. Also $\mathrm{Wh}\left(\pi_{1}(B)\right)$ is a right $G\left(\pi_{1}(B)\right)$ module.

Corollary B. If $p_{*}$ factors as shown here

with $\varphi$ onto and $i$ monic then in $\mathrm{Wh}(\bar{\pi})$ one has

$$
\varphi_{*}\left(\tau\left(E, p^{-1} A\right)\right)=i^{*}\left(\tau(B, A) \cdot \sum(-1)^{i}\left[H_{i}\left(F_{0}\right)\right]\right)
$$

where $F_{0}$ is the base point component of $F$.
Remark. In the case where $p$ is a fiber bundle, $p_{*}$ is onto, and each $H_{i}(F)$ is free over $\mathbb{Z}$, this result is due to Anderson [1].

For the final corollary we let $\nu=\operatorname{Ker}\left(\varphi=p_{*}: \pi_{1}(E) \rightarrow \pi_{1}(B)\right)$, and we let $\hat{F} \rightarrow F_{0}$ be the covering of the base point component of $F$ corresponding to the subgroup

$$
\operatorname{Ker}\left(\pi_{1}\left(F_{0}\right) \rightarrow \pi_{1}(E)\right) \subseteq \pi_{1}\left(F_{0}\right)
$$

Then $\pi_{1}(E)$ acts on $H_{i}(\hat{F})$ in a natural way (described in Section 6) and one has the following.

Corollary C. If $\nu=\operatorname{Ker}\left(p_{*}\right)$ is of type (FF) then there is a transfer map $\varphi^{*}: \mathrm{Wh}\left(\pi_{1} B\right) \rightarrow$ $\mathrm{Wh}\left(\pi_{1}(E)\right)$ and one has

$$
\tau\left(E, p^{-1}(A)\right)=\varphi^{*}(\tau(B, A)) \cdot \sum(-1)^{i}\left[H_{i}(\hat{F})\right] .
$$

All the above corollaries are derived from the main theorem which is stated and proved in Section 7. It computes $r_{*} \gamma\left(E, p^{-1} A\right)$ whenever

$$
\pi_{1}(E) \underset{r}{\rightarrow} \underset{\varphi}{\rightarrow} \pi_{1} B
$$

is a factorization of $p_{*}$ with $r$ onto and $\operatorname{Ker}(\varphi)$ of type (FF).
In [2] Anderson proved that any PL fiber bundle $p: E \rightarrow B$ gives rise to a (geometrically defined) transfer map $p^{*}: \mathrm{Wh}\left(\pi_{1}(B)\right) \rightarrow \mathrm{Wh}\left(\pi_{1}(E)\right.$ ).

According to Remark 2 of Ehrlich's paper [5] Anderson's $p^{*}$ depends only on the restriction of $p$ to the 2 -skeleton of $B$. Our results may be viewed as an algebraic description (in terms of the algebraically defined transfer map and homology of various fibers) of some important instances of Anderson's geometrically defined transfer map. In this respect we should also mention that a recent preprint by Pedersen [10], shows that the geometrically defined transfer depends only on the "fundamental group and orientation" data of the PL fibre bundle $p: E \rightarrow B$. Presumably the proper setting for these results by Anderson, Ehrlich and Pedersen are PL fibrations rather than PL fiber bundles.

We now outline the contents of the various sections.
In Section 1 we generalize Milnor's treatment, in [8], of chain complexes of based A modules with based homology modules to the context of modules with a given based, finite resolution. The build-up follows Milnor's closely. In Section 2 we define the Whitehead torsion for suitably restricted spectral sequences, and we prove that for suitably filtered chain complexes $C_{*}$ with spectral sequence $E_{* *}^{*}$ one has $\tau\left(C_{*}\right)=\tau\left(E_{* *}^{*}\right)$.

The results of Sections 1 and 2 overlap considerably with those of Maumary [7]. We have chosen to present our own approach because it seems better adapted to our applications.

In Section 3 we recall the definition of the transfer map $\varphi^{*}: K_{1}(B) \rightarrow K_{1}(A)$ for suitable ring homomorphisms $\varphi: A \rightarrow B$. And we prove the formula

$$
\begin{equation*}
\tau\left(\varphi^{\prime} C_{*}\right)=\varphi^{*}\left(\tau\left(C_{*}\right)\right) \in \bar{K}_{1}(B) . \tag{D}
\end{equation*}
$$

Here $C_{*}$ is a based chain complex with based homology, over $B . \varphi^{\prime} C_{*}$ is $C_{*}$, viewed over $A$, via $\varphi$. The point of the formula is that $\varphi^{!} C_{*}$ (and its homology) becomes b.f. resolved in a natural way, so that $\tau\left(\varphi^{\prime} C_{*}\right)$ is defined.

In Section 4 we recall the integral representation ring, $G(\pi)$, admitting also representations $N$ which are just finitely generated (and not free) over $\mathbb{Z}$. Also we recall how it acts on $K_{1}(\mathbb{Z} \pi)$ and $\mathrm{Wh}(\pi)$. This part owes much to Pedersen and Taylor [9]. We relate the $G(\pi)$ action to the torsion of chain complexes by showing that when $C_{*}$ is b.f. resolved and free over $\mathbb{Z}$ while $H_{*}\left(C_{*}\right)$ is b.f. resolved, then $C_{*} \otimes N$ and $H_{*}\left(C_{*} \otimes N\right)$ inherit b.f.-resolutions with respect to which one has

$$
\begin{equation*}
\tau\left(C_{*} \otimes N\right)=\tau\left(C_{*}\right)[N] \tag{E}
\end{equation*}
$$

in $\bar{K}_{1}(\mathbb{Z} \pi)$ or $\mathrm{Wh}(\pi)$.

In Section 5 we show that a group homomorphism $\varphi: \pi \rightarrow \rho$ gives rise to a transfer map

$$
\varphi^{*}: K_{1}(\mathbb{Z} \rho) \rightarrow K_{1}(\mathbb{Z} \pi)
$$

provided $\operatorname{Ker}(\varphi)$ is of type (FF) and $\operatorname{Im} \varphi$ is of finite index in $\rho$. We have not been able to prove, algebraically, that $\varphi^{*}$ induces a map (still called)

$$
\varphi^{*}: \mathrm{Wh}(\rho) \rightarrow \mathrm{Wh}(\pi)
$$

This, however, follows from our main theorem, at least when all the groups are finitely presented.

In Section 6 we recall, in some detail, Hatcher's description of PL fibrations in terms of iterated mapping cylinder decomposition. We study the behaviour of such decompositions under passage to covering spaces. And we use the results to rederive the $E^{1}$-term of the Serre spectral sequence for homology. We need the explicit isomorphisms in order to compare, later on, different b.f.-resolutions.

Finally, in Section 7, we use all of the above to prove the main theorem. Essentially what happens is that formulas (D) and (E) allow one to compute the torsion of the $E^{1}$-term in the relevant spectral sequence, namely

$$
E_{* *}^{1}=\varphi^{\prime}\left(C_{*}(\tilde{B}, \tilde{A})\right) \otimes H_{*}(\hat{F})
$$

Also, from Section 2, one knows that this differs from $\tau\left(E, p^{-1}(A)\right)=\tau\left(C_{*}\left(\hat{E}, \hat{E}_{A}\right)\right)$ by $\sum(-1)^{s} \tau\left(E_{s, *}^{0}\right)$. To show that this latter term vanishes, one uses a generalization of Anderson's excision lemma [1], to express it as a product $\chi(B, A) i_{*} \tau\left(C_{*}(\hat{F})\right)$ where the Euler characteristic, of course, vanishes. This depends crucially on the fact (Hatcher [6]) that the maps entering into the iterated mapping cylinders which decompose a PL fibration are simple homotopy equivalences.

## 1. Based, finite resolutions

Let $A$ be an associative ring with unit having the property that any free $A$ module has a well-defined dimension. Unless something else is mentioned module will mean finitely generated left $A$ module. Recall from [8] the group $\bar{K}_{1}(A)$ obtained from the infinite general linear group over $A$ by abelianizing and factoring out the subgroup generated by $\pm 1$. If two bases $b$ and $b^{\prime}$ for a module $M$ are given we let $\left[b / b^{\prime}\right] \in \bar{K}_{1}(A)$ be the element represented by the matrix expressing $b$ in terms of $b^{\prime}$. We shall freely use the properties of [-/-] given in [8].

A based finite resolution $\varepsilon$ for a module $M$ is defined to be an exact sequence of modules

$$
0 \rightarrow F_{k}(\varepsilon) \rightarrow F_{k-1}(\varepsilon) \rightarrow \cdots \rightarrow F_{0}(\varepsilon) \rightarrow M \rightarrow 0
$$

together with a finite basis $f_{i}(\varepsilon)$ for each $F_{i}(\varepsilon)$. We shall use the abbreviation a "b.f.r." $F_{*}(\varepsilon) \rightarrow M$. If a b.f.r. for $M$ has been specified then we shall say that $M$ is
$b-f$-resolved. It is the purpose of this section to redo Sections 2 and 3 of [8] for $b-f$-resolved modules instead of based (or stably based) modules.

If two b.f.r.'s for $M, \varepsilon$ and $\varepsilon^{\prime}$, are given, then we define $\left\{\varepsilon / \varepsilon^{\prime}\right\} \in \bar{K}_{1}(A)$ as follows. The identity on $M$ lifts to a map $\varphi_{*}$ of resolutions

the mapping cone $\mathrm{MC}\left(\varphi_{*}\right)$ of $\varphi_{*}$ is in an obvious way a based, acyclic chain complex over $A$. We put

$$
\left\{\varepsilon / \varepsilon^{\prime}\right\}=\tau\left(\operatorname{MC}\left(\varphi_{*}\right)\right) \in \bar{K}_{1}(A)
$$

the torsion of $\mathrm{MC}\left(\varphi_{*}\right)$ in the sense of [8]. To fix notation let us mention that $\mathrm{MC}\left(\varphi_{*}\right)$ has

$$
\operatorname{MC}\left(\varphi_{*}\right)_{n}=F_{n-1}(\varepsilon) \oplus F_{n}\left(\varepsilon^{\prime}\right)
$$

with differential given by the matrix

$$
\left(\begin{array}{cc}
-d & 0 \\
\varphi_{n-1} & d
\end{array}\right)
$$

To see that $\left\{\varepsilon / \varepsilon^{\prime}\right\}$ is well defined we note that a different choice $\varphi_{*}^{\prime}$ of lifting will be chain homotopic to $\varphi_{*}$. And from a chosen chain homotopy $h$, one readily constructs a chain isomorphism

$$
\psi_{*}=\left(\begin{array}{cc}
1 & 0 \\
h_{*} & 1
\end{array}\right): \operatorname{MC}\left(\varphi_{*}\right) \rightarrow \operatorname{MC}\left(\varphi_{*}^{\prime}\right)
$$

which is simple with respect to the given bases (i.e. $\psi_{n}$ represents 0 in $\widetilde{K}_{1}(A)$ ). It follows that $\tau\left(\mathrm{MC}\left(\varphi_{*}\right)\right)=\tau\left(\mathrm{MC}\left(\varphi_{*}^{\prime}\right)\right)$.

In case each $\varphi_{n}$ is an isomorphism there is a based acyclic chain complex $C\left(n, \varphi_{*}\right)$ with $C\left(n, \varphi_{*}\right)_{i}=0$ for $i \neq n, n+1, C\left(n, \varphi_{*}\right)_{n+1}=F_{n}(\varepsilon), C\left(n, \varphi_{*}\right)_{n}=F_{n}\left(\varepsilon^{\prime}\right)$ and differential given by $\varphi_{n}$.

There is an obvious chain map

$$
g(n): C\left(n, \varphi_{*}\right) \rightarrow \operatorname{MC}\left(\varphi_{*}\right)
$$

sending $x \in C\left(n, \varphi_{*}\right)_{n+1}$ to $(x, 0)$ and $y \in C\left(n, \varphi_{*}\right)_{n}$ to $\left(-d \varphi_{n}^{-1} y, y\right)$. Furthermore

$$
g=\sum g(n): \oplus C\left(n, \varphi_{*}\right) \rightarrow \operatorname{MC}\left(\varphi_{*}\right)
$$

is a chain isomorphism, and simple in each degree. It follows that

$$
\begin{align*}
\tau\left(\mathrm{MC}\left(\varphi_{*}\right)\right) & =\sum \tau\left(C\left(n, \varphi_{*}\right)\right) \\
& =\sum(-1)^{n}\left[f_{n}(\varepsilon) / \varphi_{n}^{-1}\left(f_{n}\left(\varepsilon^{\prime}\right)\right)\right] \tag{1.1}
\end{align*}
$$

Especially, we see that

$$
\begin{equation*}
\{\varepsilon / \varepsilon\}=0 \tag{1.2}
\end{equation*}
$$

Next, let $\varepsilon^{\prime \prime}$ be a third b.f.r. for $M$. For brevity let $F_{i}=F_{i}(\varepsilon), F_{i}^{\prime}=F_{i}\left(\varepsilon^{\prime}\right)$ and $F_{i}^{\prime \prime}=F_{i}\left(\varepsilon^{\prime \prime}\right)$. Let $\psi_{*}: F_{*}^{\prime} \rightarrow F_{*}^{\prime \prime}$ be a lifting of the identity on $M$. Also let id be the identity map of $F_{*}^{\prime}$. There is then a short exact sequence

$$
0 \rightarrow \mathrm{MC}\left(\varphi_{*}\right) \underset{\alpha}{\rightarrow} \mathrm{MC}\left(\psi_{*} \varphi_{*} \oplus \mathrm{id}\right) \underset{\beta}{\rightarrow} \mathrm{MC}\left(\psi_{*}\right) \rightarrow 0
$$

given in degree $n$ by the matrices

$$
\alpha_{n}=\left(\begin{array}{cc}
1 & 0 \\
-\varphi_{n-1} & 0 \\
0 & \psi_{n} \\
0 & -1
\end{array}\right), \quad \beta_{n}=\left(\begin{array}{cccc}
\varphi_{n-1} & 1 & 0 & 0 \\
0 & 0 & 1 & \psi_{n}
\end{array}\right)
$$

Moreover, up to simple isomorphisms, $\alpha_{n}$ and $\beta_{n}$ are the natural inclusion and projection respectively. Therefore, Theorem 3.2 of [8] applies to give

$$
\begin{aligned}
\tau\left(\mathrm{MC}\left(\varphi_{*}\right)\right)+\tau\left(\mathrm{MC}\left(\psi_{*}\right)\right) & =\tau\left(\mathrm{MC}\left(\psi_{*} \varphi_{*} \oplus \mathrm{id}\right)\right) \\
& =\tau\left(\mathrm{MC}\left(\psi_{*} \varphi_{*}\right)\right)+\tau(\mathrm{MC}(\mathrm{id})) \\
& =\tau\left(\mathrm{MC}\left(\psi_{*} \varphi_{*}\right)\right)
\end{aligned}
$$

Thus we have

$$
\begin{equation*}
\left\{\varepsilon / \varepsilon^{\prime}\right\}+\left\{\varepsilon^{\prime} / \varepsilon^{\prime \prime}\right\}=\left\{\varepsilon / \varepsilon^{\prime \prime}\right\} \tag{1.3}
\end{equation*}
$$

The formulas (1.2) and (1.3) show that the relation $\varepsilon \sim \varepsilon^{\prime}$ if $\left\{\varepsilon / \varepsilon^{\prime}\right\}=0$ is an equivalence relation among b.f.r.'s for $M$.

Let $0 \rightarrow M^{\prime} \rightarrow M \rightarrow M^{\prime \prime} \rightarrow 0$ be a short exact sequence of modules with $\varepsilon^{\prime}, \varepsilon^{\prime \prime}$ b.f.r.'s for $M^{\prime}, M^{\prime \prime}$. We shall construct a b.f.r. $\varepsilon=\varepsilon^{\prime} \varepsilon^{\prime \prime}$ for $M$. It has

$$
F_{i}(\varepsilon)=F_{i}\left(\varepsilon^{\prime}\right) \oplus F_{i}\left(\varepsilon^{\prime \prime}\right)
$$

and

$$
f_{i}(\varepsilon)=\left(f_{i}\left(\varepsilon^{\prime}\right), 0\right) \cup\left(0, f_{i}\left(\varepsilon^{\prime \prime}\right)\right)
$$

Furthermore, there exists a commutative diagram


It is well known that such $F_{*}(\varepsilon) \xrightarrow{d_{0}} M$ exists. Clearly $d_{0}$ and $d_{i}: F_{i}(\varepsilon) \rightarrow F_{i-1}(\varepsilon)$ are not unique. However, any new choice must have the form

$$
d_{0}^{\prime}=d_{0} \rho_{0}, \quad d_{i}^{\prime}=\rho_{i-1}^{-1} d_{i} \rho_{i}
$$

where $\rho_{i}$ is an automorphism of $F_{i}\left(\varepsilon^{\prime}\right) \oplus F_{i}\left(\varepsilon^{\prime \prime}\right)$ of the form

$$
\rho_{i}=\left(\begin{array}{cc}
1 & \tau_{i} \\
0 & 1
\end{array}\right)
$$

Since $\rho_{i}$ is simple it follows from (1.1) that the equivalence class of $\varepsilon$ is independent of choices.

Suppose b.f.r.'s $\varepsilon_{1}^{\prime}$ and $\varepsilon_{1}^{\prime \prime}$ for $M^{\prime}$ and $M^{\prime \prime}$ are also given. Let

$$
\begin{aligned}
& \varphi_{*}^{\prime}: F_{*}\left(\varepsilon^{\prime}\right) \rightarrow F_{*}\left(\varepsilon_{1}^{\prime}\right), \\
& \varphi_{*}^{\prime \prime}: F_{*}\left(\varepsilon^{\prime \prime}\right) \rightarrow F_{*}\left(\varepsilon_{1}^{\prime \prime}\right),
\end{aligned}
$$

be liftings of the respective identities. One readily shows that the identity on $M$ lifts to a chain map of the form

$$
\varphi_{*}=\left(\begin{array}{cc}
\varphi_{*}^{\prime} & \xi_{*} \\
0 & \varphi_{*}^{\prime \prime}
\end{array}\right): F_{*}\left(\varepsilon^{\prime}\right) \oplus F_{*}\left(\varepsilon^{\prime \prime}\right) \rightarrow F_{*}\left(\varepsilon_{1}^{\prime}\right) \oplus F_{*}\left(\varepsilon_{1}^{\prime \prime}\right)
$$

The mapping cones fit into an exact sequence

$$
0 \rightarrow \operatorname{MC}\left(\varphi_{*}^{\prime}\right) \rightarrow \mathrm{MC}\left(\varphi_{*}\right) \rightarrow \mathrm{MC}\left(\varphi_{*}^{\prime \prime}\right) \rightarrow 0
$$

with compatible bases. Therefore one has the formula

$$
\begin{equation*}
\left\{\varepsilon^{\prime} \varepsilon^{\prime \prime} / \varepsilon_{1}^{\prime} \varepsilon_{1}^{\prime \prime}\right\}=\left\{\varepsilon^{\prime} / \varepsilon_{1}^{\prime}\right\}+\left\{\varepsilon^{\prime \prime} / \varepsilon_{1}^{\prime \prime}\right\} . \tag{1.4}
\end{equation*}
$$

A special case of this shows that changing $\varepsilon^{\prime}$ (and $\varepsilon^{\prime \prime}$ ) within its equivalence class leaves the class of $\varepsilon^{\prime} \varepsilon^{\prime \prime}$ unchanged.

By abuse of notation we shall, henceforth, use $\varepsilon, \varepsilon^{\prime}$, etc. to denote equivalence classes of b.f.r.'s.

Following Milnor we consider the situation $M_{0} \subseteq M_{1} \subseteq M_{2} \subseteq M_{3}$, assuming that a b.f.r. $\varepsilon_{i}$ for $M_{i} / M_{i-1}$ is given ( $i=1,2,3$ ). One gets two b.f.r.'s for $M_{3} / M_{0}$, namely $\left(\varepsilon_{1} \varepsilon_{2}\right) \varepsilon_{3}$ corresponding to the exact sequences

$$
\begin{aligned}
& 0 \rightarrow M_{1} / M_{0} \rightarrow M_{2} / M_{0} \rightarrow M_{2} / M_{1} \rightarrow 0, \\
& 0 \rightarrow M_{2} / M_{0} \rightarrow M_{3} / M_{0} \rightarrow M_{3} / M_{2} \rightarrow 0,
\end{aligned}
$$

and $\varepsilon_{1}\left(\varepsilon_{2} \varepsilon_{3}\right)$ coming from the exact sequences

$$
\begin{aligned}
& 0 \rightarrow M_{1} / M_{0} \rightarrow M_{3} / M_{0} \rightarrow M_{3} / M_{1} \rightarrow 0, \\
& 0 \rightarrow M_{2} / M_{1} \rightarrow M_{3} / M_{1} \rightarrow M_{3} / M_{2} \rightarrow 0 .
\end{aligned}
$$

It is not surprising, nor difficult to prove, that

$$
\begin{equation*}
\varepsilon_{1}\left(\varepsilon_{2} \varepsilon_{3}\right) \sim\left(\varepsilon_{1} \varepsilon_{2}\right) \varepsilon_{3} \tag{1.5}
\end{equation*}
$$

In fact by careful choice one can obtain

$$
F_{*}\left(\varepsilon_{1}\left(\varepsilon_{2} \varepsilon_{3}\right)\right)=F_{*}\left(\left(\varepsilon_{1} \varepsilon_{2}\right) \varepsilon_{3}\right)
$$

Similarly, if $M_{i} \subseteq M$ and $\varepsilon_{i}$ is a b.f.r. for $M_{i} / M_{1} \cap M_{2}, i=1,2$ then (with $\{i, j\}=$ $\{1,2\}$ ) one has the b.f.r. $\varepsilon_{i} \varepsilon_{j}$ for $\left(M_{1}+M_{2}\right) /\left(M_{1} \cap M_{2}\right)$ corresponding to the exact sequence

$$
0 \rightarrow M_{i} /\left(M_{1} \cap M_{2}\right) \rightarrow\left(M_{1}+M_{2}\right) /\left(M_{1} \cap M_{2}\right) \rightarrow M_{i} /\left(M_{1} \cap M_{2}\right) \rightarrow 0
$$

And there is the commutativity relation

$$
\begin{equation*}
\varepsilon_{1} \varepsilon_{2} \sim \varepsilon_{2} \varepsilon_{1} \tag{1.6}
\end{equation*}
$$

In fact, using the obvious splitting $M_{i} /\left(M_{1} \cap M_{2}\right) \rightarrow\left(M_{1}+M_{2}\right) /\left(M_{1} \cap M_{2}\right)$ one may take

$$
F_{*}\left(\varepsilon_{i} \varepsilon_{j}\right)=F_{*}\left(\varepsilon_{i}\right) \oplus F_{*}\left(\varepsilon_{j}\right)
$$

including differential and augmentation. The commutativity then amounts to the fact that the twisting isomorphism

$$
F_{*}\left(\varepsilon_{1}\right) \oplus F_{*}\left(\varepsilon_{2}\right) \rightarrow F_{*}\left(\varepsilon_{2}\right) \oplus F_{*}\left(\varepsilon_{1}\right)
$$

is simple with respect to the given bases. Here one needs to work with $\bar{K}_{1}(A)$ rather than $K_{1}(A)$.

If $b$ is a basis for $M \oplus A^{s}(s \geqslant 0)$ then $0 \rightarrow A^{s} \rightarrow M \oplus A^{s} \rightarrow M \rightarrow 0$ with the standard basis for $A^{s}$ and the basis $b$ for $M \oplus A^{s}$ is a b.f.r., we call it $\beta$, for $M$. If we also have a basis $b^{\prime}$ for $M \oplus A^{r}$ then it is easily seen that $\left\{\beta / \beta^{\prime}\right\}=\left[b / b^{\prime}\right]$. Thus our theory is an extension of Milnor's treatment of stably based modules.

## 2. Whitehead torsion for b.f.-resolved chain complexes and for spectral sequences

In this section we define the Whitehead torsion for certain spectral sequences, and (as a special case) for finite chain complexes $C_{*}$ with each $C_{n}$ and each $H_{n} C$ b.f.-resolved. Our approach follows Milnor's [8] closely. There is considerable overlap with results of Maumary [7].

Lemma 2.1. If $0 \rightarrow M^{\prime} \rightarrow M \rightarrow M^{\prime \prime} \rightarrow 0$ is an exact sequence of $A$ modules, and if $M$ and $M^{\prime \prime}$ admit b.f.r.'s then so does $M^{\prime}$.

Proof. Let $\varepsilon$ and $\varepsilon^{\prime \prime}$ be the given b.f.r.'s. By 8.4 of Bass [3], $M^{\prime}$ admits a finite resolution by finitely generated projectives, say

$$
0 \rightarrow P_{k} \rightarrow P_{k-1} \rightarrow \cdots \rightarrow P_{0} \rightarrow M^{\prime} \rightarrow 0
$$

Furthermore, one may assume that all $P_{i}$ but $P_{k}$ are free. In $K_{0}(A)$ one then has

$$
\sum(-1)^{i}\left[P_{i}\right]+\sum(-1)^{i}\left[F_{i}\left(\varepsilon^{\prime \prime}\right)\right]=\sum(-1)^{i}\left[F_{i}(\varepsilon)\right]
$$

This shows that $\left[P_{k}\right]$ is stably free. Thus

$$
0 \rightarrow P_{k} \oplus A^{s} \rightarrow P_{k-1} \oplus A^{s} \rightarrow P_{k-2} \rightarrow \cdots \rightarrow P_{0} \rightarrow M^{\prime} \rightarrow 0
$$

is the desired free resolution for $M^{\prime}$.
Let $C$ be a finite chain complex with a finite filtration by subcomplexes

$$
0=F_{-1} C \subseteq F_{0} C \subseteq \cdots \subseteq F_{1} C=C
$$

Consider also the induced filtration on homology

$$
F_{p} H C=\operatorname{Im}\left(H F_{p} C \rightarrow H C\right)
$$

and the resulting spectral sequence ( $E_{s ., t}^{\prime}, d^{r}$ ). This has

$$
\begin{aligned}
& E_{s, t}^{0}=F_{s} C_{s+t} / F_{s-1} C_{s+t} \\
& E_{s, t}^{\infty}=E_{s, t}^{t+1} \cong F_{s} H_{s+t} C / F_{s-1} H_{s+t} C
\end{aligned}
$$

We assume that $E_{s, t}^{0}$ and $E_{s, t}^{\infty}$ have given b.f.r.'s $\varepsilon_{s, t}^{0}$ and $\varepsilon_{s, t}^{\infty}=\varepsilon_{s, t}^{l+1}$. Furthermore, we assume that the other modules $E_{s, t, t}^{\prime} 1 \leqslant r \leqslant l$, admit b.f.r's, say $\varepsilon_{s, t}^{\prime}$.

Lemma 2.1 then applies to the exact sequences

$$
\begin{aligned}
& 0 \rightarrow B_{s, t}^{r} \rightarrow Z_{s, t}^{r} \rightarrow E_{s, t}^{r+1} \rightarrow 0, \\
& 0 \rightarrow Z_{s, t}^{r} \rightarrow E_{s, t}^{r} \rightarrow B_{s-r, t+r-1}^{r} \rightarrow 0,
\end{aligned}
$$

to show (inductively on $s+t$ ) that $B_{s, t}^{r}$ admits a b.f.r., say $\beta_{s, t}^{r}$. Once $\beta_{s, t}^{r}$ is chosen one gets the b.f.r.

$$
\beta_{s, t}^{r} \varepsilon_{s, t}^{r+1} \beta_{s-r, t+r-1}^{r} \quad \text { for } E_{s, t}^{r}
$$

and one defines the torsion of the spectral sequence to be

$$
\tau\left(E_{* *}^{*}\right)=\sum(-1)^{s+t}\left\{\beta_{s, t}^{r} \varepsilon_{s, t}^{r+1} \beta_{s-r, t+r-1}^{r} / \varepsilon_{s, t}^{r}\right\}
$$

It is easily seen that this is independent of the choice of $\beta_{s, t}^{r}$ (all $r, s, t$ ) and of $\varepsilon_{s, t}^{r}(1 \leqslant r \leqslant l$, all $s, t)$.

In case $l=0$ this specializes to the definition of $\tau(C)$ for any finite chain complex $C$ with each $C_{n}$ and each $H_{n} C$ b.f.-resolved.

In the general case ( $l \geqslant 0$ ) $C_{n}$ and $H_{n} C$ do get preferred b.f.r.'s, namely

$$
\begin{aligned}
\gamma_{n} & =\varepsilon_{0, n}^{0} \varepsilon_{1, n-1}^{0} \cdots \varepsilon_{n, 0}^{0}, \\
\chi_{n} & =\varepsilon_{0, n}^{l+1} \varepsilon_{1, n-1}^{l+1} \cdots \varepsilon_{n, 0}^{l+1} .
\end{aligned}
$$

Thus $\tau(C)$ is defined, and it is not surprising that one gets the following theorem.
Theorem 2.2. Let $C$ be a finite chain complex of $A$ modules with a finite filtration

$$
0=F_{-1} C \subseteq F_{0} C \subseteq \cdots \subseteq F_{1} C=C
$$

by subcomplexes of $A$ modules. In the resulting spectral sequence assume that each $E_{s, t}^{0}$
and $E_{s, t}^{\infty}$ have a preferred b.f.r. and that each $E_{s, t}^{r}(1 \leqslant r \leqslant l)$ admits some b.f.r. Equip each $C_{n}$ and $H_{n} C$ with a b.f.r. as above. Then

$$
\tau\left(E_{* *}^{*}\right)=\tau(C) \in \bar{K}_{1}(A)
$$

The proof depends on the following generalization of Milnor's Theorem 3.2 [8]. Let $0 \rightarrow C^{\prime} \rightarrow C \rightarrow C^{\prime \prime} \rightarrow 0$ be a short exact sequence of b.f.-resolved chain complexes (over $A$ ) with b.f.-resolved homology modules. View the long exact homology sequence as an acyclic chain complex $\mathscr{H}$ of b.f.-resolved $A$ modules. Then $\tau(\mathscr{H})$ is defined and one has the following.

Theorem 2.3. In the above situation assume that the b.f.r.'s for $C^{\prime}, C$, and $C^{\prime \prime}$ have $\gamma_{i} \sim \gamma_{i}^{\prime} \gamma_{i}^{\prime \prime}$. Then

$$
\tau(C)=\tau\left(C^{\prime}\right)+\tau\left(C^{\prime \prime}\right)+\tau(\mathscr{H})
$$

Proof. Replace the word "basis" by "b.f.r." and the symbol [-/-] by $\{-/-\}$ everywhere in Milnor's Section 3 [8].

Proof of Theorem 2.2. We shall use induction on the length $l$ of the filtration. If $l=0$ then one has $E_{s, t}^{r}=0$ except for $s=0$ and $E_{0_{*}^{*}}^{0}=C_{*}, E_{0 \cdot}^{1}=H_{*} C=E_{0, *}^{2}=\cdots$, so the result is trivial.

Thus we assume that the theorem holds for the chain complex $\bar{C}=F_{l-1} C$ with the inherited filtration. We denote by a bar any quantity derived from $\vec{C}$. It is easily seen that one has

$$
\bar{E}_{p, *}^{r}=\left\{\begin{array}{llr}
E_{p, *}^{r} & \text { if } p+r \leqslant l \text { and } p<l, \\
0 & \text { if }
\end{array}\right.
$$

Also there are straightforward exact sequences

$$
\begin{align*}
& 0 \rightarrow B_{p, *}^{l-p} \rightarrow \bar{E}_{p, *}^{\prime} \rightarrow E_{p, *}^{r} \rightarrow 0 \quad \text { if } p+r>l  \tag{2.4}\\
& 0 \rightarrow E_{l, *}^{l-p+1} \rightarrow E_{l, *}^{l-p} \rightarrow B_{p, *}^{l-p} \rightarrow 0, \quad p=0,1,2, \ldots, l  \tag{2.5}\\
& 0 \rightarrow B_{0, *}^{l} \rightarrow E_{0, *}^{l} \rightarrow E_{0, *}^{l+1} \rightarrow 0 \tag{2.6}
\end{align*}
$$

We now choose b.f.r.'s for $\bar{E}_{* *}^{0}$ and for $\bar{E}_{* *}^{\infty}=\bar{E}_{* *}^{\prime}$, namely

$$
\begin{align*}
& \bar{\varepsilon}_{p, q}^{0}=\varepsilon_{p, q}^{0}, \quad \text { if } p=0,1, \ldots, l-1, \text { all } q, \\
& \bar{\varepsilon}_{p, q}^{l}=\beta_{p, q}^{l-p} \varepsilon_{p, q}^{l+1}, \quad \text { if } l>p>0, \text { all } q,  \tag{2.7}\\
& \bar{\varepsilon}_{0, q}^{l}\left(=\varepsilon_{0, q}^{l}\right)=\beta_{0, q}^{l} \varepsilon_{0, q}^{l+1}, \quad \text { all } q .
\end{align*}
$$

The resulting b.f.r.'s $\bar{\gamma}_{n}$ for $\bar{C}_{n}, \gamma_{n}$ for $C_{n}$ and the given one $\varepsilon{ }_{l, n-l}^{0}$ for $E_{l, n-l}^{0}=C_{n} / \bar{C}_{n}$ are clearly related by

$$
\begin{equation*}
\gamma_{n}=\tilde{\gamma}_{n} \varepsilon_{l, n-l}^{0} \tag{2.8}
\end{equation*}
$$

Therefore, Theorem 2.3 and the inductive hypothesis imply that

$$
\begin{equation*}
\tau(C)=\tau\left(\bar{E}_{* *}^{*}\right)+\tau(C / \bar{C})+\tau(\mathscr{H}) \tag{2.9}
\end{equation*}
$$

where $\mathscr{H}$ is the long exact homology sequence of $\bar{C} \rightarrow C \rightarrow C / \bar{C}$. We shall finish the proof by identifying the various terms on the right-hand side of (2.9). For computing $\tau\left(E_{* *}^{*}\right)$ we take

$$
\begin{equation*}
\varepsilon_{p, q}^{r}=\beta_{p, q}^{r} \varepsilon_{p, q}^{r+1} \beta_{p-r, q+r-1}^{\prime}, \quad r=1,2, \ldots, l . \tag{2.10}
\end{equation*}
$$

Then, since $B_{p, q}^{r}=0$ for $r>l-p$,

$$
\begin{equation*}
\varepsilon_{p, q}^{1}=\beta_{p, q}^{1} \beta_{p, q}^{2} \cdots \beta_{p, q}^{l-p} \varepsilon_{p, q}^{l+1} \beta_{p-l, q+l-1}^{l} \beta_{p-l+1, q+l-2}^{l-1} \cdots \beta_{p-1, q}^{1} \tag{2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau\left(E_{* *}^{*}\right)=\sum_{p=0}^{l} \sum_{q}(-1)^{p+q}\left\{\beta_{p, q}^{0} \varepsilon_{p, q}^{1} \beta_{p, q-1}^{0} / \varepsilon_{p, q}^{0}\right\} . \tag{2.12}
\end{equation*}
$$

Similarly we may take

$$
\begin{equation*}
\bar{\varepsilon}_{p, q}^{1}=\bar{\beta}_{p, q}^{1} \bar{\beta}_{p, q}^{2} \cdots \bar{\beta}_{p, q}^{i-1-p} \bar{\varepsilon}_{p, q}^{1} \bar{\beta}_{p-l+1, q+l-2}^{i-1} \bar{\beta}_{p-l+2, q+l-3}^{l-2} \cdots \bar{\beta}_{p-1 . q}^{1} \tag{2.13}
\end{equation*}
$$

and then we have

$$
\begin{equation*}
\tau\left(\bar{E}_{* *}^{*}\right)=\sum_{p=0}^{1-1} \sum_{q}(-1)^{p+q}\left\{\bar{\beta}_{p, q}^{0} \bar{\varepsilon}_{p, q}^{1} \bar{\beta}_{p, q-1}^{0} / \bar{\varepsilon}_{p, q}^{0}\right\} . \tag{2.14}
\end{equation*}
$$

Since

$$
\begin{equation*}
\bar{B}_{p, q}^{r}=B_{p, q}^{r} \quad \text { for } r+p \neq l \tag{2.15}
\end{equation*}
$$

we can take

$$
\begin{equation*}
\bar{\beta}_{p, q}^{r}=\beta_{p, q}^{r} \quad \text { for } r+p \neq l . \tag{2.16}
\end{equation*}
$$

It then follows from (2.11) and (2.13) together with (2.7) that

$$
\begin{equation*}
\bar{\varepsilon}_{p, q}^{1}=\varepsilon_{p, q}^{1} \quad \text { for } 0 \leq p \leq l-1, \text { all } q . \tag{2.17}
\end{equation*}
$$

Using (2.17) and (2.16) for $r=0, \rho<l$, we see from (2.12) and (2.14) that

$$
\begin{align*}
\tau\left(E_{* *}^{*}\right) & =\tau\left(\bar{E}_{* *}^{*}\right)+\sum_{q}(-1)^{l+q}\left\{\beta_{l, q}^{0} \varepsilon_{l, q}^{1} \beta_{l, q-1}^{0} / \varepsilon_{l, q}^{0}\right\} \\
& =\tau\left(\bar{E}_{* *}^{*}\right)+\tau(C / \bar{C}) \tag{2.18}
\end{align*}
$$

where $H_{n}(C / \bar{C})=E_{l, n-l}^{1}$ has b.f.r. $\varepsilon_{l, n-l}^{1}$.
From (2.18) and (2.9) we see that we can finish the inductive step by showing that

$$
\begin{equation*}
\tau(\mathscr{H})=0 . \tag{2.19}
\end{equation*}
$$

Thus we consider the long exact sequence $\mathscr{H}$ together with its factorization into short exact sequences. By definition $K_{i-1}$ is the cokernel of $H_{i}(C) \rightarrow H_{i}(C / \bar{C})$; the other ingredients in the factorization are as shown in Fig. 1. For the computation of $\tau(\mathscr{H})$


Fig. 1.
we are free to choose b.f.r.'s for $E_{l, i-l}^{t+1}, K_{i-1}$ and $F_{l-1} H_{i-1} C$. For $E_{l, i-l}^{l+1}$ we choose $\varepsilon_{l, i-l,}^{l+1}$, for $F_{l-1} H_{i-1} C$ we choose $\varepsilon_{0, i}^{l+1} \varepsilon_{1, i-1}^{l+1} \cdots \varepsilon_{l-1, i-l+1}^{l-1}$. Then, recalling how the b.f.r. for $H_{i} C$ was chosen, we see that the contribution to $\tau(\mathscr{H})$ coming from the spot $H_{i} C$ vanishes.

Next, consider the ladder of short exact sequences (Fig. 2), where $\bar{F}_{s}=$ $F_{s} H_{i-1} \bar{C}, F_{s}=F_{s} H_{i-1} C, F_{s} K_{i-1}$ is the kernel of the induced map $\bar{F}_{s} \rightarrow F_{s}$, and the index at each inclusion is the chosen b.f.r. for the cokernel of that inclusion. By


Fig. 2.


Fig. 3.
"concatenation" one gets the same b.f.r.'s for $H_{i-1} \bar{C}$ and for $F_{l-1} H_{i-1} C$ that were chosen before. And one gets the b.f.r. $\kappa_{i-1}=\beta_{l-1, i-i}^{1} \beta_{l-2, i-l+1}^{2} \cdots \beta_{1, i-2}^{1-1} \beta_{0, i-1}^{l}$ for $K_{i-1}$. Using (2.7) it is then easy to show that the contribution to $\tau(\mathscr{H})$ from the spot $H_{i-1} \bar{C}$ vanishes.

Finally we see that the filtration which defines $\kappa_{i-1}$ and the one which defines $\varepsilon_{i, i-1}^{1}$ are compatible, i.e. there is a further commutative ladder of exact sequences (Fig. 3). It follows easily that $\kappa_{i-1} \varepsilon_{l, i-l}^{l+1}=\varepsilon_{l, i-l}^{1}$ and the contribution to $\tau(\mathscr{H})$ at the spot $E_{l, i-l}^{1}$ vanishes. This finishes the proof of Theorem 2.2.

## 3. The transfer map and b.f.-resolved chain complexes

We start by recalling from Quillen [11, p. 103] the transfer map $f^{*}: \bar{K}_{1}(B) \rightarrow \bar{K}_{1}(A)$ which is defined whenever $f: A \rightarrow B$ is a ring homomorphism with $f^{\prime}(B)$ (i.e. $B$ viewed as $A$ module via $f$ ) admitting a finite, finitely generated, projective resolution over $A$. In fact, let $P(B)$ be the category of finitely generated projective $B$ modules, and $P_{<\infty}(B)$ the category of $B$ modules admitting finite resolutions by objects of $P(B)$. The assumptions on $f: A \rightarrow B$ guarantee that $f^{\prime}$ is a functor from $P(B)$ to $P_{<x}(A)$ (see
e.g. Bass [3]). One also has the inclusion $i: P(A) \rightarrow P_{<\infty}(A)$ which induces an isomorphism

$$
K_{\mathrm{t}}(A)=K_{1}(P(A)) \xrightarrow{i_{\bullet}} K_{1}\left(P_{<\infty}(A)\right)
$$

By definition, the transfer $f^{*}$ is the composition

$$
K_{1}(B)=K_{1}(P(B)) \xrightarrow{\left(f^{\prime}\right)_{*}} K_{1}\left(P_{<\infty}(A)\right) \xrightarrow{i_{-1}^{-1}} K_{1}(P(A))=K_{1}(A)
$$

If the resolution of $f^{*}(B)$ can be chosen (finite, finitely generated, and) free then $f^{*}$ sends the subgroup generated by -1 into "itself" so it induces a map (still called) $f^{*}: \bar{K}_{1}(B) \rightarrow \bar{K}_{1}(A)$.

We want to relate this transfer map to the notion of b.f.-resolved chain complexes. We need the following lemma.

Lemma 3.1. Let $f: A \rightarrow B$ be a ring homomorphism such that $f^{\prime}(B)$ admits a finite, free, finitely generated resolution over $A$. Then $f^{\prime}(B)$ admits a b.f.r. $G_{*} \rightarrow f^{\prime}(B)$ with the following property: any automorphism $\varphi$ of $f^{\prime}(B)^{(n)}=\bigoplus_{i=1}^{n} f^{\prime}(B)$ lifts to a map of resolutions $\varphi_{*}: G_{*}^{(n)} \rightarrow G_{*}^{(n)}$ which is an automorphism in each degree (any integral $n>0$ ).

Proof. Let

$$
0 \rightarrow F_{k} \rightarrow F_{k-1} \rightarrow \cdots \rightarrow F_{0} \rightarrow f^{\prime}(B) \rightarrow 0
$$

be a given b.f.r. for $f^{\prime}(B)$. Define $d_{0}: G_{*} \rightarrow f^{\prime}(B)$ as follows. Put

$$
\begin{aligned}
& \tilde{G}_{i}=F_{0} \oplus F_{1} \oplus \cdots \oplus F_{i}, \quad \tilde{G}_{-1}=0, \\
& G_{i}=\tilde{G}_{i} \oplus \dot{G}_{i-1} \oplus F_{i}, \quad 0 \leqslant i<k, \\
& G_{k}=\tilde{G}_{k-1} \oplus F_{k} .
\end{aligned}
$$

Give each $\dot{G}_{i}$ and each $G_{i}$ the obvious basis; define the differential $d_{i}: G_{i} \rightarrow G_{i-1}$ and $d_{0}: G_{0} \rightarrow f^{\prime}(B)$ in terms of the similar quantities for $F_{*} \rightarrow f^{\prime}(B)$ (also called $d_{i}$ and $d_{0}$ ) as follows

$$
d_{0}=\left(\begin{array}{ll}
0 & d_{0}
\end{array}\right), \quad d_{i}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & d_{i}
\end{array}\right), \quad d_{k}=\left(\begin{array}{cc}
1 & 0 \\
0 & 0 \\
0 & d_{k}
\end{array}\right)
$$

One checks easily that $G_{*} \rightarrow f^{\prime}(B)$ is a b.f.r. The lifting property can be proved as in Lemma 7.4 of Bass [4]. Actually $G_{*}$ is just an explicit version of the resolution obtained there.

Now let $m$ be a given basis for a $B$ module $M$. View $m$ as an isomorphism of $A$ modules

$$
m: f^{\prime}(B)^{(n)} \rightarrow f^{\prime}(M), \quad n=|m|
$$

Once a b.f.r. $G_{*}$ as in the lemma has been chosen then one gets a b.f.r.

$$
m d_{0}^{(n)}: G_{*}^{(n)} \rightarrow f^{\prime}(M)
$$

for the $A$ module $f^{\prime}(M)$. Call that b.f.r. $\hat{m}$.

In this way, if $C$ is a finite chain complex of based $B$ modules with based homology modules the chain complex $f^{\prime}(C)$ becomes a b.f.-resolved chain complex of $A$ modules with b.f.-resolved homology modules. Also, the terminology is not misleading, i.e. one has the following theorem.

Theorem 3.2. Let $f: A \rightarrow B$ be a ring homomorphism with $f^{\prime}(B)$ admitting a b.f.r. over $A$. If $C$ is a finite, based chain complex of $B$ modules with based homology modules, then

$$
\tau\left(f^{\prime}(C)\right)=f^{*}(\tau(C)) \in \bar{K}_{1}(A) .
$$

Remark. The equivalence class of the b.f.r. $\hat{m}$ does depend on the choice of $G_{*} \rightarrow f^{\prime}(B)$. However, the theorem shows that $\tau\left(f^{\prime}(C)\right)$ is independent of the choice.

Proof. We claim that it is suffices to prove the result when $C$ has the form

$$
0 \rightarrow 0 \rightarrow \cdots \rightarrow 0 \rightarrow M \xrightarrow{1} M .
$$

In fact knowing the theorem for that case amounts to knowing that whenever $M$ comes equipped with two $B$ bases, $m_{1}$ and $m_{0}$, then

$$
\begin{equation*}
\left\{\hat{m}_{1} / \hat{m}_{0}\right\}=f^{*}\left(\left[m_{1} / m_{0}\right]\right) \tag{3.3}
\end{equation*}
$$

Thus equivalent bases for $M$ give rise to equivalent b.f.r.'s for $f^{\prime}(M)$, and it easily follows that one has

$$
\begin{equation*}
\widehat{m^{\prime} m^{\prime \prime}}=\hat{m}^{\prime} \hat{m}^{\prime \prime} \tag{3.4}
\end{equation*}
$$

whenever $m^{\prime}$ and $m^{\prime \prime}$ are those given bases for $B$ modules $M^{\prime}$ and $M^{\prime \prime}$ appearing in a short exact sequence

$$
0 \rightarrow M^{\prime} \rightarrow M \rightarrow M^{\prime \prime} \rightarrow 0 .
$$

And from (3.3) and (3.4) the general case of the theorem follows by a purely formal manipulation, at least if the modules of boundaries of $C$ are free over $B$. If they are not, then at least they are stably free, and then-by adding to $C$ a number of chain complexes of the form

$$
0 \rightarrow \cdots \rightarrow 0 \rightarrow B \xrightarrow{\text { id }} \mathrm{B} \rightarrow 0 \rightarrow \cdots \rightarrow 0
$$

an operation that changes neither $\tau(C)$ nor $\tau\left(f^{\prime}(C)\right)$-one may make them free over $B$.

Thus we concentrate on proving (3.3). To compute $\left\{\hat{m}_{1} / \hat{m}_{0}\right\}$ we need a lifting $\varphi_{*}$ in the diagram

where $\varphi=m_{0}^{-1} m_{1}$. By Lemma 3.1, a $\varphi_{*}$ with each $\varphi_{i}$ and $A$ automorphism exists. But, by the description of

$$
\left(i_{*}\right)^{-1}: K_{1}\left(P_{<\infty}(A)\right) \rightarrow K_{1}(P(A))
$$

given by Bass [3], this means that

$$
\begin{equation*}
\left(i_{*}\right)^{-1}\left[f^{\prime}(B)^{(n)}, \varphi\right]=\sum_{i}(-1)^{i}\left[G_{i}^{(n)}, \varphi_{i}\right] \tag{3.5}
\end{equation*}
$$

Here we use $[P, \psi]$ to represent the element of $K_{1}(\mathfrak{H}), \mathfrak{A}$ a category, represented by the automorphism $\psi$ of the object $P$ of $\mathfrak{A}$.

If $g_{i}^{(n)}$ is the given basis for $G_{i}^{(n)}$, then

$$
\left[G_{i}^{(n)}, \varphi_{i}\right]=\left[g_{i}^{(n)} / \varphi_{i}^{-1}\left(g_{i}^{(n)}\right)\right]
$$

so (1.1) shows that the right-hand side of (3.5) is $\tau\left(\mathrm{MC}\left(\varphi_{*}\right)\right)=\left\{\hat{\mathrm{m}}_{1} / \hat{\mathrm{m}}_{0}\right\}$. Since also $\left[B^{(n)}, \varphi\right]=\left[m_{1} / m_{0}\right]$ the left-hand side is $f^{*}\left(\left[m_{1} / m_{0}\right]\right)$.

This finishes the proof of (3.3).

## 4. The action of the representation ring on the torsion of chain complexes

Let $R$ be a principal ideal domain for which every finitely generated $R$ torsion module is finite; of course $R=\mathbb{Z}$ and $R=\mathbb{Z} / k \mathbb{Z}$ are important examples. Let $\pi$ be a group and let $A=R \pi$ be the group ring for $\pi$ over $R$.

Recall that $G_{R}(\pi)$ is the abelian group with one generator [ $N$ ] for each $R \pi$ module which is finitely-generated-and-free over $R$ and one relation [ $N]=\left[N^{\prime}\right]+\left[N^{\prime \prime}\right]$ for each short exact sequence $N^{\prime} \rightarrow N \rightarrow N^{\prime \prime}$ of such $R \pi$ modules. Also $G(\pi)$ is the similar construction where one gives up the requirement that $N$ be free over $R$. Pedersen and Taylor [9] show that the obvious map $G_{R}(\pi) \rightarrow G(\pi)$ is an isomorphism of rings, the product in both cases being induced by $[N]\left[N_{1}\right]=\left[N \otimes_{R} N^{\prime}\right]$ where $\pi$ acts diagonally on the tensor product.

If $P \in P(R \pi)$ and $f \in \operatorname{Aut}_{R \pi}(P)$ then $[P, f]$ is the typical generator for $K_{1}(R \pi)$, and the definition

$$
[P, f][N]=\left[P \otimes_{R} N, f \otimes 1\right]
$$

makes $K_{1}(R \pi)$ into a right $G_{R}(\pi)$ module. The quotients $\bar{K}_{1}(R \pi)$ and $\mathrm{Wh}(R \pi)=$ $\bar{K}_{1}(R \pi) / \pi$ inherit $G_{R}(\pi)$ module structures. We use the above isomorphism $G_{R}(\pi) \rightarrow G(\pi)$ to consider $K_{1}(R \pi), \bar{K}_{1}(R \pi)$ and $\mathrm{Wh}(R \pi)$ right $G(\pi)$ modules.

Now, let $M$ be a b.f.-resolved $R \pi$ module which is $R$-torsion free. Let $\varepsilon: F_{*}(\varepsilon) \rightarrow$ $M$ be the given b.f.r. Also let $N$ be an $R \pi$ module which is finitely generated over $R$. We shall construct a b.f.r. $\hat{\varepsilon}$ for $M \otimes_{R} N$ (diagonal $\pi$ action). Since there are short exact sequences of $R \pi$ modules

$$
\begin{align*}
& 0 \rightarrow T \rightarrow N \rightarrow F \rightarrow 0  \tag{4.1}\\
& 0 \rightarrow M \otimes_{R} T \rightarrow M \otimes_{R} N \rightarrow M \otimes_{R} F \rightarrow 0 \tag{4.2}
\end{align*}
$$

(the latter induced from the former) where $T$ is the $R$-torsion part of $N$ and $F$ is $R$-torsion free, we can treat the cases $N=T$ and $N=F$ separately.

Since $T$ is finite, so is $\rho=\operatorname{Aut}_{R}(T)$. Also the action of $\pi$ on $T$ is a homomorphism $\alpha: \pi \rightarrow \rho$. Now choose a free finitely generated $R \rho$ module $\bar{F}_{0}$ and an epimorphism $\bar{F}_{0} \rightarrow T$. Let $\bar{F}_{1} \rightarrow \bar{F}_{0}$ be its kernel. Let $F_{i}=\alpha^{\prime} \bar{F}_{i}$. Then one has the exact sequence

$$
0 \rightarrow F_{1} \rightarrow F_{0} \rightarrow T \rightarrow 0
$$

of $R \pi$ modules, and $F_{0}, F_{1}$ are $R$-torsion free, i.e. they represent elements of $G_{R}(\pi)$. Under the abovementioned isomorphism $G(\pi) \rightarrow G_{R}(\pi)$, [ $T$ ] maps to $\left[F_{0}\right]-\left[F_{1}\right]$.

If $N=F$ is $R$-torsion free then one takes $F_{1}=0, F_{0}=F$; thus in both cases we have the resolution

$$
\begin{equation*}
0 \rightarrow F_{1} \rightarrow F_{0} \rightarrow N \rightarrow 0 \tag{4.3}
\end{equation*}
$$

with $F_{i} R$-torsion free. Then $F_{i}$ is $R$ free; choose a basis $f_{i}$ for $F_{i}$.
When one equips the module $F_{i-1}(\varepsilon) \otimes F_{1} \oplus F_{i}(\varepsilon) \otimes F_{0}$ with the $R \pi$ basis $f_{i-1}(\varepsilon) \otimes f_{1} \cup f_{i}(\varepsilon) \otimes f_{0}$ the resolution

$$
F_{*}(\varepsilon) \otimes_{R} F_{*} \rightarrow M \otimes_{R} N
$$

represents a b.f.r. for $M \otimes_{R} N$ which we call $\hat{\varepsilon}$.
Theorem 4.4. Let $C$ be a finite chain complex of $R \pi$ modules. Assume that $C_{n}$ and $H_{n} C$ are b.f.-resolved and $R$-torsion free. Also let $N$ be an $R \pi$ module finitely generated over $R$. Then under the action of $G(\pi) \cong G_{R}(\pi)$ on $\bar{K}_{1}(R \pi)$ one has

$$
\tau\left(C \otimes_{R} N\right)=\tau(C)[N]
$$

when $C \otimes_{R} N$ and its homology are given b.f.r.'s as above.
Proof. We claim that it suffices to prove this for the case where $C$ has the form

$$
0 \rightarrow 0 \rightarrow \cdots \rightarrow 0 \rightarrow M \xrightarrow{\text { id }} M \rightarrow 0 .
$$

In fact, knowing the formula in that case amounts to knowing that

$$
\begin{equation*}
\left\{\hat{\mu} / \hat{\mu}_{1}\right\}=\left\{\mu / \mu_{1}\right\}[N] \tag{4.5}
\end{equation*}
$$

holds whenever $\mu$ and $\mu_{1}$ are b.f.r.'s for $M$ ( $M R$-torsion free $R \pi$ module) and [ $N$ ] is as above.

But if (4.5) holds then we see that the equivalence class of $\hat{\mu}$ depends only on that of $\mu$ (and on $[N] \in G(\pi)$ ). It then easily follows that

$$
\begin{equation*}
\widehat{\mu^{\prime} \mu^{\prime \prime}} \sim \hat{\mu}^{\prime} \hat{\mu}^{\prime \prime} \tag{4.6}
\end{equation*}
$$

holds whenever $\mu^{\prime}$ and $\mu^{\prime \prime}$ are b.f.r.'s for $R$-torsion free $R \pi$ modules that fit into a short exact sequence

$$
0 \rightarrow M^{\prime} \rightarrow M \rightarrow M^{\prime \prime} \rightarrow 0
$$

of $R \pi$ modules.

And, using (4.5) and (4.6), the proof of Theorem 4.4 is purely formal. Thus we concentrate on proving (4.5). If

$$
\varphi_{*}: F_{*}(\mu) \rightarrow F_{*}\left(\mu_{1}\right)
$$

lifts the identity on $M$, then

$$
\varphi_{*} \otimes_{R} F_{*}: F_{*}(\mu) \otimes_{R} F_{*} \rightarrow F_{*}\left(\mu_{1}\right) \otimes_{R} F_{*}
$$

lifts the identity on $M \otimes_{R} N$. Also

$$
\operatorname{MC}\left(\varphi_{*} \otimes_{R} F_{*}\right) \cong \operatorname{MC}\left(\varphi_{*}\right) \otimes_{R} F_{*}
$$

by an isomorphism which is simple in each degree (the map is not just a permutation map; it also involves sign changes). Finally, there is an exact sequence of based, acyclic chain complexes

$$
0 \rightarrow \mathrm{MC}\left(\varphi_{*}\right) \otimes_{R} F_{0} \rightarrow \mathrm{MC}\left(\varphi_{*}\right) \otimes_{R} F_{*} \rightarrow \mathrm{MC}\left(\varphi_{*}\right) \otimes_{R} F_{1} \rightarrow 0
$$

with the projection having degree -1 . It follows that

$$
\left\{\hat{\mu} / \hat{\mu}_{1}\right\}=\tau\left(\operatorname{MC}\left(\varphi_{*}\right) \otimes_{R} F_{0}\right)-\tau\left(\operatorname{MC}\left(\varphi_{*}\right) \otimes_{R} F_{1}\right)
$$

But for a based, acyclic chain complex like $\mathrm{MC}\left(\varphi_{*}\right)$ and an $R \pi$ module $F_{i}$, which is free over $R$, one easily sees that

$$
\tau\left(\mathrm{MC}\left(\varphi_{*}\right) \otimes_{R} F_{i}\right)=\tau\left(\operatorname{MC}\left(\varphi_{*}\right)\right)\left[F_{i}\right]
$$

Since $[N]=\left[F_{0}\right]-\left[F_{1}\right]$ this finishes the proof of (4.5).

## 5. The transfer map for group rings

Recall that a group $\nu$ is said to be of type ( FF ) if $\mathbb{Z}$, viewed as $\mathbb{Z} \nu$ module with trivial $\nu$ action, admits some b.f.r.

Consider a group homomorphism $\varphi: \pi \rightarrow \rho$ with $\operatorname{Im}(\varphi)=\bar{\pi} \subseteq \rho$ and $\operatorname{Ker}(\varphi)=\nu \subseteq$ $\pi$. Also, let $\varphi: \mathbb{Z} \pi \rightarrow \mathbb{Z} \rho$ be the corresponding ring homomorphism.

Proposition 5.1. Let

$$
1 \rightarrow \nu \rightarrow \pi \xrightarrow{\varphi} \rho
$$

be an exact sequence of groups. Assume that
(i) $\nu$ is of type (FF),
(ii) the index $[\rho: \operatorname{Im}(\varphi)]$ is finite.

Then $\varphi: \mathbb{Z} \pi \rightarrow \mathbb{Z} \rho$ gives rise to a transfer map

$$
\varphi^{*}: \bar{K}_{1}(\mathbb{Z} \rho) \rightarrow \bar{K}_{1}(\mathbb{Z} \pi)
$$

Moreover, if all the groups are finitely presented then $\varphi^{*}$ induces a transfer map on

Whitehead groups

$$
\varphi^{*}: \mathrm{Wh}(\rho) \rightarrow \mathrm{Wh}(\pi) .
$$

Proof. If $P_{*} \rightarrow \mathbb{Z}$ is a b.f.r. for $\mathbb{Z}$ over $\mathbb{Z} \nu$, then

$$
\mathbb{Z} \pi \otimes_{\mathbb{Z} \nu} P_{*} \rightarrow \mathbb{Z} \pi \otimes_{\mathbb{Z} \nu} \mathbb{Z}=\mathbb{Z} \bar{\pi}
$$

is a b.f.r. for $\mathbb{Z} \bar{\pi}$ over $\mathbb{Z} \pi$. Since $\mathbb{Z} \rho$ is a direct sum of $[\rho: \bar{\pi}]$ copies of $\mathbb{Z} \bar{\pi}$, as a $\mathbb{Z} \pi$ module, we have the desired transfer map on $\bar{K}_{1}$.

We have not found any direct algebraic proof that $\varphi^{*}$ induces a map on Whitehead groups. This, however, follows from the main result of Section 7 (Remark 1 after Theorem 7.1).

## 6. Iterated mapping cylinder structures and the Serre spectral sequence

Let us start by recalling some results from Hatcher's paper [6]. If

$$
F_{0} \xrightarrow{f_{1}} F_{1} \xrightarrow{f_{2}} \cdots \xrightarrow{f_{3}} F_{s}
$$

is a string of PL maps between polyhedra then the iterated mapping cylinder $M\left(f_{1}, \ldots, f_{s}\right)$ is defined as follows: $M\left(f_{1}\right)$ is the ordinary mapping cylinder of $f_{1}$. Assume that $M\left(f_{1}, \ldots, f_{s-2}\right)$ is defined together with the induced PL map $f_{s-1}^{\prime}: M\left(f_{1}, \ldots, f_{s-2}\right) \rightarrow F_{s-1}$; one then lets

$$
M\left(f_{1}, \ldots, f_{s-1}\right)=M\left(f_{s-1}^{\prime}\right)=M\left(f_{1}, \ldots, f_{s-1}\right) \times I \cup F_{s-1}
$$

and one defines $f_{s}^{\prime}$ by

$$
\begin{array}{ll}
f_{s}^{\prime}(x, t)=f_{s} f_{s-1}^{\prime}(x), & x \in M\left(f_{1}, \ldots, f_{s-1}\right), \quad t \in I, \\
f_{s}^{\prime}(y)=f_{s}(y), & y \in F_{s-1} .
\end{array}
$$

Clearly this is functorial in the sense that a commutative ladder of PL maps

induces a PL map $M\left(\varphi_{0}, \ldots, \varphi_{s}\right): M\left(f_{1}, \ldots, f_{s}\right) \rightarrow M\left(g_{1}, \ldots, g_{s}\right)$.
Letting each $G_{i}$ be a point one gets the projection

$$
M\left(f_{1}, \ldots, f_{s}\right) \xrightarrow[\rightarrow]{\pi} \Delta[s]
$$

onto the standard $s$-simplex. It is easily seen that the restriction of $\pi$ to the $i$ th face $\Delta^{(i)}[s]$ is (identifiable with)

$$
M^{(i)}\left(f_{1}, \ldots, f_{s}\right)= \begin{cases}M\left(f_{2}, \ldots, f_{s}\right), & i=0 \\ M\left(f_{1}, \ldots, f_{i} f_{i+1}, \ldots, f_{s}\right), & 1 \leqslant i<s \\ M\left(f_{1}, \ldots, f_{s-1}\right), & i=s\end{cases}
$$

(and its projection onto $\Delta^{(i)}[s]$ ).
Now let $p: E \rightarrow B$ be a PL map of compact polyhedra. Hatcher proves that $p$ admits an iterated mapping cylinder decomposition; this means that we have the following:
(i) triangulations for $E$ and $B$ with respect to which $p$ is simplicial;
(ii) an ordering of the vertices of each simplex $\sigma$ (of the triangulation) of $B$; call the vertices $\sigma(0), \sigma(1), \ldots, \sigma(s)$ in this ordering $(s=\operatorname{dim}(\sigma))$;
(iii) simplicial maps $f_{i, \sigma}: p^{-1}(\sigma(i-1)) \rightarrow p^{-1}(\sigma(i))(i=1,2, \ldots, s=\operatorname{dim}(\sigma) ; \sigma$ simplex of $B$ );
(iv) PL homeomorphisms

$$
\psi_{\sigma}: M\left(f_{1, \sigma}, f_{2, \sigma}, \ldots, f_{s, \sigma}\right) \rightarrow p^{-1}(\sigma) \subseteq E .
$$

These data are subject to the following compatibility relations.
(i) When we view $\sigma$ as an affine map from $\Delta[s]$ onto $\sigma$ then

commutes.
(ii) The orderings of the vertices of the simplices are compatible under face operations, i.e. if $\sigma^{(i)}$ is the $i$ th face of $\sigma$, then

$$
\begin{aligned}
\sigma^{(i)}(j) & =\sigma(j) & & \text { if } j<i \\
& =\sigma(j+1) & & \text { if } j \geqslant i .
\end{aligned}
$$

(iii) The homeomorphisms $\psi_{\sigma}$ are compatible with face operators, i.e.

$$
f_{i, \sigma^{(i)}}= \begin{cases}f_{j, \sigma .} & j<i, \\ f_{i+1, \sigma} f_{j, \sigma}, & j=i, \\ f_{i+1, \sigma} & j>i,\end{cases}
$$

and

$$
\psi_{\sigma^{(i)}}=\psi_{\sigma} \mid M^{(i)}\left(f_{1, \sigma^{(i)}}, \ldots, f_{s-1, \sigma^{(i)}}\right)
$$

(iv) Finally, for any vertex $v, \psi_{v}: p^{-1}(v) \rightarrow p^{-1}(v)$ is the identity.

Moreover, Hatcher also proves that $p$ is a PL fibration precisely if $f_{i, \sigma}^{-1}(x)$ is contractible for each $x \in p^{-1}(\sigma(i))$ and all $i, \sigma$. Hence for PL fibrations all the $f_{i, \sigma}$ are onto; this implies that the iterated mapping cylinder $M\left(f_{1, \sigma} \ldots, f_{s, \sigma}\right)$ is a quotient of $\Delta[s] \times p^{-1}(\sigma(0))$ by the relation $\sim$ generated by

$$
\left(t_{0}, \ldots, t_{s}, x\right) \sim\left(t_{0}, \ldots, t_{s}, y\right)
$$

if

$$
t_{0}=t_{1}=\cdots=t_{i}=0
$$

and

$$
f_{i+1, \sigma} f_{i, \sigma} \cdots f_{1, \sigma}(x)=f_{i+1, \sigma} f_{i, \sigma} \cdots f_{1, \sigma}(y)
$$

We shall let

$$
\mathrm{pr}: \Delta[s] \times p^{-1}(\sigma(0)) \rightarrow M\left(f_{1, \sigma}, \ldots, f_{s, \sigma}\right)
$$

be the projection.
Now let $p: E \rightarrow B$ be a PL fibration with basepoints $e_{0} \in E, b_{0}=p\left(e_{0}\right) \in B$ and fiber $F=p^{-1}\left(b_{0}\right)$. Assume that $F, E$, and $B$ are connected and that

$$
\pi_{1}\left(E, e_{0}\right) \xrightarrow[\rightarrow]{s} \pi \xrightarrow[\rightarrow]{\varphi} \rho=\pi_{1}\left(B, b_{0}\right)
$$

is a factorization, with $s$ onto, of

$$
p_{*}: \pi_{1}\left(E, e_{0}\right) \rightarrow \pi_{1}\left(B, b_{0}\right) .
$$

Let $\nu \subset \pi$ be the kernel of $\varphi$. We then have a commutative diagram

where $q$ is the universal covering map for $B, \bar{q}$ the induced covering of $E, \hat{q}$ the covering of $\bar{E}$ corresponding to the subgroup $\operatorname{Ker}(s)$ of $\pi_{1}\left(\bar{E}, \bar{e}_{0}\right)=\operatorname{Ker}(\varphi s) \subseteq$ $\pi_{1}\left(E, e_{0}\right) ; \tilde{p}$ and $\hat{p}$ are PL fibrations and the fiber $\hat{F}=\hat{p}{ }^{1}\left(\tilde{b}_{0}\right)$ is the covering of $F$ induced from $\bar{q}$. Here, of course, base points are chosen compatibly, and we use them to identify the various fundamental groups with the relevant covering transformation groups. This means that the covering transformation groups are as follows:

$$
\begin{aligned}
& \operatorname{Cov}\left(q_{F}\right)=\operatorname{Cov}(\hat{q})=\nu \subseteq \pi=\operatorname{Cov}(\bar{q} \hat{q}), \\
& \operatorname{Cov}(q)=\rho=\operatorname{Cov}(\bar{q})
\end{aligned}
$$

Also, let $A \subseteq B$ be a subcomplex; put $\tilde{A}=q^{-1}(A), E_{A}=p^{-1}(A), \hat{E}_{A}=\hat{p}^{-1}(\tilde{A})$. We want to describe the Serre spectral sequence for $\left(\hat{E}, \hat{E}_{A}\right) \rightarrow(\bar{B}, \bar{A})$ including its $\mathbb{Z} \pi$ module structure. This we do by means of iterated mapping cylinder decompositions.

Thus let $\left\{\psi_{\sigma}, f_{i, \sigma}\right\}$ be such a decomposition for $p: E \rightarrow B$. For each vertex $v$ of $B$ choose a lifted vertex $\tilde{v}$ of $\tilde{B}$. Then each simplex $\sigma$ of $B$ is covered by a unique simplex $\tilde{\sigma}$ of $\tilde{B}$ having $\tilde{\sigma}(0)=\widetilde{\sigma(0)}$. And there is a unique $h(\sigma) \in \rho$ with

$$
\check{\sigma^{(0)}}=h(\sigma) \tilde{\sigma}^{(0)}
$$

while

$$
\widetilde{\sigma^{(i)}}=\tilde{\sigma}^{(i)}, \quad i>0
$$

There are unique maps $\bar{\psi}_{\sigma}$ making

commute. It easily follows that

$$
\bar{\psi}_{\sigma^{(i)}}=\bar{\psi}_{\sigma} \mid M^{(i)}\left(f_{1, \sigma}, \ldots\right)
$$

Therefore, if one uses $\bar{q}: \bar{E} \rightarrow E$ to identify $\bar{p}^{-1}(\tilde{v})$ with $p^{-1}(p \tilde{v})$ for all vertices $\tilde{v}$ of $\tilde{B}$, then it is seen that $\bar{p}: \bar{E} \rightarrow \tilde{B}$ has an iterated mapping cylinder structure consisting of the obvious triangulations of $\bar{E}$ and $\tilde{B}$ and the maps

$$
\begin{aligned}
& f_{i, g \tilde{\sigma}}=f_{i, \sigma}: \bar{p}^{-1}(g \tilde{\sigma}(i-1)) \rightarrow \bar{p}^{-1}(g \tilde{\sigma}(i)), \\
& \psi_{g \tilde{\sigma}}=g \bar{\psi}_{\sigma}: M\left(f_{1, \sigma} \ldots\right) \rightarrow \bar{E} .
\end{aligned}
$$

Here $\sigma$ varies over the simplices of $B$ and $g$ varies over $\rho=\operatorname{Cov}(\bar{q})$.
In order to lift this decomposition up to one for $\hat{p}: \hat{E} \rightarrow \tilde{B}$ we need the following lemma.

Lemma 6.1. Let

$$
F_{0} \xrightarrow{f_{1}} F_{1} \rightarrow \cdots \xrightarrow{f_{s}} F_{s}
$$

and a map $c: M\left(f_{1}, \ldots, f_{s}\right) \rightarrow B \nu$ be given ( $\nu$ any discrete group). Let $\hat{F}_{i} \rightarrow F_{i}$ be the covering classified by $c \mid F_{i}$. Then there are unique maps $\hat{f}_{i}: \hat{F}_{i-1} \dot{\rightarrow} \hat{F}_{i}$, covering $f_{i}$, such that the covering of $M\left(f_{1}, \ldots, f_{s}\right)$ classified by $c$ is $M\left(\hat{f}_{1}, \ldots, \hat{f}_{s}\right)$.

Proof. There is a commutative diagram

where $\hat{M}\left(f_{1}, \ldots\right)$ is the covering considered, and where $i_{0}(x)=(1,0, \ldots, 0, x), x \in$ $\hat{F}_{0}$. The dotted arrow, Pr , can be filled in because of standard properties of cofibrations versus fibrations. Actually the fill-in is unique; therefore it is equivariant with respect to the actions of $\nu$. Also, the uniqueness permits one to prove the following: the restriction of $\operatorname{Pr}$ to (the $i$ th vertex of $\Delta[s]) \times \hat{F}_{0}$ is a map $\operatorname{Pr}_{i}: \hat{F}_{0} \rightarrow \hat{F}_{i} \subseteq$ $\hat{M}\left(f_{1}, \ldots\right)$; moreover $\operatorname{Pr}_{i}=\hat{f}_{i} \operatorname{Pr}_{i-1}$ for a unique map $\hat{f}_{i}: \hat{F}_{i-1} \rightarrow \hat{F}_{i}$, and $\hat{f}_{i}$ covers $f_{i}$. Finally, Pr represents $\hat{M}\left(f_{1}, \ldots\right)$ as the quotient $M\left(\hat{f}_{1}, \ldots\right)$ of $\Delta[s] \times \hat{F}_{0}$.

Returning to the PL fibration $\hat{p}: \hat{E} \rightarrow \tilde{B}$ we apply the lemma to the composite maps

$$
c \psi_{\mathrm{g} \dot{\sigma}}: M\left(f_{1, \sigma} \ldots\right) \rightarrow \bar{E} \rightarrow B \nu
$$

where $c$ classifies $\hat{E}$. There result maps

$$
\hat{f}_{i, g \tilde{\sigma}}: \hat{p}^{-1}(g \tilde{\sigma}(i-1)) \rightarrow \hat{p}^{-1}(g \tilde{\sigma}(i))
$$

covering

$$
f_{i, g \tilde{\sigma}}: \bar{\rho}^{-1}(g \tilde{\sigma}(i-1)) \rightarrow \bar{p}^{-1}(g \tilde{\sigma}(i))
$$

and maps

$$
\hat{\psi}_{\mathrm{g} \tilde{\sigma}}: M\left(\hat{f}_{1, g \tilde{\sigma}}, \ldots\right) \rightarrow \hat{E} .
$$

It is straightforward to prove that the set $\left\{\hat{f}_{i, g \dot{\sigma}}, \hat{\psi}_{\mathrm{g} \dot{\tilde{\sigma}}}\right\}$ gives an iterated mapping cylinder decomposition of $\hat{p}: \hat{E} \rightarrow \tilde{B}$ when $g$ varies over $\rho$ and $\sigma$ varies over the simplices of $B$.

With this decomposition available we return to the Serre spectral sequence for the homology of $\left(\hat{E}, \hat{E}_{\mathrm{A}}\right)$. We let $C_{*}$ denote the ordered simplicial chain functor. Then $C_{*}\left(\hat{E}, \hat{E}_{A}\right)$ is filtered by the subcomplexes

$$
F_{s} C_{*}\left(\hat{E}, \hat{E}_{A}\right)=C_{*}\left(\hat{E}_{s}, \hat{E}_{A}\right)
$$

where

$$
\hat{E}_{s}=\hat{p}^{-1}\left((\tilde{B}, \tilde{A})^{[s]}\right), \quad(\tilde{B}, \tilde{A})^{[s]} \text { the } s \text {-skeleton of }(\tilde{B}, \tilde{A})
$$

In the resulting spectral sequence one has

$$
E_{s, *}^{0}=C_{s+*}\left(\hat{E}_{s}, \hat{E}_{s-1}\right), E_{s, *}^{1}=H_{s+m}\left(\hat{E}_{s}, \hat{E}_{s-1}\right)
$$

If we let $\sigma$ vary over the $s$-simplices of $B$, not in $A$, and we let $g$ vary over $\rho$, then we have a relative homomorphism

$$
\begin{equation*}
\hat{\psi}: \coprod_{g, \sigma}\left(M\left(\hat{f}_{1, g \tilde{\sigma}}, \ldots\right), \dot{M}\left(\hat{f}_{1 . g \tilde{\sigma}}, \ldots\right) \rightarrow\left(\hat{E}_{s}, \hat{E}_{s-1}\right)\right. \tag{6.2}
\end{equation*}
$$

which is $\hat{\psi}_{\mathrm{g} \dot{\sigma}}$ on the summand corresponding to $(\mathrm{g}, \sigma)$. Also there is the sum of the projections

$$
\begin{equation*}
\operatorname{pr}: \coprod_{g, \sigma}(\Delta[s], \dot{\Delta}[s]) \times \hat{p}^{-1}\left(g \tilde{\sigma}(0) \rightarrow \coprod_{g, \sigma}\left(M\left(\hat{f}_{1 . g \tilde{\sigma}}, \ldots\right), \dot{M}\left(\hat{f}_{1 . g \tilde{\sigma}}, \ldots\right)\right)\right. \tag{6.3}
\end{equation*}
$$

The composition $\hat{\psi}(\mathrm{pr})$ is a homology isomorphism, so if we let $\iota_{s}$, be the generator of $H_{s}(\Delta[s], \dot{\Delta}[s])$ we get an isomorphism

$$
\begin{equation*}
\theta: \coprod_{\mathrm{k}, \sigma}\{g \tilde{\sigma}\} \times H_{*}\left(\hat{p}^{-1}(g \tilde{\sigma}(0))\right) \rightarrow E_{s, *}^{1} \tag{6.4}
\end{equation*}
$$

given by

$$
\begin{equation*}
\theta(g \tilde{\sigma}, x)=\hat{\psi}_{*}(\mathrm{pr})_{*}\left(l_{s} \times x\right), \quad x \in H_{*}\left(\hat{p}^{-1}(g \tilde{\sigma}(0))\right) \tag{6.5}
\end{equation*}
$$

It is easily seen that under the isomorphism $\theta$ the differential $d^{1}$ corresponds to the map $\partial$ given by

$$
\begin{equation*}
\partial(g \tilde{\sigma}, x)=\left(g \tilde{\sigma}^{(0)},\left(\hat{f}_{1 . g \tilde{\sigma}}\right)_{*}(x)\right)+\sum_{i=1}^{s}(-1)^{i}\left(g \tilde{\sigma}^{(i)}, x\right) . \tag{6.6}
\end{equation*}
$$

What we have recovered is, of course, just the well-known isomorphism

$$
\begin{equation*}
\theta: C_{*}\left(\tilde{B}, \tilde{A} ; \mathscr{H}_{*}(\hat{F})\right) \rightarrow E_{* *}^{1} \tag{6.7}
\end{equation*}
$$

between $E_{* *}^{1}$ and the (ordered, simplicial) chains of $(\tilde{B}, \tilde{A})$ with local coefficients $\mathscr{H}_{*}(\hat{F})$.

If $h \in \pi=\operatorname{Cov}(\vec{q} \hat{q})$ has image $\bar{h} \in \rho$, then under the isomorphism $\theta$ the action of $h$ on $E_{* *}^{1}$ becomes

$$
\begin{equation*}
h(g \tilde{\sigma}, x)=\left(\bar{h} g \tilde{\sigma}, h_{*} x\right) \tag{6.8}
\end{equation*}
$$

where

$$
h_{*}: H_{*}\left(\hat{p}^{-1}(g \tilde{\sigma}(0)) \rightarrow H_{*}\left(\hat{p}^{-1}(\bar{h} g \tilde{\sigma}(0))\right)\right.
$$

Any edge path $\omega$, from a vertex $\tilde{u}$ to a vertex $\tilde{v}$, in $\tilde{B}$ gives rise to an isomorphism

$$
\omega_{*}: H_{*}\left(\hat{p}^{-1}(\tilde{u})\right) \rightarrow H_{*}\left(\hat{p}^{-1}(\tilde{v})\right)
$$

which is composed of maps of the form $\left(\hat{f}_{1, r}\right)_{*}$ and their inverses ( $\tau$ an edge in $\bar{B}$ ). Since $\tilde{B}$ is simply connected this isomorphism depends only on the endpoints. There results an isomorphism

$$
\begin{equation*}
\chi: C_{*}(\tilde{B}, \tilde{A}) \otimes H_{*}(\hat{F}) \rightarrow C_{*}\left(\tilde{B}, \tilde{A}, \mathscr{H}_{*}(\hat{F})\right) \tag{6.9}
\end{equation*}
$$

sending $g \tilde{\sigma} \otimes x$ to $\left(g \tilde{\sigma}, \omega_{*}(x)\right)$ where $\omega$ is any path in $\tilde{B}$ from $\tilde{b_{0}}$ to $g \tilde{\sigma}(0)$.
Any $h \in \pi$ maps $M\left(\hat{f}_{1, g \dot{\sigma}}, \ldots\right)$ onto $M\left(\hat{f}_{1, \hat{\text { g }}}^{\boldsymbol{\sigma}}, \ldots\right)$, hence

commutes. It follows that there is a $\pi$-action on $H_{*}(\hat{F})$ which lets $h \in \pi$ act as the composition

$$
H_{*}(\hat{F}) \xrightarrow{h_{*}} H_{*}\left(\hat{p}^{-1}\left(\bar{h}\left(\tilde{b_{0}}\right)\right)\right) \xrightarrow{\omega(b)_{*}} H_{*}(\hat{F})
$$

where $\omega(b)$ is any edge path in $\tilde{B}$ from $\bar{h}\left(\tilde{b}_{0}\right)$ to $\tilde{b}_{0}$.
Also, when one transfers the $\pi$ action on $C_{*}\left(\tilde{B}, \tilde{A}, \mathscr{H}_{*}(\hat{F})\right)$ back to $C_{*}(\dot{B}, \tilde{A}) \otimes H_{*}(\hat{F})$ via the isomorphism $\chi$, then one gets

$$
\begin{equation*}
h(g \dot{\sigma} \otimes y)=\bar{h} g \tilde{\sigma} \otimes h(y), \quad\left(h \in \pi, g \tilde{\sigma} \otimes y \in C_{*}(\tilde{B}, \tilde{A}) \otimes H_{*}(\hat{F})\right) \tag{6.10}
\end{equation*}
$$

This means that we have shown the following proposition.
Proposition 6.11. With the above $\pi$-action on $H_{*}(\hat{F})$ and diagonal action on the tensor product one has a $\pi$-equivariant isomorphism of chain complexes

$$
\chi \theta: \varphi^{\prime} C_{*}(\tilde{B}, \tilde{A}) \otimes H_{*}(\hat{F}) \rightarrow E_{* *}^{1}
$$

## 7. The main theorem

Let $p: E \rightarrow B$ be a PL fibration with

$$
\pi_{1}\left(E, e_{0}\right) \underset{r}{\rightarrow} \pi \underset{\varphi}{\rightarrow} \rho=\pi_{1}\left(B, b_{0}\right)
$$

a given factorization of the induced map $p_{*}$, with $r$ onto. Let $F_{0}$ be the base point component of the fiber $F$. It is easily seen that there is a PL fibration $p_{0}: E \rightarrow B_{0}$ where $B_{0}=\dot{B} / \bar{\pi} \rightarrow B$ is the (possibly irregular) covering of $B$ corresponding to the subgroup $\bar{\pi}=\operatorname{Im}(\varphi)$ of $\rho$; moreover the fiber of $p_{0}$ is $F_{0}$. Applying the considerations of Section 6 one gets the diagram


Then $\pi$ acts on $H_{*}\left(\hat{F}_{0}\right)$, so we get an element $\sum(-1)^{i}\left[H_{i}\left(\hat{F}_{0}\right)\right] \in G(\pi)$. Our main result is the following theorem.

Theorem 7.1. In the above situation assume that $\nu$ is of type ( FF ) and that we have a deformation retract $A$ of $B$. Then the transfer map $\varphi^{*}: \bar{K}_{1}(\mathbb{Z} \rho) \rightarrow \bar{K}_{1}(\mathbb{Z} \pi)$ is defined, and if $\beta \in \bar{K}_{1}(\mathbb{Z} \rho)$ represents $\tau(B, A) \in \mathrm{Wh}(\rho)$ then $r_{*} \tau\left(E, p^{-1} A\right) \in \mathrm{Wh}(\pi)$ is
represented by the product

$$
\varphi^{*}(\beta) \cdot \sum(-1)^{i}\left[H_{i}\left(\hat{F}_{0}\right)\right]
$$

(using the $G(\pi)$ module structure on $\bar{K}_{1}(\mathbb{Z} \pi)$ ).

Remarks. (1) If $\nu$ is of type (FF) and $\nu \rightarrow \pi \xrightarrow{\bar{\phi}} \bar{\pi}$ is a short exact sequence of finitely presented groups then we take $p_{A}: E_{A} \rightarrow A$ to be the restriction of $B \pi \rightarrow B \bar{\pi}$ to the two-skeleton of $B \bar{\pi}$. For given $\tau \in \mathrm{Wh}(\bar{\pi})$ there is then a finite complex $B \supseteq A$ such that $A$ is a deformation retract of $B$ and $\tau(B, A)=\tau$. Letting $d: B \rightarrow A$ be the deformation retraction we take $p: E \rightarrow B$ to be the pull-back of $p_{A}: E_{A} \rightarrow A$ via $d$. When one applies the theorem to an arbitrary representative $\beta \in \bar{K}_{1}(\mathbb{Z} \bar{\pi})$ for $\tau \in \mathrm{Wh}(\bar{\pi})$ one notes that $\bar{\varphi}^{*}(\beta) \in \bar{K}_{1}(\mathbb{Z} \pi)$ represents $\tau\left(E, E_{A}\right) \in \mathrm{Wh}(\pi)$. Since the latter is independent of the choice of $\beta$ it follows that $\bar{\varphi}^{*}$ does induce a map from $\mathrm{Wh}(\bar{\pi})$ to $\mathrm{Wh}(\pi)$. This proves the "moreover part" of Proposition 5.1 for the case where $\varphi: \pi \rightarrow \rho$ is onto. The general case follows since it is very easy, algebraically, to prove that the transfer map $i^{*}$ corresponding to the inclusion $i: \bar{\pi} \rightarrow \rho$ induces a map on Whitehead groups.
(2) If $r=$ identity and $F=B \nu$, then the theorem specializes to Corollary A of the introduction.
(3) If $r=p_{*}$, so $\pi=\operatorname{Im}\left(p_{*}\right) \subseteq \rho$, then we get Corollary B.
(4) Finally Corollary $C$ results when one takes $r=$ identity.

Proof of Theorem 7.1. First note that one may assume $p_{*}: \pi_{1}\left(E, e_{0}\right) \rightarrow \pi_{1}\left(B, b_{0}\right)$ onto. Indeed, referring to the diagram above, one has

$$
\begin{aligned}
& \tau\left(E, p^{-1} A\right)=\tau\left(E, p_{0}^{-1}\left(q_{0}^{-1} A\right)\right) \\
& \tau\left(B_{0}, q_{0}^{-1}(A)\right)=i^{*} \tau(B, A)
\end{aligned}
$$

where $i: \bar{\pi} \rightarrow \pi_{1}\left(B, b_{0}\right)$ is the inclusion. Since also $\varphi^{*}=\bar{\varphi}^{*} i^{*}$, when $\varphi=i \bar{\varphi}$, the theorem for $p_{0}$ implies the one for $p$.

Thus, from now on, $p_{*}$ is onto, and (consequently) $F_{0}=F$. Then $\beta=\tau\left(C_{*}(\bar{B}, \bar{A})\right)$ where the preferred $\mathbb{Z} \rho$ basis is obtained by taking one lifted simplex $\tilde{\sigma}$ for every simplex $\sigma$ of $(B, A)$. Also $r_{*} \tau\left(E, E_{A}\right)$ is represented by $C_{*}\left(\hat{E}, \hat{E}_{A}\right)$ similarly based over $\mathbb{Z} \pi$.

In the Serre spectral sequence for $C_{*}\left(\hat{E}, \hat{E}_{A}\right)$ the $E_{* *}^{0}$-term

$$
E_{s, t}^{0}=C_{s+l}\left(\hat{E}_{s,}, \hat{E}_{s-1}\right)
$$

is based in a similar way as (and compatibly with) $C_{*}\left(\hat{E}, \hat{E}_{A}\right)$. Also we may use Proposition 6.11 to transport onto $E_{s, t}^{1}$ the b.f.r. on $\varphi^{\prime} C_{s}(\tilde{B}, \tilde{A}) \otimes H_{t}(\hat{F})$ which results from the given $\mathbb{Z} \rho$ basis in $C_{s}(\tilde{B}, \tilde{A})$ by using Theorems 3.2 and 4.4. Also one then has, using first Theorem 2.2 , then the definition of $\tau\left(E_{* *}^{*}\right)$ and finally Theorems
3.2 and 4.4,

$$
\begin{aligned}
\tau\left(C_{*}\left(\hat{E}, \hat{E}_{A}\right)\right) & =\tau\left(E_{* *}^{*}\right) \\
& =\sum(-1)^{s} \tau\left(E_{s, *}^{0}\right)+\sum(-1)^{2} \tau\left(E_{*, t}^{1}\right) \\
& =\sum(-1)^{s} \tau\left(E_{s, *}^{0}\right)+\varphi^{*}(\beta) \cdot \sum(-1)^{t}\left[H_{t}(\hat{F})\right] .
\end{aligned}
$$

Thus the proof will be completed by showing that $\sum(-1)^{s} \tau\left(E_{s . *}^{0}\right)=0$. This occupies the rest of the present section. The main tool is the following generalization of Anderson's excision lemma [1].

Lemma 7.2. Let $\hat{E} \rightarrow E$ be a regular covering with covering transformation group $\pi$ and $E^{\prime}$ a subcomplex of $E$ with induced covering $\hat{E}^{\prime} \subseteq \hat{E}$. Assume given a PL relative homeomorphism $\varphi:\left(M, M^{\prime}\right) \rightarrow\left(E, E^{\prime}\right)$ and a pull-back diagram


If $H_{*}\left(\hat{M}, \hat{M}^{\prime}\right)$ and $H_{*}\left(\hat{E}, \hat{E}^{\prime}\right)$ are given b.f.r.'s over $\mathbb{Z} \pi$ with respect to which $\hat{\varphi}_{*}$ is simple, and if $C_{*}\left(\hat{M}, \hat{M}^{\prime}\right), C_{*}\left(\hat{E}, \hat{E}^{\prime}\right)$ are given the obvious bases then

$$
\tau\left(C_{*}\left(\hat{M}, \hat{M}^{\prime}\right)\right)=\tau\left(C_{*}\left(\hat{E}, \hat{E}^{\prime}\right)\right)
$$

in $\mathrm{Wh}(\pi)$.
Proof. Anderson's proof [1] carries over directly to the present situation.
The lemma applies to the pull-back diagram


Here $\varphi \mid M\left(f_{1, \sigma}, \ldots\right)=\psi_{\sigma}$ in some iterated mapping cylinder structure for $p: E \rightarrow B$. Thus $\varphi$ is a PL relative homomorphism when $\sigma$ varies over the $s$-simplices of $(B, A)$. Also $\hat{\varphi}$ restricted to $1 \times{ }_{\nu} M\left(f_{1, \dot{\sigma}}, \ldots\right)$ is $\hat{\psi}_{\dot{\sigma}}($ see Section 6$)$ and $\hat{\varphi}$ is $\pi$-equivariant.

For brevity let $M_{\mathrm{g} \dot{\sigma}}=M\left(\hat{f}_{1, g \tilde{\sigma}}, \ldots\right)$ and $\hat{F}_{\mathrm{g} \dot{\sigma}}=\hat{p}^{-1}(g \tilde{\sigma}(0))$. One then has an isomorphism

$$
\alpha: \coprod_{\sigma} \mathbb{Z} \pi \otimes_{\mathbb{Z} \nu} H_{*}(\hat{F}) \rightarrow H_{*}\left(\pi \times_{\nu} \coprod_{\sigma}\left(M_{\dot{\sigma}}, \dot{M}_{\dot{\sigma}}\right)\right)
$$

which sends $g \otimes x \in \mathbb{Z} \pi \otimes_{\mathbb{Z} \nu} H_{*}(\hat{F})$ into

$$
\operatorname{pr}_{*}\left(\iota_{s} \times \omega_{*}(x)\right) \in H_{*}\left(g \times_{\nu}\left(M_{\dot{\sigma}}, \dot{M}_{\dot{\sigma}}\right)\right) \subseteq H_{*}\left(\pi \times \nu \amalg\left(M_{\dot{\sigma}}, \dot{M}_{\dot{\sigma}}\right)\right)
$$

where $\iota_{s}$ generates $H_{s}(\Delta[s], \dot{\Delta}[s])$, pr is the projection $\Delta[s] \times \hat{F}_{\dot{\sigma}} \rightarrow M_{\dot{\sigma}}$, and $\omega$ is a path in $\tilde{B}$ from $\tilde{b}_{0}$ to $\tilde{\sigma}(0)$.

We now fix a b.f.r. for $H_{*}(\hat{F})$ over $\mathbb{Z} \nu$, say $\varepsilon_{\hat{F}}$. Then $\bigsqcup_{\sigma} \mathbb{Z} \pi \otimes_{\mathbb{Z}} \varepsilon_{\hat{F}}$ is a b.f.r. for $\coprod_{\sigma} \mathbb{Z} \pi \otimes_{Z_{\nu}} H_{*}(\hat{F})$; we use $\alpha$ to transport it over to become a b.f.r. for $H_{*}\left(\pi \times{ }_{\nu} \coprod_{\sigma}\left(M_{\dot{\sigma}}, \dot{M}_{\dot{\sigma}}\right)\right)$. Since the basis for $C_{*}\left(\pi \times{ }_{\nu} \amalg_{\sigma}\left(M_{\dot{\sigma}}, \dot{M}_{\dot{\sigma}}\right)\right)$ is obtained from $\mathbb{Z} \nu$ bases for $C_{*}\left(M_{\dot{\sigma}}, \dot{M}_{\dot{\sigma}}\right)$ by applying $\amalg_{\sigma}\left(\mathbb{Z} \pi \otimes_{\mathbb{Z}}-\right)$ we see that

$$
\begin{equation*}
\tau\left(C_{*}\left(\pi \times{ }_{\nu} \bigcup_{\sigma}\left(M_{\dot{\sigma}}, \dot{M}_{\dot{\sigma}}\right)\right)=\sum_{\sigma} i_{*} \tau\left(C_{*}\left(M_{\dot{\sigma}}, \dot{M}_{\dot{\sigma}}\right)\right)\right. \tag{7.3}
\end{equation*}
$$

where $i: \nu \rightarrow \pi$ is the inclusion. To finish the proof we need the following two lemmas.
Lemma 7.4. With the above notation

$$
\tau\left(C_{*}\left(M_{\dot{\sigma}}, \dot{M}_{\dot{\sigma}}\right)\right)=(-1)^{s} \tau\left(C_{*}\left(\hat{F}_{\dot{\sigma}}\right)\right)=(-1)^{s} \tau\left(C_{*}(\hat{F})\right)
$$

Lemma 7.5. With the chosen b.f.r.'s

$$
\hat{\varphi}_{*}: H_{*}\left(\pi \times_{\nu} \coprod_{\sigma}\left(M_{\tilde{\sigma}}, \dot{M}_{\tilde{\sigma}}\right)\right) \rightarrow H_{*}\left(\hat{E}_{s}, \hat{E}_{s-1}\right)=E_{s, *-s}^{1}
$$

is simple.
Indeed, Lemma 7.4 shows that the excision lemma is applicable. And the excision lemma in its turn shows that (7.3) is $\tau\left(C_{*}\left(\hat{E}_{s}, \hat{E}_{s-1}\right)\right.$ ). Since obviously $\tau\left(E_{s, *}^{0}\right)=$ $(-1)^{s} \tau\left(C_{*}\left(\hat{E}_{s}, \hat{E}_{s-1}\right)\right)$ one gets

$$
\begin{aligned}
\sum_{s}(-1)^{s} \tau\left(E_{s, *}^{0}\right) & =\sum_{s} \tau\left(C_{*}\left(\hat{E}_{s}, \hat{E}_{s-1}\right)\right) \\
& =\sum_{s, \sigma} i_{*} \tau\left(C_{*}\left(M_{\dot{\sigma}}, \dot{M}_{\dot{\sigma}}\right)\right) \\
& =\sum_{s, \sigma}(-1)^{s} i_{*} \tau\left(C_{*}(\hat{F})\right) \\
& =\chi(B, A) i_{*} \tau\left(C_{*}(\hat{F})\right) \\
& =0
\end{aligned}
$$

because the Euler characteristic $\chi(B, A)$ vanishes.
Proof of Lemma 7.4. For the first equality it suffices to show that

$$
\begin{equation*}
\tau\left(C_{*}\left(M_{\dot{\sigma}}, \dot{M}_{\dot{\sigma}}\right)\right)=-\tau\left(C_{*}\left(M_{\dot{\sigma}^{(s)}}, \dot{M}_{\left.\dot{\sigma}^{(s}\right)}\right)\right) \tag{7.6}
\end{equation*}
$$

Let us write $M_{\dot{\tilde{\sigma}}}^{[i]}$ for the part of $M_{\dot{\sigma}}$ which sits above $\dot{\sigma}^{(0)} \cup \tilde{\sigma}^{(1)} \cup \cdots \cup \tilde{\sigma}^{(i)}$. Hence, especially, $M_{\dot{\dot{\sigma}}}^{[s]}=\dot{M}_{\dot{\tilde{r}}}$. We start by showing

$$
\begin{equation*}
\tau\left(C_{*}\left(M_{\dot{\sigma}}, M_{\dot{\sigma}}^{[i]}\right)=0 \quad \text { for } 0 \leqslant i \leqslant s-1\right. \tag{7.7}
\end{equation*}
$$

This is done by induction on $s$ and for fixed $s$ by induction on $i$. First note that $H_{*}\left(\boldsymbol{M}_{\dot{\sigma}}, \boldsymbol{M}_{\dot{\sigma}}^{[i]}\right)=0$ so that, at least, the desired torsion element is defined. For $s=0$ the statement is empty. For general $s$, and $i=0$, one notes that $M_{\dot{\sigma}}$ is the mapping cone of the obvious map $\hat{F}_{\dot{\sigma}(0)} \rightarrow M_{\dot{\sigma}}^{[0]}$ so Lemma 7.5 of Milnor [8] implies the vanishing. For $0<i \leqslant s-1$ we have the short exact sequence of acyclic, based $\mathbb{Z} \nu$ module chain complexes

$$
C_{*}\left(M_{\dot{\sigma}}^{[i]}, M_{\dot{\sigma}}^{[i-1]}\right) \rightarrow C_{*}\left(M_{\dot{\sigma}}, M_{\dot{\sigma}}^{[i-1]}\right) \rightarrow C_{*}\left(M_{\dot{\sigma}}, M_{\dot{\tilde{\sigma}}}^{[i]}\right)
$$

When one applies Theorem 2.3 and the inductive hypothesis one gets

$$
\tau\left(C_{*}\left(M_{\dot{\sigma}}, M_{\dot{\sigma}}^{[i]}\right)=-\tau\left(C_{*}\left(M_{\dot{\sigma}}^{[i]}, M_{\dot{\sigma}}^{[i-1]}\right)\right)\right.
$$

but the latter vanishes by the inductive hypothesis and the excision lemma $\left(\left(M_{\dot{\sigma}}^{[i]}, M_{\tilde{\sigma}}^{[i-1]}\right)\right.$ is replaced by $\left(M_{\tilde{\sigma}^{i}}, M_{\left.\tilde{\sigma}^{i}\right)^{[i]}}^{[i]}\right)$.

With (7.7) established we proceed to prove (7.6). The short exact sequence

$$
C_{*}\left(\dot{M}_{\dot{\sigma}}, M_{\dot{\sigma}}^{[s-1]}\right) \rightarrow C_{*}\left(M_{\dot{\sigma}}, M_{\dot{\sigma}}^{[s-1]}\right) \rightarrow C_{*}\left(M_{\dot{\sigma}}, \dot{M}_{\dot{\sigma}}\right)
$$

has $H_{*}\left(M_{\tilde{\sigma}}, M_{\tilde{\sigma}}^{[s-1]}\right)=0$. Also, when we give $H_{*}\left(M_{\dot{\sigma}}, M_{\tilde{\sigma}}^{[s-1]}\right)$ a b.f.r. coming from the one on $H_{*}(\hat{F})$ by the isomorphism

$$
H_{*}(\hat{F}) \xrightarrow{\omega_{*}} H_{*}\left(\hat{F}_{\dot{\sigma}}\right) \cong H_{*}\left(\dot{\Delta}, \Delta^{[s-1]}\right) \otimes H_{*}\left(\hat{F}_{\dot{\sigma}}\right) \xrightarrow[\operatorname{pr}_{*}]{ } H_{*}\left(\dot{M}_{\dot{\sigma}}, M_{\dot{\sigma}}^{[s-1]}\right)
$$

then the boundary isomorphism in the homology sequence becomes simple (both in the technical, and the non-technical sense), so Theorem 2.3 implies that

$$
\tau\left(C_{*}\left(M_{\dot{\sigma}}, \dot{M}_{\dot{\sigma}}\right)\right)=-\tau\left(C_{*}\left(\dot{M}_{\dot{\sigma}}, M_{\dot{\sigma}}^{[s-1]}\right)\right)
$$

And now an obvious excision argument finishes the proof of (7.6).
For the second equality in Lemma 7.4 it suffices to prove that

$$
\begin{equation*}
\tau\left(C_{*}\left(\hat{F}_{\tilde{\sigma}(0)}\right)\right)=\tau\left(C_{*}\left(\hat{F}_{\tilde{\sigma}(1)}\right) .\right. \tag{7.8}
\end{equation*}
$$

We let $\tilde{\tau}$ be the edge of $\tilde{\sigma}$ connecting $\tilde{u}=\tilde{\sigma}(0)$ to $\tilde{v}=\tilde{\sigma}(1)$. Then we have the short exact sequence

$$
C_{*}\left(\hat{F}_{\tilde{u}} \cup \hat{F}_{\dot{u}}, \hat{F}_{\tilde{u}}\right) \rightarrow C_{*}\left(M_{\tilde{r}}, \hat{F}_{\tilde{u}}\right) \rightarrow C_{*}\left(M_{\tilde{r}}, \dot{M}_{\tilde{z}}\right)
$$

Theorem 2.3 is applicable and gives

$$
\tau\left(C_{*}\left(M_{\bar{i}}, \hat{F}_{\ddot{u}}\right)\right)=\tau\left(C_{*}\left(M_{i}, \dot{M}_{\bar{\tau}}\right)\right)+\tau\left(C_{*}\left(\hat{F}_{\dot{u}} \cup \hat{F}_{\bar{i}}, \hat{F}_{u}\right)\right) .
$$

By definition, the left-hand side is the image in $\mathrm{Wh}(\nu)$ (under the obvious projection $\left.\pi_{1}\left(F, e_{0}\right) \rightarrow \nu\right)$ of the Whitehead torsion of $f_{1 . \sigma}: p^{-1}(\sigma(o)) \rightarrow p^{-1}(\sigma(1))$. Since $f_{1, \sigma}$ is simple, by Hatcher [6], we see that the left-hand side vanishes.

The first term on the right-hand side is $-\tau\left(C_{*}\left(\hat{F}_{\tilde{\sigma}(0)}\right)\right)$ by the first part of the theorem. And the last term on the right-hand side is $\tau\left(C_{*}\left(\hat{F}_{\tilde{\sigma}(1)}\right)\right)$. Thus the proof is complete.

Proof of Lemma 7.5. We have the following commutative diagram

where $\mu$ restricted to the summand corresponding to $\sigma$ is given by

$$
\mu_{\sigma}(g \otimes x)=\bar{g} \tilde{\sigma} \otimes g(x) .
$$

Here $\bar{g} \in \rho$ is the image of $g \in \pi$ under $\varphi$ and $g(x)$ refers to the action of $\pi$ on $H_{*}(\hat{F})$ defined earlier. Since the b.f.r.'s involved are transports by means of $\alpha$ and $\chi \theta$ of those on the left-hand modules, and since $\mu$ is the direct sum of the $\mu_{\sigma}$ it suffices to prove that

$$
\begin{equation*}
\mu_{\sigma}: \mathbb{Z} \pi \otimes_{\mathbb{Z}_{\nu}} H_{*}(\hat{F}) \rightarrow \varphi^{\prime}(\mathbb{Z} \rho) \otimes H_{*}(\hat{F}) \tag{7.9}
\end{equation*}
$$

is simple.
Here $\pi$ acts from the left only on the source, and diagonally on the target. Also one has $\mu_{\sigma}(g \otimes x)=\bar{g} \otimes g(x)$.

Let $P_{*} \rightarrow \mathbb{Z}$ be the chosen b.f.r. for $\mathbb{Z}$ over $\mathbb{Z} \nu, Q_{*} \rightarrow \mathbb{Z}$ the derived b.f.r. as in the proof of Lemma 3.1. Then $\mathbb{Z} \pi \otimes_{\mathbb{Z}} P_{*} \rightarrow \varphi^{\prime}(\mathbb{Z} \rho)$ is a b.f.r. for $\varphi^{\prime}(\mathbb{Z} \rho)$ and the proof of Lemma 3.1 gives $\mathbb{Z} \pi \otimes_{\mathbb{Z}} Q_{*} \rightarrow \varphi^{\prime}(\mathbb{Z} \rho)$ as our preferred b.f.r. for $\varphi^{\prime}(\mathbb{Z} \rho)$. Also let

$$
0 \rightarrow R_{1} \rightarrow R_{0} \rightarrow H_{i}(\hat{F}) \rightarrow 0
$$

be a resolution of $H_{i}(\hat{F})$ by $\mathbb{Z} \pi$ modules, free and finitely generated over $\mathbb{Z}$ (as in (4.3)). Then

$$
\begin{equation*}
\left(\mathbb{Z} \pi \otimes_{\mathbb{Z}_{\nu}} Q_{*}\right) \otimes R_{*} \rightarrow \varphi^{\prime}(\mathbb{Z} \rho) \otimes H_{i}(\hat{F}) \tag{7.10}
\end{equation*}
$$

is the chosen b.f.r. for the right-hand side of (7.9). The corresponding $\mathbb{Z} \pi$ basis is $1 \otimes q_{*} \otimes r_{*}$ where $q_{*}$ is a $\mathbb{Z} \nu$ basis for $R_{*}$ and $r_{*}$ is a $\mathbb{Z}$ basis for $R_{*}$. Moreover, in (7.10) $h \in \pi$ acts as follows

$$
\begin{equation*}
h((g \otimes q) \otimes r)=(h g \otimes q) \otimes h r . \tag{7.11}
\end{equation*}
$$

On the other hand, as the preferred b.f.r. for $H_{i}(\hat{F})$, over $\mathbb{Z} \nu$, we have

$$
Q_{*} \otimes R_{*} \rightarrow \mathbb{Z} \otimes H_{i}(\hat{F})=H_{i}(\hat{F})
$$

with bases $q_{*} \otimes r_{*}$. So the chosen b.f.r. for $\mathbb{Z} \pi \otimes_{\mathbb{Z} \nu} H_{i}(\hat{F})$ is

$$
\begin{equation*}
\mathbb{Z} \pi\left(\otimes_{\mathbb{Z}_{\nu}}\left(Q_{*} \otimes R_{*}\right) \rightarrow \mathbb{Z} \pi \otimes_{\mathbb{Z}_{\nu}} H_{i}(\hat{F})\right. \tag{7.12}
\end{equation*}
$$

with bases $1 \otimes q_{*} \otimes r_{*}$. Also the module structure is given by

$$
\begin{equation*}
h(g \otimes(q \otimes r))=h g \otimes q \otimes r . \tag{7.13}
\end{equation*}
$$

The map $\mu_{\sigma}$ lifts to the following map of resolutions

$$
\mu_{\sigma^{*}}: \mathbb{Z} \pi \otimes_{\mathbb{Z}_{\nu}}\left(Q_{*} \otimes R_{*}\right) \rightarrow\left(\mathbb{Z} \pi \otimes_{\mathbb{Z}_{\nu}} Q_{*}\right) \otimes R_{*}
$$

with

$$
\mu_{\sigma^{*}}(g \otimes q \otimes r)=g \otimes q \otimes g(r)
$$

It is easily seen that $\mu_{0^{*}}$ is well defined and a lifting of $\mu_{\sigma}$. Since $\mu_{\sigma^{*}}$ preserves the preferred bases the proof is finished.
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