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Construction of B-splines for generalized spline spaces
generated from local ECT-systems
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Abstract

Certain spaces of generalized splines are considered which are constructed by pasting together smoothly
linear combinations of local ECT-systems. For them a basis of splines having minimal compact supports is
constructed. These functions that are called B-splines are obtained by solving certain interpolation problems.
They can be normalized either to form a partition of unity or to have integral over the real line equal to one
each.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction

This paper is concerned with the construction of local support bases for generalized spline spaces.
Such spaces are de7ned by the following data. Given a strictly increasing 7nite sequence of real
knots

a= x0 ¡x1 ¡ · · ·¡xk ¡xk+1 = b;

where we allow a=−∞ or b=∞, given on each knot interval

Ii := [xi; xi+1); i = 0; : : : ; k − 1; Ik := [xk ; xk+1];

an ECT-space of dimension di in the sense of Karlin and Studden [6]

Si := span{s(i)1 ; : : : ; s(i)di
}; s(i)j ∈Cdi−1(Ii;R)};
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given a sequence � of nonnegative integers �i (�i counts the smoothness conditions at the knot xi
for i = 1; : : : ; k)

� = (�1; : : : ; �k); �i ¡min(di; di−1); �0 := 0; �k+1 := 0;

these data generate the generalized spline space

S�
[a;b] := {s|s : [a; b] 	→ R; s|Ij ∈ Sj; j = 0; : : : ; k;

Dl
−s(xi) = Dl

+s(xi); l= 0; : : : ; �i − 1; i = 1; : : : ; k}: (1)

Here Dl− resp. Dl
+ denotes the left resp. right derivative of order l. We recall [14] that (u1; : : : ; un) is

an ECT-system in canonical form with respect to c∈ [�; �] generated by positive weight functions
wj ∈Cn−j[�; �] provided that

u1(x) = w1(x);

u2(x) = w1(x)
∫ x

c
w2(t2) dt2;

u3(x) = w1(x)
∫ x

c
w2(t2)

∫ t2

c
w3(t3) dt3 dt2;

...

un(x) = w1(x)
∫ x

c
w2(t2)

∫ t2

c
w3(t3)

∫ t3

c
: : :

∫ tn−1

c
wn(tn) dtn : : : dt2: (2)

If S is any ECT-space of dimension n on [�; �], then for every c∈ [�; �] there is an ECT-system in
canonical form with respect to c that is a basis of S. Naturally associated with an ECT-system (2)
are linear diEerential operators Lj de7ned by

D0u := u;

Dju := D
(

u
wj

)
; j = 1; : : : ; n;

Lj := Dj : : : D0; j = 0; : : : ; n; (3)

Lju is called the jth ECT-derivative of u. The system of functions

uj; i−j := Ljui; i = j + 1; : : : ; n

is called the jth reduced system of (u1; : : : ; un). It is again an ECT-system on [�; �] generated by
the weight functions wj+1; : : : ; wn.

Theorem 1.1. S�
[a;b] is a linear space of dimension

�= dim S�
[a;b] = d0 +

k∑
i=1

(di − �i) = dk +
k∑

i=1

(di−1 − �i): (4)
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Proof. Clearly, S�
[a;b] is a linear space. Let

V :=




V 1
− −V 1

+ 0 0 · · · 0

0 V 2
− −V 2

+ 0

...
. . . . . . . . . . . .

...

0 V k−1
− −V k−1

+ 0

0 · · · 0 V k
− −V k

+




;

where for i = 1; : : : ; k the entries are certain Wronski matrices

V i
− := (Dl

−s(i−1)
m (xi))

m=1; :::;di−1
l=0; :::; �i−1 ; V i

+ := (Dl
+s

(i)
m (xi))

m=1; :::;di
l=0; :::; �i−1:

The matrices V i− and V i
+ have rank �i since by assumption for every i (s(i)1 ; : : : ; s(i)di

) is an
ECT-system on [xi; xi+1]. By de7nition, every s∈ S�

[a;b] has a representation

s=
k∑

m=0

dm∑
n=1

c(m)n · s(m)n

meaning that s|Im =
∑dm

n=1 c(m)n · s(m)n with coeGcients c(m)n that are related by the connection equations
of (1). Denote by c the stack vector of the coeGcients of s. Then s∈ S�

[a;b] iE V · c = 0. Since V
has full row rank the dimension of the null space of V is �. This proves (4).

Clearly, there are N =
∑k

i=0 di unknowns and M =
∑k

j=1 �i ¡N homogeneous linear equations
which are linearly independent. Thus, we can choose � = N − M unknowns arbitrarily. Then the
remaining M unknowns are determined uniquely.

Next, we will give a second proof of (4) in which we construct a “left-sided basis” of S�
[a;b] and

which will be taken up again later. For i=0 and j=1; : : : ; d0 let bj|I0 := s(0)j and extend bj to [x1; b]
such that bj ∈ S�

[a;b]. Due to the assumptions this is possible in various ways. For

i¿ 1 and j =
i−1∑
l=0

(dl − �l) + 1; : : : ;
i−1∑
l=0

(dl − �l) + di − �i; �0 := 0

take

bj|Ii :=
di∑
l=1

c( j)l · s(i)l ;

where cj = (c( j)1 ; : : : ; c( j)di
) is a nontrivial solution of the linear system V i

+ · c = 0. There are exactly
di − �i linearly independent solutions cj of this system. Extend bj|Ii by zero to the left of Ii and as
a function bj ∈ S�

[a;b] to the rest of [a; b]. It is an easy exercise to prove

Theorem 1.2. B= {b1; : : : ; b�} is a basis of S�
[a;b].
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In particular, when each ECT-system (s(i)1 ; : : : ; s(i)di
) is given in canonical form with respect to c=xi,

we can get B as a left-sided basis which in case of polynomial splines is the basis of truncated
powers. Starting as above, for

i¿ 1 and j =
i−1∑
l=0

(dl − �l) + 1; : : : ;
i∑

l=0

(dl − �l)

take bj|Ii=s(i)∑ i−1
l=0 (dl−�l)+di+1−j

and extend bj to the left of Ii by zero and to the rest of [a; b] arbitrarily

such that bj ∈ S�
[a;b].

Similarly, by using the dimension count from right to left and ECT-systems in canonical form
with respect to c = xi+1 we can construct a right sided basis B̃ of S�

[a;b]. The B-splines that we are
going to construct below will constitute a basis which is left and right sided.

There exists a vast literature on B-splines for spaces of polynomial splines, Chebyshevian splines,
generalized Chebyshevian splines and spaces of generalized splines. In particular, for Chebyshevian
splines which are contained in our considerations as the special case that

Si = span{s1; : : : ; sd}|Ii i = 0; : : : ; k;

where (s1; : : : ; sd) is an ECT-system on [a; b], Tom Lyche [9] has constructed B-splines recursively.
In [13] for generalized Chebyshevian splines based upon the local spaces

Si = span{s1; : : : ; sdi}|Ii ; i = 0; : : : ; k;

where (s1; : : : ; sd) is an ECT-system on [a; b] and d¿maxi di B-splines are constructed normalized to
have integral one over the real line. Sommer and StrauM [15] have constructed B-splines recursively
even for generalized spline spaces as de7ned by (1) where the local spaces Si=span(ui;1; : : : ; ui;di) on
Ii are generated from certain local Descartes systems Vi=(vi;1; : : : ; vi;ni) on [xi; xi+1] with 06 ni6di

and certain global weight functions w1; : : : ; wp ∈Cp−i[a; b] by integration:

ui;1(x) = w1(x);

ui; j(x) =

{
w1(x)hj−1(x; xi;w2; : : : ; wj); j = 2; : : : ; pi := di − ni;

w1(x)hpi(x; xi;w2; : : : ; wpi ; vi; j−pi); j = pi + 1; : : : ; di:
(5)

Here,

h0(x; c) := 1;

hm(x; c;w1; : : : ; wm) :=
∫ x

c
w1(t)hm−1(t; c;w2; : : : ; wm) dt;

p := maxi pi and pi := max{�i; �i+1}:

Moreover, Sommer and StrauM [15] have proved that their B-splines form a weak Descartes system.
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There seems to be no obvious relations between the generalized spline spaces generated according
to (1) by local ECT-systems on one side or by integrated local Descartes systems on the other side,
apart from the following trivial two:

(i) If ni = 0 for all i then the generalized splines introduced by Sommer and StrauM reduce to
generalized Chebyshevian splines just mentioned.

(ii) If additionally it is assumed that every local ECT-system (s(i)1 ; : : : ; s(i)di
) on [xi; xi+1] forms a

Descartes system then with pi = 0, i.e., di = ni the generalized splines according to (1) are
particular splines as constructed by Sommer and StrauM [15]. But then necessarily �i =0 for all
i, i.e., we are in the case that there are no smoothness conditions at all.

Following work done by Schumaker [14], N.urnberger et al. [12,13] and Sommer and StrauM
[15], Freyburger in his thesis [4] has considered generalized spline spaces as de7ned by (1) where
the local spaces Si = span(ui;1; : : : ; ui;di) on OI i are generated from certain local Chebyshev systems
Vi = (vi;1; : : : ; vi;ni) ⊂ C( OI i;R) according to (5) where the global weight functions w1; : : : ; wp are
replaced by local ones wi;1; : : : ; wi;pi . For systems (ui;1; : : : ; ui;di) generated this way he has proved
a generalization of the Budan-Fourier Theorem for ECT-systems (cf. [14], Theorem 9.12) and used
it to derive a zero count for generalized splines. This, in turn, leads immediately to interpolation
properties of the generalized spline spaces with respect to Lagrange interpolation, i.e., interpolation
at simple nodes. For ni = 0 for all i here our generalized splines are subsumed.

In this paper we discuss interpolation properties of generalized splines as in (1) with respect to
Hermite-type interpolation at suitable nodes. In our approach we extend the method due to Jetter
et al. [5] to count the zeros of polynomial splines to generalized splines, and we use it to 7nd
generalized spline spaces allowing Hermite-type interpolation at suitable nodes. Such spaces are
called interpolation spaces or IP-spaces for short. We are going to show that for them construction
of local support bases is possible. By suitably modifying the latter also a basis of S�

[a;b] consisting
of nonnegative functions having minimal compact supports normalized to yield a partition of unity
is possible.

2. A zero count for generalized splines

If

s=
k∑

i=0

di∑
j=1

c(i)j · s(i)j ∈ S�
[a;b] (6)

then an interval [xp; xq] ⊂ [a; b] whose endpoints are knots is called a support interval of s iE

(i) [xp; xq] ⊂ supp s,
(ii) s|Ip−1 ≡ 0 if p¿ 0 and s|Iq ≡ 0 if q¡k + 1.

If [xp; xq] is a support interval of s and if %∈ (xp; xq), then there are integers l¿ 0 and i; p¡ i6 q
such that precisely one of the following conditions holds:

(Na) %∈ (xi−1; xi) is not a knot and

D0s(%) = D1s(%) = · · ·= Dl−1s(%) = 0 
= Dls(%):
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(Nb) %= xi 
= xq is a knot and

D0s(%) = · · ·= Dl−1s(%) = 0 
= Dl
−s(%)

or

D0s(%) = · · ·= Dl−1s(%) = 0 
= Dl
+s(%)

and

Dl
−s(%) · Dl

+s(%)¿ 0:

(Nc) %= xi 
= xq is a knot and

D0s(%) = · · ·= Dl−2s(%) = 0 and Dl−1
− s(%) · Dl−1

+ s(%)¡ 0:

Here, by convention conditions D0s; : : : ; D&s with a negative integer & are void. If l¿ 1 then %
is called a zero of s of multiplicity l. A zero % of s of type (Nc) of multiplicity l = 1 is called
discontinuous, all others are called continuous.

Lemma 2.1. Let (u1; : : : ; un) be an ECT-system on [�; �] in canonical form (2) with associated lin-
ear di;erential operators (3). Then for every u∈ span {u1; : : : ; un} and every %∈ [�; �] the following
assertions hold:

(i) D0u(%) = D1u(%) = · · ·= Dju(%) = 0 ⇔ L0u(%) = L1u(%) = · · ·= Lju(%) = 0.
(ii) If % is a zero of u of multiplicity l then there exists a neighbourhood N (%) of % (one sided

if %= � or �), such that Llu and Dlu have the same sign in N (%).
(iii) % is a zero of u of multiplicity l i;

L0u(%) = L1u(%) = · · ·= Ll−1u(%) = 0 
= Llu(%):

Proof. Lemma 2.1 is easily proved by induction using Leibniz’ rule, cf. [14, p. 365].

On a generalized spline space S�
[a;b] we de7ne d := maxi=0; :::; k di and diEerential operators Lj by

LjS�
[a;b] := {Ljs: s∈ S�

[a;b] and Ljs|Ii = Lj
i s j = 0; : : : ; d}: (7)

Here L1
i ; : : : ; L

di
i are the linear diEerential operators associated with a Si underlying ECT-system

'(i) := (s(i)1 ; : : : ; s(i)di
) on Ii and Lj

i s :≡ 0 for di6 j. Then as an immediate consequence of Lemma
2.1 we have

Lemma 2.2. % is a zero of s∈ S�
[a;b] of multiplicity l i; precisely one of the conditions (Na); (Nb)

or (Nc) holds where the operators Dj are replaced by the operators Lj.

Lemma 2.3. Suppose s∈ S�
[a;b]\{0}.

(i) If %∈ [xi; xi+1] is a zero of s of multiplicity l+ 1 at least, then Ll
i s 
≡ 0.
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(ii) Let xp6 c¡d6 xq and limx↓c Lls(x)=limx↑d Lls(x)=0. Then there exists %∈ (c; d), such that
either
(a) % is a zero of Ll+1s with sign change and not a zero of Lls or
(b) % is a discontinuous zero of Lls, and Ll+1s has no sign change at %.

Proof. (i) If on Ii Lls = Ll
i (
∑di

j=1 c(i)j s(i)j ) ≡ 0, then c(i)j = 0 for j = l + 1; : : : ; di since the lth

reduced system of the ECT-system (s(i)1 ; : : : ; s(i)di
) again is an ECT-system. Hence, Ll−1

i s=c(i)l Ll−1
i s(i)l =

c(i)l s(i)l−1;1 = c(i)l w(i)
l . Since in any of the cases (Na), (Nb), (Nc) % also is a continuous zero of Ll−1

i s

we must have c(i)l = 0, that is Ll−1s ≡ 0. Proceeding this way we 7nally get s ≡ 0, a contradiction.
(ii) It is suGcient to prove the assertion for l = 0 since Lls again is a spline. We may suppose

that the interval (c; d) is suGciently small such that it does not contain a continuous zero of s. For
suGciently small h¿ 0 by Lemma 2.1 s(c+h)Ls(c+h)¿ 0 and s(d−h)Ls(d−h)¡ 0. Therefore, s
and Ls do not have the same number of sign changes in (c; d). Hence, there is a 7rst point %∈ (c; d)
where either s or Ls changes sign. Since % is not a continuous zero of s, we must have either (a)
or (b).

Remark. In other words, Lemma 2.3 (i) tells that a zero % of multiplicity l+1 of a spline s belongs
to the supports of all ECT-derivatives of s up to order l. Moreover, if % is a continuous zero of Ljs
then %∈ suppLj+1s, by de7nition.

Let d := maxi=p; :::; q−1di and for j=0; : : : ; d−1 let lj be the number of support intervals I ( j)1 ; : : : ; I ( j)lj

of Ljs in a support interval [xp; xq] of s. Clearly, l0 = 1. De7ne

M := {(x; y)∈R2: there exists j∈{0; : : : ; d− 1};
such that x∈ suppLjs and 06y6 j}

and

L(M) : =
d−1∑
j=1

lj:

Denote by d̃i =max{j : c(i)j 
= 0; j= 1; : : : ; di} the order of the spline (6) in [xi; xi+1]. As usual, y+

denotes the positive part of a real y.

Lemma 2.4. If [xp; xq] is a support interval of a spline (6) then

L(M) = d̃p − 1 +
q−2∑
i=p

(d̃i+1 − d̃i)+ = d̃q−1 − 1 +
q−2∑
i=p

(d̃i − d̃i+1)+:

Proof. Setting for i = p; : : : ; q− 2

)i; j =

{
1 if (i = p and d̃p ¿ j) or (d̃i6 j and d̃i+1 ¿j);

0 else
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then L(M)=
∑d−1

j=1

∑q−2
i=p )i; j. There are two ways to count the support intervals of the ECT deriva-

tives of s. Counting them from left to right yields the 7rst formula and counting them from right to
left the second.

Remark. Addition of the two expressions of L(M) given in Lemma 2.4 yields

2L(M) = d̃p + d̃q−1 − 2 +
q−2∑
i=p

|d̃i+1 − d̃i|

which is the length of the y-boundary of the set M.

De!nition. Let [xp; xq] be a support interval of a spline (6). If p6 i6 q and j∈N0, a point
(xi; j)∈M is called singular iE xi ∈ suppLjs and there exists k; 06 k6 j, such that sign Lk

i−1s(xi−) 
=
sign Lk

i s(xi+). By ) we denote the number of singular points of s in [xp; xq].

Using these concepts it is not hard to see that the zero count for polynomial splines due to Jetter
et al. [5], see also [8, p. 157E] carries over to generalized splines:

Theorem 2.5. Let [xp; xq] be a support interval of a generalized spline s∈ S�
[a;b]. Then the number

of zeros of s in [xp; xq] counting multiplicities is

Z(s; (xp; xq))6 ) − L(M)− 2:

For polynomial splines the estimate of Theorem 2.5 has the immediate consequence

Z(s; (xp; xq))6
q−1∑
i=p

di −
q∑

i=p

�i − 1: (8)

Does (8) carry over to generalized splines? In general, the answer is: no! A counterexample can be
found in [2, p. 25]. Only under certain conditions on the weight functions of the ECT-systems in
neighbouring knot intervals we can prove the estimate (8) to hold for generalized splines.

Theorem 2.6. Let [xp; xq] be a support interval of a generalized spline s∈ S�
[a;b]. Under the assump-

tion

sign Lj
i−1s(xi−) = sign Lj

i s(xi+) for i = p+ 1; : : : ; q− 1 and j = 0; : : : ; �i − 1 (9)

there holds (8). Here �0 := 0 if xp = x0 = a and �k+1 := 0 if xq = xk+1 = b.

Proof. In view of (9) since Ljs(xi) = 0 for j¿max{d̃i−1; d̃i} only the points (xi; �i); : : : ;
(xi;max{d̃i−1; d̃i} − 1) or the points (xp; �p); : : : ; (xp; d̃p − 1), (xq; �q); : : : ; (xq; d̃q−1 − 1) might be
singular. Since [xp; xq] is a support interval of s we have Ljs(xp) = 0 for j = 0; : : : ; �p − 1, but
Ld̃ps(xp) 
= 0 whence d̃p¿ �p. Similarly, d̃q−1¿ �q follows. (It should be noticed that a similar
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estimate for the inner knots does not hold necessarily.) Therefore,

)6 d̃p − �p + d̃q−1 − �q +
q−2∑
i=p

(max{d̃i; d̃i+1} − �i+1)+︸ ︷︷ ︸
=: K

: (10)

Now

K =
q−2∑
i=p

max{d̃i; d̃i+1} −
q−2∑
i=p

�i+1 +
q−2∑
i=p

(�i+1 −max{d̃i; d̃i+1})+

=
q−2∑
i=p

d̃i +
q−2∑
i=p

(d̃i+1 − d̃i)+ −
q−1∑

i=p+1

�i +
q−2∑
i=p

(�i+1 −max{d̃i; d̃i+1})+:

By inserting this into (10)

)6 d̃p +
q−1∑
i=p

d̃i +
q−2∑
i=p

(d̃i+1 − d̃i)+ −
q∑

i=p

�i +
q−2∑
i=p

(�i+1 −max{d̃i; d̃i+1})+

is obtained. It remains to show that

d̃i + (�i+1 −max{d̃i; d̃i+1})+6di; i = p; : : : ; q− 2:

When for some i �i+16max{d̃i; d̃i+1} this holds trivially true. When �i+1 ¿max{d̃i; d̃i+1} then
d̃i + (�i+1 − max{d̃i; d̃i+1})+ = d̃i + �i+1 − max{d̃i; d̃i+1}6 d̃i + �i+1 − d̃i = �i+1 ¡di. Now (8)
follows by inserting this bound for ) and the 7rst equation for L(M) of Lemma 2.4 into the estimate
of Theorem 2.5.

For (9) to hold for all s∈ S�
[a;b] Freyburger [4, pp. 39–43] has given an equivalent condition in

terms of the weight functions of the ECT-systems in neighboured knot intervals.

Lemma 2.7. The following assertions are equivalent:

(i) For all s∈ S�
[a;b]

sign Ll
i−1s(xi−) = sign Ll

i s(xi+) for i = 1; : : : ; k and l= 0; : : : ; �i − 1:

(ii) For i = 1; : : : ; k and j = 1; : : : ; �i − 1 there exist positive constants Ki;j, such that

Dl
−w(i−1)

j (xi) = Ki;jDl
+w

(i)
j (xi); l= 0; : : : ; �i − j:

Remarks.

(i) The assertions of Lemma 2.7 hold trivially if one ECT-system on [a; b] is “cut into pieces”, i.e.,
if the global weight functions wj on [a; b] de7ne the “local weight functions” w(i)

j for i=0; : : : ; k
by restriction

w(i)
j := wj|Ii ; j = 1; : : : ; di:
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Generalized splines generated this way in [13] are called generalized Chebyshevian splines.
In particular, this holds true for polynomial splines where the global weight functions wj are
positive constants.

(ii) The assertions of Lemma 2.7 hold true also in case that the ECT-systems in neighboured
knot intervals are constructed from the same weight functions where only the last two weight
functions may be chosen diEerently for the two systems. For instance, if

Si = span(1; x; : : : ; xd−3; e�ix; e�ix)

with real and distinct �i; �i and �i = d − 1 for all i then Lemma 2.7 holds, for Si is an
ECT-space on OI i with weights w(i)

1 = · · ·=w(i)
d−2 = 1; w(i)

d−1(x) = e�ix; w(i)
d (x) = e(�i−�i)x. Choosing

d=4; �i =−�i 
= 0 and �i =3 for all i S�
[a;b] is the space of splines in tension (cf. [1, p. 264])

where the tension parameter �i may be chosen diEerently in each knot interval. We remark that
also the local spaces

Si = span (1; x; : : : ; xr0 ; e/1x; xe/1x; : : : ; xr1e/1x; : : : e/mx; : : : ; xrme/mx; e�ix; e�ix); x∈ OI i

with r0¿ 0,
∑m

l=0 (rl +1)= d− 2, and /1; : : : ; /m; �i; �i real and pairwise distinct and /1; : : : ; /m
independent of i 7t into our approach.

Another generalized spline space with Lemma 2.7 valid is generated by local Cauchy–
Vandermonde spaces

Si = span
(
1; x; : : : ; xd−3;

1
x − xi + 0

;
1

x − xi+1 − 0

)
with 0¿ 0; d¿ 3 and �i = d − 1 for all i. It will be shown below that all these spaces and
even the more general local spaces

Si = span
(
1; x; : : : ; xr0−1;

1
x − p1

; : : : ;
1

(x − p1)r1
; : : : ;

1
x − pm

; : : : ;
1

(x − pm)rm
;

1
x − xi + 0

;
1

x − xi+1 − 0

)
; x∈ OI i

where r0¿ 1,
∑m

l=0 rl = d− 2 and p1; : : : ; pm are real, pairwise distinct, independent of i and
outside [a; b] admit a basis of B-splines normalized to form a nonnegative partition of unity.
Rational B-splines with prescribed poles are investigated in some detail in [3].

(iii) The validity of the assertions of Lemma 2.7 is suGcient for Theorem 2.6 to hold but not
necessary. This is shown by an example, see [2, p. 28] and also [10].

(iv) If the assertions of Lemma 2.7 hold then S�
[a;b] is a weak Chebyshev space. In particular, all

examples of generalized spline spaces mentioned in remark (ii) are weak Chebyshev spaces
and the B-splines to be constructed in Section 4 form a weak Chebyshev system.

3. Interpolation by generalized splines

It is well known that Chebyshevian splines [7] and also generalized Chebyshevian splines [12] can
be used to solve interpolation problems of Hermite type provided the interpolation points (“nodes”)
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and the knots interlace properly. There is a simple description of this interlacing property. Modify the
knot sequence (xi)k+1

i=0 to knot sequences y := (yj)�j=1 and z := (zj)�j=1 which are weakly increasing
both and where in the sequence y the knot x0 has multiplicity d0 and for i = 1; : : : ; k each knot
xi is repeated precisely (di − �i)times. Similarly, in the sequence z the knot xk+1 has multiplicity
dk and for i = 1; : : : ; k each knot xi; is repeated precisely (di−1 − �i)times. The sequences y and z
correspond to the two ways to calculate the dimension � of the space S�

[a;b] as done in the second
proof of Theorem 1.1. They are used to de7ne intervals

Mi :=




[a; zi) for i = 1; : : : ; d0;

(yi; zi) for i = d0 + 1; : : : ; �− dk

(yi; b] for i = �− dk + 1; : : : ; �:

Consider nodes

2 := (21; : : : ; 2�);

where

a6 216 · · ·6 2�6 b (11)

which are not necessarily distinct from the knots xj but are restricted by the natural accumulation
condition that

&i6 �j if 2i = xj; j = 1; : : : ; k (12)

&i denoting the multiplicity of 2i in 2. We say that the nodes (3) have the interlacing property with
respect to the knots (xi)k+1

i=0 provided

2i ∈Mi; i = 1; : : : ; �: (13)

With these concepts the proof of Karlin and Ziegler [7] carries over to generalized spline spaces in
the form

Theorem 3.1. Let S�
[a;b] be a space of generalized splines such that the zero count (8) holds. If 2

is a system of nodes satisfying the accumulation condition (12) then every interpolation problem
for 2
given a su?ciently smooth function f, @nd s∈ S�

[a;b] such that

D3is(2i) = D3if(2i); i = 1; : : : ; � where 3i := max{l : 2i = 2i−1 = · · ·= 2i−l}
has a unique solution in S�

[a;b] i; 2 has the interlacing property (13) with respect to the knots of
S�
[a;b].

Generalized spline spaces S�
[a;b] are called interpolation spaces or IP-spaces provided for them

Theorem 3.1 holds. For such spaces construction of local support bases is possible via interpolation.
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4. Construction of local support bases for generalized spline spaces

In order to construct B-splines we need an extension of the knot sequence 5 = (xi)k+1
i=0 and we

need auxiliary ECT-spaces. Let us assume x0 = a∈R and xk+1 = b∈R. Then we extend 5 to a knot
sequence 5̃= (xi)

k+dk
−d0+1 with −∞¡x−d0+1 ¡ · · ·¡x−1 ¡x0 ¡ · · ·¡xk ¡xk+1 ¡ · · ·¡xk+dk ¡∞.

For simplicity, we assume that '(0) = (s(0)1 ; : : : ; s(0)d0
) is an ECT-system on [x−d0+1; x1] with corre-

sponding weight functions w(0)
j (j=1; : : : ; d0) de7ned on [x−d0+1; x1] and that '(k) = (s(k)1 ; : : : ; s(k)dk

) is

an ECT-system on [xk ; xk+dk ] with weight functions w(k)
j (j = 1; : : : ; k) de7ned on that interval. We

are going to use the ECT-spaces

Si := span{s(i)1 ; : : : ; s(i)di
}; s(i)j ∈Cdi−1( OI i;R);

where

s(i)j :=




s(0)j | OI i ; i =−d0 + 1; : : : ; 0; di = d0; j = 1; : : : ; d0;

s(i)j ; i = 1; : : : ; k − 1; j = 1; : : : ; di;

s(k)j | OI i i = k; : : : ; k + dk − 1; di = dk; j = 1; : : : ; dk :

Assuming the conditions of remark (ii) to Lemma 2.7 then S�
[a;b] is an IP-space as well as S�

[x−d0+1 ;xk+dk ]
.

We do need

Lemma 4.1. Let B be a basis of the generalized spline space S�
[a;b] having the property that for

some i∈{0; : : : ; k} precisely di elements of B are nonzero on Ii where

B|(xi ;xi+1) := {b∈B: supp b ∩ (xi; xi+1) 
= ∅} =: {si;1; : : : ; si;di}:
Then {si;1|Ii ; : : : ; si;di |Ii} is a basis of Si.

Proof. Let f∈ Si be arbitrary. We may extend f to [a; b] as a function f̂∈ S�
[a;b] as is clear from

the 7rst proof of Theorem 1.1. Represent f̂ in the basis B as f̂ =
∑

b∈B cb · b. Restriction of this
representation to Ii gives

f̂|Ii = f =
di∑
j=1

ci; j · si; j ; ci; j := csi; j ;

where (ci; j)
di
j=1 is uniquely determined by f̂. Thus, si;1; : : : ; si;di generate Si. Therefore they must be

a basis of this space.

For simplicity reasons in this and the next section we assume that all local spaces Si have the
same dimension di = d; i =−d+ 1; : : : ; k + d− 1, and that �i = d− 1; i =−d+ 2; : : : ; k + d− 1,
i.e., we are considering generalized splines having maximal smoothness order Cd−2 at all knots. By
Smax
[a;b] we denote the space S�

[a;b] with di=d¿ 2; i=0; : : : ; k; �=(d−1; : : : ; d−1) and by S�
[x−d+1 ;xk+d]

we denote its extension described above.
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Theorem 4.2. Under the above assumptions suppose that p∈{−d + 1; : : : ; k}. Then the following
assertions hold:

(i) There exists a spline sp ∈ Smax
[x−d+1 ;xk+d] with supp sp = [xp; xp+d], which can be extended onto the

real line as a Cd−2-function.
(ii) sp has no zero in (xp; xp+d).
(iii) sp is determined uniquely up to a nonzero constant factor by properties (i) and (ii).
(iv) B= {s−d+1|[a;b]; : : : ; sk |[a;b]} is a basis of Smax

[a;b] of splines having compact supports.
(v) There is no spline s∈ Smax

[x−d+1 ;xk+d] with a support interval being the union of only d − 1 knot
intervals.

(vi) B is left and right sided.

Proof. By assumption, all spline spaces involved are IP-spaces. Consider the spline space S∗ :=
Smax
[x−d+1 ;xd+k ]. Its dimension is �∗ =3(d− 1)+ k +1. For any p∈{−d+1; : : : ; k} let x′ ∈ (xp; xp+d) be

arbitrary. Then the system of nodes

2∗ :=


x−d+1; x−d+2; : : : ; xp−1; xp; : : : ; xp︸ ︷︷ ︸

d−1

; x′; xp+d; : : : ; xp+d︸ ︷︷ ︸
d−1

; xp+d+1; : : : ; xk+d




has the accumulation and interlacing properties with respect to the knot system of S∗. Hence the
interpolation problem

7nd sp ∈ S∗ such that

sp(xi) = 0 for i =−d+ 1; : : : ; p− 1 and i = p+ d+ 1; : : : ; d+ k;

sp(x′) = 1;

Djsp(xp) = 0 for j = 0; : : : ; d− 2;

Djsp(xp+d) = 0 for j = 0; : : : ; d− 2

has a unique solution. Since sp has the maximal number �∗ − 1 of zeros a nontrivial spline from
S∗ can have, sp has no further zeros in (xp; xp+d). Moreover, supp sp = [xp; xp+d] since otherwise
there would be in S∗ a nontrivial solution of the homogeneous interpolation problem s|2∗ = 0, a
contradiction.

Now, for any nonzero constant factor � the spline �sp has the properties (i) and (ii).
To prove (iii) assume that s∈ S∗ is any spline having the properties (i) and (ii). Then there exist

%∈ (xp; xp+d) and � 
= 0 such that s(%) = asp(%). This implies that the spline s − � · sp ∈ S∗ would
have the zero %. According to Theorem 3.1 s− �sp must be the zero function.

To prove (iv) we will show that {s−d+1|[a;b]; : : : ; sk |[a;b]} is a basis of Smax
[a;b]. By assumption, all

knots x1; : : : ; xk are simple and Dlsi(xi) = 0 for l = 0; : : : ; d − 2. Therefore, si|[xi ;xi+1] 
≡ 0 is a basis
of the one-dimensional subspace of Si as constructed in the second proof of Theorem 1.1 where a
left-sided basis of S�

[a;b] has been constructed in analogy to the truncated powers.
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By construction si|[a;b] ∈ Smax
[a;b] for i=−d+1; : : : ; k. It remains to show that {s−d+1|[x0 ;x1]; : : : ; s0|[x0 ;x1]}

is a basis of S0. Extend 5̂ once more to 5̃= (xi)k+d
i=−d with x−d ¡x−d+1 and S�

[x−d+1 ;xk+d] to S�
[x−d;xk+d]

where we assume that also S−d = span{s(−d)
1 ; : : : ; s(−d)

d } ⊂ Cd−1( OI−d;R) with s(−d)
j = s(0)j | OI−d

(j =

1; : : : ; d) (s(0)1 ; : : : ; s(0)d ) being an ECT-system on [x−d; x1]. Then Smax
[x−d;x1] is an IP-space of dimension

2d− 1. Take any point x′ ∈ (x−d; x0), then the nodes

x−d; : : : ; x−d︸ ︷︷ ︸
d−1

; x′; x0; : : : ; x0︸ ︷︷ ︸
d−1

have the accumulation and the interlacing properties with respect to the knots of Smax
[x−d;x0]. Hence, for

l= 1; : : : ; d the interpolation problem
7nd Fl ∈ Smax

[x−d;x0] such that

DjFl(x−d) = Djs(−d)
l (x−d) for j = 0; : : : ; d− 2;

Fl(x′) = 1;

DjFl(x0) = 0 for j = 0; : : : ; d− 2

has a unique solution. For m= 1; : : : ; d let

Gm : [x−d; x1] → R; x 	→
{

Fm(x) for x−d6 x¡x0;

0 for x06 x6 x1

and for m=−d+ 1; : : : ; 0 let

Gm : [x−d; x1] → R; x 	→
{
0 for x−d6 x¡xm;

sm(x) for xm6 x6 x1:

Clearly, Gm ∈ Smax
[x−d;x1] for m=−d+1; : : : ; d since by construction Gm ∈Cd−2 at all inner knots of 5̃.

Moreover, (Gm)dm=−d+1 is a basis of the space Smax
[x−d;x1]. According to the second proof of Theorem 1.1

adapted to Smax
[x−d;x1] it remains to show that G1; : : : ; Gm are linearly independent on OI−d=[x−d; x−d+1].

Assume that
d∑

l=0

cmFm(x) ≡ 0 in OI−d: (14)

We have to show cm = 0 for all m. Taking the ECT-system s(−d)
1 ; : : : ; s(−d)

d in canonical form with
respect to c = x−d by inserting x = x−d into (14) we 7nd c1 = 0. By applying L1

−d to (14) and
inserting again x=x−d we 7nd c2 =0. Continuing this way we 7nd from the interpolation conditions
of Fl at x−d that c1 = c2 = · · ·= cd−1 = 0, hence cdFd(x) ≡ 0 in OI−d. To complete the proof observe
that Fd cannot be the zero function in OId. If it were then [x−d+1; x0] would be a support interval of
the spline Fd contradicting (v) which we are going to prove next. Since precisely the d functions
G−d+1; : : : ; G0 are nonzero on [x0; x1] being there identical with s−d+1; : : : ; s0, correspondingly, it
follows from Lemma 4.1 that {s−d+1|[x0 ;x1]; : : : ; s0|[x0 ;x1]} is a basis of S0.
To prove (v) observe that any spline s∈ Smax

[a;b] with supp s smaller than [xi; xi+d], say with supp s=
[xi; xi+d−1] for some i∈{−d+2; : : : ; k} must be the zero function. Indeed, it satis7es the homogeneous
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interpolation conditions with nodes

x−d+1; : : : ; xi−1; xi; : : : ; xi︸ ︷︷ ︸
d−1

; xi+d−1; : : : ; xi+d−1︸ ︷︷ ︸
d−1

; xi+d; : : : ; xk+d

having the accumulation and the interlacing properties with respect to the knots of Smax
[x−d+1 ;xk+d].

Assertion (vi) holds by construction of B.

We call the basic functions sp; p=−d+1; : : : ; k of Theorem 4.2 each being uniquely determined
up to a nonzero constant factor B-splines.

Corollary 4.3. Under the assumptions of Theorem 4.2 if B= {si: i=−d+1; : : : ; k} is a system of
functions having supports supp si = [xi; xi+d] then B|[a;b] is a basis of Smax

[a;b] provided B ⊂ Smax
[x−d+1 ;xk+d].

Next we want to normalize the basic functions by one or the other of the two conditions:

(i) every B-spline has integral equal to one over the real line;
(ii) the B-splines form a partition of unity on [a; b].

For condition (ii) it is necessary that the constant function 1 belongs to every ECT-system. This
is guaranteed by the assumption that the 7rst weight function of every ECT-system is the constant
function 1.

Lemma 4.3. For i = −d + 1; : : : ; k + d − 1 let all ECT-systems '(i) on [xi; xi+1] have dimension
d and the @rst weight function w(i)

1 ≡ 1. Suppose that the assumptions of remark (ii) to Lemma
2.7 hold such that Smax

[a;b] is an IP-space. If B = {s−d+1; : : : ; sk} is a B-spline basis as described in
Theorem 4.2, then the spline s0 ≡ 1∈ Smax

[a;b] belongs to no subspace generated by a proper subset
of B.

Proof. It is easily seen that the assertion holds true for d = 1; 2 and every k¿ 0. Therefore let
d¿ 3. Suppose now that i0 ∈{−d+ 1; : : : ; k} and that

k∑
i=−d+1

i �=i0

3isi(x) ≡ 1 for x06 x6 xk+1: (15)

We are going to show that this assumption leads to a contradiction. By applying the diEerential
operator L1 = D to both sides of this equation we get the identity

k∑
i=−d+1

i �=i0

3iL1si(x) ≡ 0 for x06 x6 xk+1:

Consider 7rst the case i0¿ 0 and the interval Ii0 . Then

zi0(x) :=
i0−1∑

i=i0−d+1

3iL1si(x) ≡ 0 for xi0 6 x6 xi0+1 (16)
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since all other B-splines vanish on Ii0 . If not all coeGcients in (16) are zero then zi0 ∈L1Smax
[a;b] has

support contained in [xi0−d+1; xi0 ] ∪ [xi0+1; xi0+d−1]. Since L1Smax
[a;b] again is an IP-space whose local

ECT-spaces have dimension d−1 each, zi0 must vanish on [xi0+1; xi0+d−1] since according to Theorem
4.2 (v) this interval is too short to be a support interval of a spline from L1Smax

[a;b]. On the other side,
zi0 must be a constant multiple of the B-spline of the space L1Smax

[a;b] having support [xi0−d+1; xi0 ].
Obviously, this constant factor must be 0. Consequently, zi0 is the zero function on R. From the
fundamental Theorem of calculus we get∫ x

−∞
zi0(t) dt =

i0−1∑
i=i0−d+1

3i

∫ x

−∞
L1si(t) dt =

i0−1∑
i=i0−d+1

3isi(x) =
∑

i=−d+1
i �=i0

3isi(x) ≡ 0

for xi0 6 x6 xi0+1 contradicting (15).
Consider next the case i0 ¡ 0 and the interval I0. This case similarly leads to a contradiction.

Since all cases for i0 are covered, the proof is complete.

The following notation will be useful. For i =−d+ 1; : : : ; k and j¿ i let

V j
i :=




V i
+ 0 · · · 0

V i+1
− −V i+1

+ 0

0 V i+2
− −V i+2

+ 0

...
. . . . . . . . . . . .

...

0 V j−2
− −V j−2

+ 0

0 V j−1
− −V j−1

+

0 · · · 0 V j
−




and

Ji :=
(∫ xi+1

xi

s(i)1 (x) dx; : : : ;
∫ xi+1

xi

s(i)d (x) dx
)

:

Here, V l
+ resp. V l− are the Wronskian matrices introduced in the proof of Theorem 1.1 and

s(i)j (j = 1; : : : ; d) is the basic ECT-system on [xi; xi+1]. By V j
J; i we denote the matrix obtained by

rendering V j
i below by the row vector (Ji; Ji+1; : : : ; Jj−1)∈Rd( j−i). Observe that V i+d

J; i ∈Rd2×d2
.

Theorem 4.4. For i = −d + 1; : : : ; k + d − 1 let all ECT-systems '(i) on [xi; xi+1] have dimension
d. Let Smax

[a;b] be an IP-space such that its extension S∗ := Smax
[x−d+1 ;xk+d] constructed in the proof of

Theorem 4.2 is an IP-space too.
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(i) There are splines {B−d+1; : : : ; Bk} ⊂ S∗ having supports suppBp = [xp; xp+d] such that
(a) {B−d+1|[a;b]; : : : ; Bk |[a;b]} is a basis of Smax

[a;b],
(b) Bp has no zero in (xp; xp+d); p=−d+ 1; : : : ; k,
(c)

∫ xd+k

x−d+1
Bp(x) dx = 1; p=−d+ 1; : : : ; k,

(d)

Bp(x) =
d−1∑
i=0

d∑
j=1

cp+i; js
(p+i)
j ;

where the stack vector of this representation

cp = (cp;1; : : : ; cp;d; cp+1;1; : : : ; cp+1;d; : : : ; cp+d−1;1; : : : ; cp+d−1;d)T

is the unique solution of the linear system

Vp+d
J;p x = (0; : : : ; 0; 1)T: (17)

(ii) If all ECT-systems '(i) on [xi; xi+1] have the @rst weight function w(i)
1 ≡ 1, then there are

splines {N−d+1; : : : ; Nk} ⊂ S∗ having supports suppNp = [xp; xp+d] such that
(a) {N−d+1|[a;b]; : : : ; Nk |[a;b]} is a basis of Smax

[a;b],
(b) Np has no zero in (xp; xp+d); p=−d+ 1; : : : ; k,
(c)

∑k
i=−d+1 Ni(x) = 1, for a6 x6 b,

(d) By choosing any system of nodes 2=(21; : : : ; 2�) in [a; b] having the accumulation and the
interlacing properties with respect to the knots of Smax

[a;b] the interpolation problem

s(2l) =
k∑

i=−d+1

3iBi(2l) = 1; l= 1; : : : ; �

has a unique solution. Here, 3i 
= 0 for all i =−d+ 1; : : : ; k. Then

Ni := 3iBi; i =−d+ 1; : : : ; k:

Proof. (i) follows from Theorem 4.2. Accordingly, for every p=−d+1; : : : ; k there exists a spline
sp which in (xp; xp+d) is positive. Then Bp := (

∫ xp+d

xp
sp(x) dx)−1 · sp (p = −d + 1; : : : ; k) are the

splines satisfying (a), (b) and (c) of Theorem 4.4. Indeed, Bp is uniquely determined by these
conditions. For if there were another spline in S∗ diEerent from Bp having these properties their
nontrivial diEerence must have a zero in (xp; xp+d). According to Theorem 3.1 the diEerence is the
zero function. Clearly, Bp has coeGcient vector cp with respect to the local ECT-systems on the
knot intervals belonging to the support of Bp that solves (17). cp is uniquely determined since Bp
is unique.

To prove (ii) notice that by assumption s= s0 ≡ 1 belongs to Smax
[a;b]. Hence uniquely

s0 =
k∑

i=−d+1

3iBi:

By Lemma 4.3 no coeGcient 3i is zero, hence

Ni := 3iBi; i =−d+ 1; : : : ; k
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are nontrivial and {N−d+1|[a;b]; : : : ; Nk |[a;b]} is a basis of Smax
[a;b] normalized to be a partition of

unity on [a; b]. Since Smax
[a;b] is an IP-space the coeGcients can be determined by interpolation. This

proves (ii).

Remarks.

(i) Theorem 4.4 may be generalized (cf. [2, Section 2.4.2]). A similar result holds also in the more
general case that the dimensions di of the basic ECT-spaces are diEerent and the smoothness
count � is prescribed arbitrarily.

(ii) For a diEerent approach to B-splines for spaces of generalized splines generated from diEerent
local ECT-systems via connection matrices where the natural diEerential operators of the local
ECT-systems are involved we refer to [11].

(iii) As already mentioned the B-splines constructed form a weak Chebyshev system. Indeed, each
local ECT-system '(i) on [xi; xi+1] depends continuously on the knots xi; xi+1 for the local weight
functions may be extended smoothly. Since also generalized B-splines are continuous functions
of their knots, the same arguments as used for the proof of Theorem 4.64 in [14] show that
also the generalized B-splines form a weak Chebyshev system. As a consequence, from this it
follows that the B-splines constructed also form a weak Descartes system (cf. [14, p. 169]).

(iv) It is well known (cf. [9]) that in the particular case of Chebyshevian splines the B-splines
can be computed recursively. In the more general case considered in Theorem 4.4 existence
of B-splines has been proved by showing that the linear system (17) has a unique solution. It
remains an open problem if also in the general case there exists a recurrence relation for the
B-splines. Since the structure of (17) is a particular one at least for particular ECT-systems
existence of a recurrence relation may be expected.
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