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Studies of scene perception have shown that the visual system is particularly sensitive to global proper-
ties such as the overall layout of a scene. Such global properties cannot be computed locally, but rather
require relational analysis over multiple regions. To what extent is observers’ perception of scenes
impaired in the far periphery? We examined the perception of global scene properties (Experiment 1)
and basic-level categories (Experiment 2) presented in the periphery from 10� to 70�. Pairs of scene pho-
tographs were simultaneously presented left and right of fixation for 80 ms on a panoramic screen (5 m
diameter) covering the whole visual field while central fixation was controlled. Observers were
instructed to press a key corresponding to the spatial location left/right of a pre-defined target property
or category. The results show that classification of global scene properties (e.g., naturalness, openness) as
well as basic-level categorization (e.g., forests, highways), while better near the center, were accom-
plished with a performance highly above chance (around 70% correct) in the far periphery even at 70�
eccentricity. The perception of some global properties (e.g., naturalness) was more robust in peripheral
vision than others (e.g., indoor/outdoor) that required a more local analysis. The results are consistent
with studies suggesting that scene gist recognition can be accomplished by the low resolution of periph-
eral vision.

� 2013 Published by Elsevier Ltd.
1. Introduction

Many insights have been made in vision research from the
study of natural scenes. Human perception of real-world scenes
is surprisingly robust, even in the face of limited presentation
time (Greene & Oliva, 2009a; Joubert et al., 2007; Potter, 1976;
Rousselet, Joubert, & Fabre-Thorpe, 2005; Thorpe, Fize, & Marlot,
1996), limited spatial frequency information (Schyns & Oliva,
1994), and limited attentional allocation (Li et al., 2002; but see
Cohen, Alvarez, & Nakayama, 2011; Evans & Treisman, 2005).
These studies typically use relatively small stimuli (<20� of visual
angle) shown on a computer monitor. However, the real-world vi-
sion that we are trying to simulate is immersive, encompassing the
entirety of the visual field. Additionally, it is also known that many
aspects of form perception are substantially impaired in the
periphery, relative to central vision. Indeed, visual acuity is not
uniform across the visual field. The density of cone photoreceptors,
responsible for high-resolution perception, decreases considerably
as eccentricity increases from the fovea. Their number drops to
about 50% at 1.75� from the fovea and to less than 5% at 20� from
the fovea (Curcio, Allen, et al., 1991). Receptor density is also
reduced in peripheral retina. A study from Chui, Song, and Burns
(2008) showed that cone photoreceptor packing density decreases
from 28,000 cells/mm2 to 7000 cells/mm2 from a retinal eccentric-
ity of 0.3–3.4 mm along the superior meridian. Receptive fields are
larger in periphery, leading to loss of spatial resolution, and retino-
topic projection to cortex prioritizes foveal inputs, resulting in a
disproportionately large representation of central retinal locations
in the visual cortex whilst peripheral parts of the retina are less
and less represented on the cortical surface as eccentricity in-
creases (Azzopardi & Cowey, 1996; Duncan & Boynton, 2003;
Popovic & Sjostrand, 2001). In fact, over 30% of primary visual cor-
tex (V1) represents the central 5� of the visual field (Horton & Hoyt,
1991). As a consequence, peripheral vision is far less capable of fine
discrimination, even after its low spatial resolution has been com-
pensated for by increasing size (M-Scaling, Näsänen & O’Leary
1998; Saarinen, Rovamo, & Virsu, 1987), by contrast enhancement
(Mäkelä et al., 2001) or by increasing temporal integration
(Swanson, Pan, & Lee, 2008). Moreover, crowding, a phenomenon
whereby target visibility decreases in the presence of nearby
objects, is more pronounced in the periphery (Leat, Li, & Epp,
1999; Levi, 2008; Pelli, 2008). This has been demonstrated with
letters, digits, bars and gabor stimuli (Bouma, 1970; Kooi et al.,
1994; Strasburger, Harvey, & Rentschler, 1991; see Strasburger,
Rentschler, & Jüttner, 2011 for a review). Contour perception of
gabor elements is impaired at an eccentricity of 6� (May & Hess,
2007) and figure/ground segregation in impaired in peripheral
vision (Thompson et al., 2007).
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However, in everyday life, we are not aware of the limitations in
spatial resolution in peripheral vision because we move our eyes.
Furthermore, certain visual discriminations remain robust in the
periphery: perception of isolated objects (Boucart et al., 2010; Naili,
Despretz, & Boucart, 2006), and even emotion processing (detection
of fearful faces (Bayle et al., 2011; Rigoulot et al., 2011) and judge-
ment of facial attractiveness (Guo, Liu, & Roebuck, 2011)), can be
relatively good in peripheral vision.

The question of the relative contributions of central and periph-
eral vision to natural scene perception has been addressed both in
normally sighted observers and in clinical patients exhibiting
pathologies inducing a visual field loss. Thorpe et al. (2001) exam-
ined performances of young, normally sighted people in object cat-
egorization (detecting an animal in a natural scene) at large
eccentricities. Photographs of natural scenes were randomly pre-
sented on a hemispheric screen from 0� (central) to 75� eccentric-
ity. Surprisingly, they found that object detection accuracy was
above 70% at 60� eccentricity even though participants claimed
to perform the task by guessing. This non-conscious perception
at large eccentricities has been confirmed and extended by Boucart
et al. (2010) who demonstrated implicit recognition (measured by
priming effects) but no explicit recognition (measured by recogni-
tion of previously seen pictures) of colored photographs of objects
at 50� eccentricity whilst both explicit and implicit recognition oc-
curred at 30� eccentricity in normally sighted young observers, as
well as in 4 patients with Stargardt disease (a juvenile maculopa-
thy inducing central vision loss). Larson and Loschky (2009) exam-
ined the contribution of central versus peripheral vision on scene
gist recognition in a verification task (a matching between a word
and a photograph). They presented participants with central pho-
tographs of real world scenes (27 � 27� of visual angle) for
106 ms each. Performance was compared in two conditions: a win-
dow condition showing the central portion of the scene and block-
ing peripheral information, and a scotoma condition blocking out
the central portion and showing only the periphery. The radii of
the window and scotoma were 1�, 5�, 10.8� and 13.6�. Performance
was barely above chance in the 1� window condition suggesting
that foveal vision alone is not sufficient for recognizing scene gist.
Accuracy increased as the radius of the window increased, and
when the overall image areas were equated, peripheral informa-
tion lead to better categorization performance. The authors
suggested that peripheral (and parafoveal vision) is more useful
than high-resolution foveal vision for scene gist recognition.
Velisavljevic and Elder (2008) examined the contribution of low-
level factors (luminance and color statistics) and high level factors
(configural properties) in determining the variation in recognition
across the visual field. A photograph of a scene (31 � 31�) was cen-
trally displayed for 1s and followed by a probe display containing
two smaller image blocks (3.9�): a target derived from the central
or peripheral part of the previous photograph and a distractor from
a random image never seen by the observer. The task was to decide
which of the two image blocks was part of the previous scene. In
this study, a ‘‘configural property’’ was defined as a coherent versus
a scrambled version of each scene. They found that while spatial
coherence increased recognition rates within the central visual
field, the benefit of coherence vanished in the periphery, consistent
with Hess and Dakin’s (1997) account that curvilinear contour
binding mechanisms might operate in the central part of the visual
field, within 10� of the fovea.

Altogether, these results suggest that some scene categorization
tasks can be performed in peripheral vision. However, the spatial
resolution limit of scene perception has had little investigation.
Studies using both natural scenes and laboratory stimuli, in central
vision, have shown that the visual system is particularly sensitive
to the global structure, or overall layout of a stimulus (Greene &
Oliva, 2009a; Kimchi, 1992; Navon, 1977; Oliva & Torralba,
2001). For natural scenes, the global structure involves the overall
space and shape of the scene, such as its degree of openness, the
mean depth of the space, and its degree of expansion. (Greene &
Oliva, 2009a; Oliva & Torralba, 2001). Other types of global proper-
ties describe the type of scene at the superordinate level (e.g., nat-
ural versus urban; Greene & Oliva, 2009b; Joubert et al., 2007).
Such global properties cannot be computed locally, but rather re-
quire relational analysis over multiple regions. To what extent will
observers’ perception of these global properties suffer in the far
periphery?

Experiment 1 examined the perception of a set of global scene
properties such as naturalness, openness, expansion, indoor/out-
door for eccentricities ranging from 10� to 70�. Oliva and Torralba
(2001) showed that global scene properties could be determined
with a high reliability from a diagnostic set of low-level image fea-
tures without invoking grouping operations. If the perception of
global scene properties can be accomplished on a coarse version
of the image, then basic-level scene categorization should also re-
main robust in the low resolution of large eccentricity. For the
same reason, the low resolution of peripheral vision at large eccen-
tricities might be sufficient to categorize some of a scene’s global
properties, allowing basic-level categorization as basic-level scene
categories share global property values (Greene & Oliva, 2009a). On
the other hand, basic-level categorization (rivers/mountains or cit-
ies/skyscrapers), might require more detailed processing of specific
diagnostic features, and therefore be more difficult at large eccen-
tricities. This was assessed in Experiment 2.
2. Experiment 1: Global scene property classification in the
periphery

2.1. Method

2.1.1. Subjects
12 participants (9 females), all right handed, ranging in age

from 22 to 45 took part in the experiment. Participants were mem-
bers of the medical staff of the department of ophthalmology of the
Lille’s university hospital and students in neuroscience. All partic-
ipants had normal or corrected-to-normal vision. A written con-
sent was obtained from all participants.

2.1.2. Stimuli
The stimuli consisted of 400 colored photographs of natural

scenes selected from a large laboratory database that had been pre-
viously ranked by human observers along each of the global scene
properties (Greene & Oliva, 2009a). Four global properties were
examined here: expansion, naturalness, openness, and indoor ver-
sus outdoor, using 100 photographs each (50 for each pole). Exam-
ple images are shown in Fig. 1. The size of each photograph was
20 � 20� of visual angle at a viewing distance of 2.1 m. As contrast
sensitivity rapidly decreases at large eccentricities, especially for
high spatial frequencies (Cannon, 1985), the images were pre-
sented at full contrast. However, no attempts were made to rescale
the images to compensate for acuity loss in the periphery.

2.1.3. Apparatus
The stimuli were displayed by means of three projectors (SONY

CS5) fixed on the ceiling, and connected to a PC computer. Partic-
ipants were seated 2.1 meters from a hemispheric rigid light grey
(68 cd/m2) screen covering 90� eccentricity on each side of the cen-
tral fixation (see Fig. 1). Eye movements were recorded by means
of an infrared camera located on the table in front of the observer
(see Fig. 2), while head position was maintained by a chin rest. The
presentation software (Vision 180) was written by the laboratory
engineer. Participants made responses using a two-button box.



OPENESS EXPANSION

Open closed Expansion              No-expansion

INDOOR/OUTDOOR                                 NATURALNESS

Indoor Outdoor                 Natural                      Urban

Fig. 1. Examples of the four global scene properties used in the experiment. Each property has two poles (shown side by side).

Infrared camera

Fig. 2. The panoramic screen (5 m in diameter) covered 180� of visual field. For each categorization task, two scenes were simultaneously displayed to the left and right of
fixation for 80 ms. Central fixation was controlled by an infrared camera placed in front of the participant.
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2.1.4. Procedure and design
Prior to the beginning of each block, participants were pre-

sented with a pair of scenes that were not used in the experiment
along with a description of the global property target on a piece of
paper. On each trial, following a central fixation cross displayed for
500 ms, a pair of photographs representing both poles of the global
property (e.g., one indoor and one outdoor scene) was simulta-
neously displayed left and right of fixation for 80 ms while the par-
ticipant’s gaze was stable on fixation. There was no backward
masking. To ensure central fixation, eye position was monitored
with an eye tracker. A saccade was detected by the camera if the
eye moved by 3� from fixation. A trial was triggered when fixation
had been stable for 500 ms. The experiment consisted of four
blocks of 96 trials each determined by 2 spatial locations of the tar-
get (left/right), 4 eccentricities (10�, 30�, 50� and 70�, measured
from the center of each scene) and 12 different images randomly
selected for each global property pole. Each block corresponded
to one of the four global scene properties, and the order of blocks
was counterbalanced across participants. Participants performed
a spatial forced choice (left/right) task, indicating whether the left
or right image contained the target global property pole. For each
of the four global properties tested, half of the participants were gi-
ven one pole of the global property as a target (e.g. locate the open
scene), and the other half were given the opposite pole as a target
(locate the closed scene). Odd numbered participants were given
the targets urban, indoor, open and expansion, while even numbered
participants were given the targets natural, outdoor, closed and no
expansion. Participants responded by pressing the left or the right
key depending on the location of the target. There was no specific
instruction regarding speed or accuracy. The four eccentricities
(10�, 30�, 50� and 70�) and the two spatial locations of the target
(left/right) were equally and randomly represented within each
block. Each block lasted about 5–7 min, and the entire session
lasted about 30 min.
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2.2. Results

Analyses of variance, using the software SPSS, were conducted
on the reaction times (RTs) and accuracy. As the condition of nor-
mality was not filled for accuracy, a logarithmic transformation
was applied on the data (log10). The variables were the spatial loca-
tion of the target (left/right of fixation), eccentricity (10�, 30�, 50�
and 70�) the spatial property of the scene (naturalness, openness,
expansion and indoor/outdoor) and the property’s target pole.
The data are presented in Fig. 3.
2.2.1. Accuracy
There was a main effect of the target pole F(1,10) = 1.33, p = 0.27)

(natural: 90.9%, urban: 85.9%, indoor: 68.4%, outdoor: 73.9%, open:
77.3%, closed: 74.1%, expansion: 72.9%, no expansion: 78.1%). Accu-
racy decreased with increased eccentricity (10�: 88.4%, 30�: 84%,
50�: 73.9%, 70�: 64.6%; F(3,33) = 17.15, p < 0.001). Accuracy was sig-
nificantly affected by the target global property (F(3,33) = 27.73,
p < .001). The highest accuracy was observed for naturalness
(88.4%). Averaged over spatial location and eccentricity accuracy
was higher for naturalness than for openness (75.7% t(11) = 11.56,
p < .001), than for expansion (75.5% t(11) = 4.84, p < .001) and than
indoor/outdoor categorization (71.3% t(11) = 4.26, p < .001). All
scene properties were categorized above chance at 70� eccentricity
except for indoor/outdoor for which accuracy did not differ from
chance at 70� (t(11) = 1.76, ns). There was a small, but reliable effect
of spatial location (4.9%), with performance on targets displayed on
the right side of fixation higher than on the left (F(1,11) = 8.8;
p < 0.013). There was no statistically significant interaction (global
property and eccentricity: F(9,90) = 1.33, p = 0.28 ; global property
and spatial location: F(3,30) = 1.02, p = 0.37; eccentricity and spatial
location : F(3,30) = 1.9, p = 0.30; global property, spatial location
and eccentricity: F(9,90) = 0.72, p = 0.49; global property and target
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Fig. 3. Mean reaction times (-A-) and mean percent correct responses (-B-) as a
function of the global scene property (averaged over the two poles of each property)
and eccentricity. The bars represent ±1 standard error of the mean.
pole: F(3,30) = 0.31, p = 0.81; eccentricity and target pole:
F(3,30) = 0.48, p = 0.54; spatial location and target pole:
F(1,10) = 0.28, p = 0.60; global property, eccentricity and target
pole: F(9,90) = 1.9, p = 0.15; global property, spatial location and
target pole: F(3,30) = 1.19, p = 0.32; eccentricity, spatial location
and target pole F(3,30) = 0.41, p = 0.65; global property, spatial loca-
tion, eccentricity and target pole: F(9,90) = 1.7, p = 0.20).

2.2.2. Response times
There was no main effect of the target pole for RTs

F(1,10) = 0.58, p = 0.46) (natural: 665 ms, urban: 693 ms, indoor:
910 ms, outdoor: 912 ms, open: 762 ms, closed: 880 ms, expan-
sion: 941 ms, no expansion: 707 ms). RTs increased significantly
with increased eccentricity (10�: 743 ms, 30�: 774 ms, 50�:
829 ms, 70�: 890 ms; F(3,33) = 18.33; p < .001). RTs were signifi-
cantly affected by the target global property (F(2,33) = 5.81,
p = .003). Averaged over spatial location and eccentricity RTs were
significantly shorter for naturalness than for openness (by 142 ms
t(11) = 2.82, p < .016), than perspective (by 145 ms t(11) = 2.64,
p < .023) and than indoor/outdoor categorization (by 232 ms
t(11) = 6.60, p < .001). RTs did not differ significantly for left and
right targets (right: 804 ms vs left: 818 ms F(1,11) = 2.98,
p = 0.11). There was no significant interaction (global property
and eccentricity: F(9, 90) = 1.14, p = 0.34, global property and spa-
tial location: F(3,30) = 0.74, p = .53, eccentricity and spatial loca-
tion: F(3,30) = 1.92, p = 0.14, global property, eccentricity and
spatial location: F(9,90) = 1.34, p = 0.22; global property and target
pole: F(3,30) = 2.4, p < 0.09; eccentricity and target pole:
F(3,30) = 1.7, p = 0.17; spatial location and target
pole: F(1,10) = 2.03, p = .10; global property, eccentricity and target
pole: F(9,90) = 0.24, p = 0.98; global property, spatial location and
target pole: F(3,30) = 1.13, p = 0.35; eccentricity, spatial location
and target pole F(3,30) = 1.24, p = 0.31; global property, spatial
location, eccentricity and target pole: F(9,90) = 1.38, p = 0.20).

2.3. Discussion

The results show that classification of global scene properties
can be accomplished in the far periphery. The perception of some
global scene properties was more robust in the low resolution of
peripheral vision than others. For naturalness, accuracy was still
around 90% at 50� eccentricity and above 70% at 70�. The ease of
perceiving a scene’s naturalness has been reported in other studies.
Indeed, observers have higher accuracy and faster response times
to classifying a scene as a natural than to manmade environment
(Greene & Oliva, 2009b; Joubert et al., 2007). In contrast, indoor/
outdoor accuracy was above 80% correct at 10� eccentricity and
at chance at 70�. If the diagnostic information to perform the task
is contained in local features, then performance should be im-
paired in peripheral vision as the details conveyed by high spatial
frequencies are processed centrally. This may be the case with the
indoor/outdoor task: wooden tables and chairs are frequently
found indoors in dining rooms while plastic tables and chairs can
be found outdoors on patios. Interestingly, this is similar to the
accuracy fall-off observed by Thorpe et al. (2001) using an object
detection task. Furthermore, Tran et al. (2010) reported that pa-
tients with central vision loss due to age related macular degener-
ation were more impaired in categorizing scenes as indoor versus
outdoor than as natural versus urban, indicating that the higher
resolution of central vision is required to discriminate indoor from
outdoor scenes. Moreover, naturalistic real-world scenes are
known to self-crowd in the far periphery. For instance, To et al.
(2011) examined whether changes in different features (such as
color or shape) were differentially compromised in peripheral
vision with naturalistic images. They found that, even for isolated
peripheral targets, features within an image could crowd one
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another thus reducing performance. Perhaps indoor/outdoor clas-
sification was more affected by internal crowding than the other
global scene properties.

Although a number of scene properties have been studied as
global scene properties, there is no exhaustive list of such proper-
ties. Furthermore, the perceptual availability of global scene prop-
erties varies (Greene & Oliva, 2009b). In this work, we examined
the indoor/outdoor distinction as a potential global scene property,
but unlike the other properties, the chance performance in classi-
fication in the far periphery suggests that the perception of a scene
as being an indoor or outdoor environment requires local analysis.

The results of Experiment 1 have shown that, with the exception
of indoor/outdoor, global scene property classification can be per-
formed accurately in the far periphery. Do human observers utilize
global property information to perform basic-level categorization?
Oliva and Torralba (2006) suggested that a low resolution ‘‘sketch’’
would probably be sufficient to categorize at the superordinate le-
vel but higher resolution analysis could be needed for basic scene
categories such as sea, mountain, river, or highway. Consistent with
this suggestion, Joubert et al. (2007) and Rousselet, Joubert, and
Fabre-Thorpe (2005) showed that observers are faster to classify
scenes as being natural or urban (383–393 ms) than to categorize
them at the basic-level (405–463 ms, see also Larson & Loschky,
2009) in central vision. We expected that, in the far periphery, the
perception of a scene’s basic-level category would be limited by
the perception of its global properties. Specifically, as rapid scene
categorization cannot be predicted from the perception of a single
global property, and thus may require the perception of multiple
diagnostic properties (Greene & Oliva, 2009a), then we would ex-
pect basic-level categorization to be limited by the resolution limits
of global property perception. Therefore, we expect basic-level cat-
egorization to require at least fine resolution as global property
classification. This was assessed in Experiment 2.
3. Experiment 2: Basic level categorization in periphery

3.1. Method

3.1.1. Subjects
12 New observers (8 females) took part in the basic-level cate-

gorization task. All participants were right handed, ranging in age
from 21 to 33. Participants were all students in medicine or phys-
iology. All had normal or corrected-to-normal vision. A written
consent was obtained from all participants.

3.1.2. Stimuli
The stimuli were 1756 colored photographs of natural scenes

chosen from a large laboratory scene database. Six basic-level cat-
egories were represented: three natural (mountains (n = 445 pho-
tos), forests (n = 336) and rivers (n = 302)); and three man-made
(cities (n = 148), highways (n = 323) and skyscrapers (n = 202)).
Examples are shown in Fig. 4. The angular size of each photograph
was 20� � 20� of visual angle at a viewing distance of 2.1 m.

3.1.3. Procedure and design
Participants were tested on six blocks of 96 trials each, consist-

ing of 24 trials (12 with the target on the left and 12 with the target
on the right of fixation) and 4 eccentricities (10�, 30�, 50� and 70�).
In each block, two basic-level categories were paired as target and
distractor. For natural categories, participants were presented with
pairs of: rivers/mountains, forests/rivers and mountains/forests in
three separate blocks. For man-made categories, they were pre-
sented with pairs of skyscrapers/highways, highways/cities and
cities/skyscrapers also in three independent blocks. In each block,
participants were given a single target category. For instance,
odd-numbered participants were given rivers, forests and moun-
tains as targets and even-numbered participants were given moun-
tains, rivers and forests as targets. The same procedure was used
for man-made pairs. Following a central fixation cross displayed
for 500 ms, a pair of photographs was simultaneously displayed
to the left and right of fixation for 80 ms when the gaze was main-
tained on a central fixation. Central fixation was controlled by the
eye tracker. There was no backward masking. The task was to indi-
cate whether the target category was on the right or left side. Re-
sponses were given by pressing the left or the right key
corresponding to the location of the target.
3.2. Results

Analyses of variance, using the software SPSS, were conducted
on RTs and accuracy. When the condition of normality was not
filled (on accuracy), a logarithmic transformation (log10) was ap-
plied on the data and an ANOVA was conducted. The factors were
the spatial location of the target (left/right), the categories of
scenes (rivers, mountains, forests, highways, cities and skyscrap-
ers) and the four eccentricities (10�, 30�, 50� and 70�). The results
are presented in Fig. 5.
3.2.1. Accuracy
No significant main effect of category was observed

(F(5,55) = 1.43, p = 0.22). There was no significant main effect of
the spatial location of the target (F(1,11) = 1.32, p = 0.27) . Accu-
racy decreased with the increase in eccentricity: 10�: 85.1%, 30�:
83.5% , 50�: 80.6% , 70�: 73.2% (F(3,33) = 59.53, p < .001). Eccentric-
ity interacted significantly with category (F(15,165) = 1.83,
p < .035). As can be seen from Fig. 5 the category city was less af-
fected by the increase in eccentricity (chi2 (3) = 3.08, p = 0.37) than
the others (forest (chi2 (3) = 23.41, p < 0.001) mountain (chi2
(3) = 18.34, p < 0.001), river (chi2 (3) = 18.42, p < 0.001), skyscraper
(chi2 (3) = 27.51, p < 0.001) and highway (chi2 (3) = 22.82,
p < 0.001)) for which accuracy decreased with increased eccentric-
ity. No other interaction was statistically significant (category and
spatial location: F(5,55) = 2.15, p < .07; eccentricity and spatial
location F(3,33) = .218, p = 0.88).
3.2.2. Response times
There was no significant main effect of category (F(5,55) = 1.99,

p < .093). Neither was there a significant main effect of the spatial
location of the target (F(1,11) = 0.5, p = 0.2). The effect of eccentric-
ity was significant (F(3,33) = 56.3, p < .001) with an increase in RTs
as eccentricity increased: 10�: 546 ms, 30�: 557 ms , 50�: 594 ms,
70�: 626 ms). There was a significant interaction between category,
spatial location of the target and eccentricity (F(15,165) = 2.5,
p < .002). No other interaction was significant: category and eccen-
tricity (F(5,165) = 1.24, p = 0.24); category and spatial location
(F(5,55) = 1.34, p = 0.26); eccentricity and spatial location
(F(3,33) = 2.51 p = 0.76).
4. Discussion

The results of Experiment 2 demonstrate that basic-level cate-
gorization can be performed in the far periphery, as accuracy was
still at 70% correct at 70� from fixation. Indeed, averaged over
the three natural categories (mountains, rivers and forests) and
the three urban categories (highways, skyscrapers and cities) RTs
were faster (by 100 ms for natural scenes and by 98 ms for urban
scenes) in Experiment 2 than in categorization on global properties
(in Experiment 1), though the two experiments cannot be com-
pared directly as, with a 80 ms exposure time, discrimination
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between expansion/no expansion or open/closed might be more
difficult than between forest and river or highway and skyscraper.

The faster RTs for basic level is consistent with previous studies
on isolated objects displayed centrally showing a response time
advantage for basic level categorization (Palmeri & Gauthier,
2004; Rosch et al., 1976; Tanaka, 2001). This was not necessarily
expected, as studies with scenes as stimuli have reported shorter
RTs for superordinate-level categorization compared to the basic
level (Joubert et al., 2007; Rousselet, Joubert, & Fabre-Thorpe,
2005). Altogether, the results of Experiment 2 indicate that observ-
ers can classify scenes at the basic-level rapidly and accurately,
even in the far periphery.
5. General discussion

Studies of scene perception have shown that scene recognition
is still possible under the impoverished conditions of low spatial
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frequency (Peyrin et al., 2003; Schyns & Oliva, 1994) and very
short exposure time (Greene & Oliva, 2009b; Rousselet, Joubert,
& Fabre-Thorpe, 2005) suggesting that coarse features may capture
the diagnostic image information needed for categorization. Spatial
resolution decreases dramatically from the fovea to the periphery
of the retina. Yet, in two experiments we found that classification
of global scene properties (Experiment 1) as well as basic-level
scene categorization (Experiment 2) were accomplished with a
performance highly above chance (around 70% correct) in the far
periphery at 70�. Our results are consistent with Thorpe et al.
(2001) who reported that participants were able to detect an ani-
mal within a scene above chance at 75� eccentricity. Though our
two-alternative forced choice task was more demanding than the
go/no-go task on single photographs used in the Thorpe et al.
(2001) study, accuracy at 70� eccentricity was in a similar range.
Our results are also consistent with Larson and Loschky’s (2009)
conclusion that scene gist recognition can be accomplished by
peripheral vision and extend their results beyond the 27� eccen-
tricity in their study.

Although scene categorization was still above chance at large
eccentricities (50�, 70�), the highest performance occurred for
scenes presented at smaller eccentricities. This result suggests that,
though low-resolution is sufficient for scene categorization, scene
categorization is aided by higher spatial frequencies, colors and
other features that are available nearer to central vision where
grouping processes may still operate.

The fact that scene categorization was still above chance at an
eccentricity where visual resolution is poor is in agreement with
scene-centered models claiming that scene recognition proceeds
from coarse-to-fine spatial scales (i.e., from holistic descriptors of
scene structure (Greene & Oliva, 2009a) and not only on local ob-
jects). However, not all of the putatively ‘‘global’’ properties tested
in Experiment 1 could be classified in the far periphery. Indeed,
compared to other global properties, accuracy was at chance in
the indoor/outdoor categorization at 70� eccentricity. This in-
door/outdoor categorization likely required finer analysis than dis-
crimination based on natural/urban scenes due to the necessity to
identify objects (to determine whether such objects are found in-
door or outdoor). Peripheral vision could impair the processing of
local information via the increased sensitivity to low spatial fre-
quency information (Hilz & Cavonius, 1974) and increased crowd-
ing (Levi, 2008, 2011; Pelli, 2008; Strasburger, Rentschler, &
Jüttner, 2011).

Numerous studies have shown that the perceptual availability of
basic-level category information is privileged relative to superordi-
nate- or subordinate-level information (e.g., Rosch et al., 1976;
Tanaka, 2001) but exceptions to the primacy of basic-level category
have been reported in studies using scenes as stimuli (Macé et al.,
2009; Murphy & Wisniewski, 1989), possibly because entry-level
categories for scenes have not been systematically established. For
instance, as images in the same category tend to share global prop-
erties (Greene & Oliva, 2009a; Oliva & Torralba, 2001), we cannot
preclude the possibility that basic-level categorization performance
could be based on the perception of diagnostic global properties. In
categorization tasks on photographs of natural scenes, several stud-
ies have reported a processing speed advantage for broadly defined
categories (i.e., natural vs urban scenes) over more basic-level scene
categories (i.e., mountains, forests, beach, Joubert et al., 2007;
Rousselet, Joubert, & Fabre-Thorpe, 2005). In the current experi-
ments, we have demonstrated that both basic-level and global prop-
erty classification can be performed accurately in the far periphery.
However, further studies will be needed to determine whether ba-
sic-level categorization is made possible through the perception of
diagnostic global properties, or by other mechanisms.

Neuroimaging studies have demonstrated that object categories
that engage the analysis of fine details such as faces and words are
associated with central high magnification factor representations
whilst objects whose recognition involves integration of visual
information over large retinal distances are mapped onto more
peripheral low magnification factor representations. For instance,
Levy et al. (2001) examined whether there was a relationship be-
tween the activation in response to faces and buildings at specific
eccentricity distances. Both faces and buildings were presented at
the same location in the visual field (central vs 16� eccentricity).
The results showed that faces were consistently associated with
central visual field bias whilst buildings were associated with
peripheral visual field bias. Based on these findings, Malach, Levy,
et al. (2002; see also Grill-Spector & Malach, 2004) proposed an
organizing principle of human high order object areas that is based
on an orderly layout of visual field eccentricity. Two eccentricity
maps were proposed: a posterior dorsal one (LO) located in lateral
occipital cortex and a ventral anterior one (VOT) in the ventral
occipito-temporal cortex. Objects whose recognition depends on
analysis of fine details are associated with center-biased represen-
tations whereas objects whose recognition entails large-scale inte-
gration will be more peripherally biased (though Jebara et al., 2009
showed that the center-face versus peripheral-building bias is
modulated by task demands).

In line with these studies on humans, animal studies indicate
that the periphery can also be involved to some degree in shape per-
ception (Rosa et al., 2009). Moreover, Palmer and Rosa (2006) found
that the representation of the far periphery in area MT receives spe-
cific connections from parahippocampal and retrosplenial areas,
structures that support scene perception (Epstein, 2008, 2011).
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6. Conclusion

Previous studies suggested that scene gist recognition can be
accomplished with the low resolution of peripheral vision but pho-
tographs were presented within the macular region. Using a pano-
ramic screen covering the whole visual field we demonstrated that
categorization of both global scene properties as well as basic-level
categories can be accomplished with high accuracy (70% correct) at
70� eccentricity.
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