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In this paper we study finite transitive groups G acting on a set Q. The 
results, which are trivial for multiply-transitive groups, directly generalize 
parts of the discussion of rank-3 groups in [4] and [5l. There arc close 
connections with Feit and Higman’s paper [2]. 

For each a EQ let us choose a G,-orbit d(a) # {CZ} so that d(a)8 = d(a”) 
for all a E Sz and g E G. Relative to LI we introduce a distunxe in Q based on 
taking the points of d(u) to be at distance 1 from a (see Section 1). The 
maximum distance we call the diameter of G. A necessary and sufficient 
condition for G to be primitive is that the diameter be finite with respect 
to every d. It is important to note, however, that finiteness of the diameter 
with respect to a single d does not imply primitivity. 

We study the matrix M of intersection numbers of A (defined in Section 4). 
M is irreducible if and only if G has finite diameter with respect to A, and 
in this case the subdegrees and diameter are determined by M. The minimum 
polynomial of M is shown to coincide with that of the incidence matrix A 
of d, and it is shown how to compute the trace of A*, q 3 0, in terms of M. 
This means that if p(x) is a polynomial such that p(M) = 0 and if 0 is a 
root of p(x), then the multiplicity of 0 as an eigenvalue of A is determined 
by M. In case the minimum and characteristic polynomials of M coincide, 
we show that M has simple eigenvalues, from which it follows that the 
irreducible constituents of the permutation representation have multiplicity 1 
and that the degrees of these constituents are determined by M. In this case 
there is a one-to-one correspondence between the eigenvalues of M and the 
irreducible constituents of the permutation representation, which preserves 
conjugacy. 

The new simple group of order 750, 560 discovered by Janko [6] 
provides an example in which two of the constituents are conjugate 
even though the subdegrces are distinct. 

* This research was supported in part by a National Science Foundation Research 
Grant. 
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Our considerations apply to groups G of maximal diameter, i.e., of 
diameter Y - 1 with respect to a self-paired orbit, Y being the rank, for in 
this case M is an irreducible tridiagonal matrix and so has simple (real) 
eigenvalues. As examples of such groups we mention that (1) any rank-3 
group has diameter 2 with respect to one of the two nontrivial G,-orbits, 
(2) in some cases the representation relative to a maximal parabolic subgroup 
of a group admitting a (B, N)-pair in the sense of Tits ([8], [2]) has maximal 
diameter with respect to a suitable orbit (this can already be decided by 
looking at the Weyl group; cf. [I]), and (3) Janko’s new simple group refered 
to above has a representation as a primitive rank-5 group of degree 266 and 
diameter 4. 

In a final section we consider two special possibilities for M closely related 
to the paper by Feit and Higman [2]. The extent to which ideas from [2] 
have been used in the present paper will be clear to the reader. 

NOTATION. For the theory of finite permutation groups we refer the 
reader to Wielandt [9]. For the most part we adhere to the notation of that 
book. 

We consider a transitive permutation group G on a set Q and assume 
the degree t2 = ] 52 ] of G is finite. We denote the rank of G by Y; this means 
that for each a E Q, Q decomposes into exactly Y G,-orbits, 

where G, denotes the stabilizer of a. The notation is chosen so that 

F,(u)” = F,(d) for all a E J2, g E G, i = 0, l,..., Y - 1. 

It is convenient to define an orbital of G to be a mapping A from Sz into 
the subsets of D such that 

(1) A(u) is a G,-orbitfor a ~52, and 

(2) A(u)g = A(ag all a E 0, g E G. 

The number 1 A(u which is clearly independent of a E Q, we call the 
length ] A 1 of A. In this terminology, r,, , r, ,..., r,-, are the orbit& of G. 
The lengths li = ( I’i 1, i = 0, I,..., Y - 1 are called the subdegrees of G, 
their sum is the degree of G, n = 1, + 1, + e-0 + lrbI . 

Each orbital A of G has a mirror-image A’ defined by 

A’(u) = (a”-’ ( ug E A(u)} (UEQ) 

([9], Section 16). A ’ is again an orbital of G of the same length as A, and 
A” = A. The correspondence A t+ A’ is a pairing of the orbitals of G. 
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A necessary and sufficient condition for the existence of a self-paired orbital 
is that 1 G ] be even ([9], Theorem 16.5). 

1. DISTAWE 

Relative to a particular orbital d # r,, we define a path of length 4 from a 
to b to be a sequence x,, , x1 ,..., xQ of q + 1 points of Q such that x,, = a, 
x0 = b and xi E d(x,J, i = I,..., q. We define 

p(a, b) = the length of the shortest path from a to 6, or co 
if there is no path from a to b. 

Then we have at once that 

p(u,b) =Oifandonlyifa =b 

and 
f(Q, 4 i- p(k 4 3 p(a, c). 

If we define p’ in the same way as p, with d in place of d, then 

f(Q, 4 = f’P, 4. 

(1.1) 

(1.4 

(1.3) 

This is because a E d(b) implies 6 E o’(a). 
From the relation d(a)g = d(a@) we see that G is a group of isometries 

of p, that is, 

(1.4) p(ag, bo) = p(a, b) for g E G. 

By (1.4), for any orbital r, if a0 E F(a), then 

f(Q, Q)) = p(a, Q9) = p(ag-‘, Q) = ppya), a), 
that is, 

f(4 r(Q)> = f(q4, a>. 
h;ow put 

(1.5) 

A&) = {x E Q I f(Q, x) = q}, A@‘(Q) = {x E Q I P(% a) = q). 

These are the two types of circles of radius q with center at a. Clearly 

(1.6) A,(a)0 = A&P) and A,l(a)g = &.‘(a”) for g E G, 

and 

(1.7) A,(a) is a union of G,-orbits while Am is the union of the G,-orbits 
paired with those in /i*(a). 
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w 

Proof. If y E A,+,(a) then there is an x E (I*(u) such that p(x, y) = 1, i.e., 
such that y E d(x). Thus A,+,(a) C C2E,,s(,,) d(x). 

If x E A,(a) and b E d(x) then p(x, b) = 1 so 

That is, .4(s) C xaGq+r A,(u). 
If x E ~$,‘(a) and b E d(x) then q = p(x, u) < p(x, b) + p(b, a) = 1 + ~(6, a) 

so p(b, u) > q - I. That is d(x) C Ca>,,,-r A,‘(u). 
We now define the diameter of G relative to A to be 

max p(u, b) = max ~‘(u, b), 

the maximum being taken over all a, b E 52. Clearly if the diameter is finite 
it is just the number of circles of positive radius with a given center. Hence 

(1.9) if G has finite dkwter then the diameter is at most T - 1. If G 
has diameter r - 1 then every G,-orbit is a circle sith center a. 

i\‘ow put A(a) = { x E Q 1 p(u, X) < co}. Then A(a)g = cl(&) for all a E Q, 
6 E G, and if x E A(u) we have A(r) C A(a) by (1.2) so that A(x) = A(u) 
since 1 A(X)/ == j A(a Thus A(a) n A(a)” # 0, g E G, implies A(a) = A(u)g 
so that A(u) is a block for G in the terminology of Wielandt ([9], Section 6), 
and therefore A(a) :-:: ax with H a subgroup of G containing G, . In fact, 
A(a) is the smallest block containing a and A(u) and His the smallest subgroup 
of G containing G, such that a” n A(a) $ $3. Writing 

we have 
A’(u) = (zc ED 1 p’(u, x) < co} 

(1.10) A(a) = A’(a). 

Proof. Since A(u) CA(u) there exists h E H such that ah E d(a). Then 
ah-l E A’(u) and hence A’(u) _C A(u). But this implies that 

A’(x) L A(x) = A(u) 

for all x E A(u), and therefore A’(u) CA(u). The reverse inclusion follows 
by symmetry. 
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(1.11) The following conditions are equivalent. 

(1) G has infinite diameter with respect to A. 

(2) A(a) is a system of imprimitivity for G. 

(3) there exists a system .Z of imprimitivity for G such that a E 2 and 
L’n A(a) f 0. 

(4) there exists a subgroup N of G such that G, < H # G and 
Sn A(a) f 0. 

Proof. (1) implies (2): The assumption that G be of infinite diameter 
means that /l(a) f 9. Since A(a) is a block and 1 A(a)1 > 1 this means 
that cl(a) is a system of imprimitivity for G. 

(2) impZies (3) trivially. 

(3) implies (4): This f 11 o ows from the fact that if the systems of 
imprimitivity containing a are the sets of the form a* with H a subgroup 
of G, # G, and properly containing G, . 

(4) implies (1): Supp ose given a subgroup H as in (4). Then aR is a 
system of imprimitivity for G and A(a) < aa Consequently, A(x) C XH = aH 
for all x E aH, and therefore A(a) C a*. This means that A(a) # Q, and 
hence that G has infinite diameter. 

An immediate consequence of (1.11) is 

(1.12) G is primitive ay and only if G has finite diameter with respect to 
every orbital # r, . 

p is an actual metric precisely when A is self-paired, for by (1.3), 

(1.13) p is symmetric if and only if A is self-paired. 

In this case the circles A,(a) and A,l(a) coincide, so by (1.7) and (1.8), 

(1.14) If A is self-paired then the mirror-image of a G,-orbit contained 
in AJa) is contained in A,(a), 

and 

(1.15) If A is self-paired then 

Note also that, by (1.5) and (1.9), 

(1.16) If A is self-paired and G has maximuljnite diameter (i.e., diameter 
Y - 1) relative to A then every G,-orbit is self-paired. 
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2. INCIDENCE MATRICES AND INCIDENCE STRUCTURES 

The incidence matrix B, = (pfi) for the orbital Pi of G is defined by 

pi; = 1 if a E Fi(b), 
0 otherwise. 

The rows and columns of Bi are indexed by the points of Q in some given 
order. Clearly 

(2.1) B,=Iand~~;Bi =F( h w ere F is the matrix with all entries 1). 

Moreover - cf. [9], Theorem (28.4) - 

(2.2) B, , B, ,...I B,-, is a basis for the commuting algebra of the permutation 
representation of G, 

and 

(2.3) If Fit = rg , then Bit = Bi# . 

Let us consider a particular orbital d # F, , say A = I’, , and put 
A = B, , Q, = /I$ , so that 

%b = 
1 if a E A(b), 
0 otherwise. 

A is the incidence matrix of the block design A whose points and blocks 
are both the elements of Sz, with a point a and a block b being incident if 
a E A(b); the rows (resp. columns) of A are indexed by the elements of Q 
regarded as the points (resp. blocks) of A. The group G is represented as 
a group of collineations of A according to the action of G on D x Q. The 
group 8 of all permutations of Q which induce collineations of A is just 
the group having A as an orbital, i.e., the isometries of p. The diameter 
of 6 with respect to A is equal to that of G. The collineations induced by 6 
are those which commute with the correspondence a c) a between points 
and blocks. 6 is isomorphic with the group of all n x n permutation matrices 
which commute with A. 

The assumption that A is self-paired is equivalent to the assumption that 
A is symmetric, and means precisely that the correspondence a H a is a 
polarity of A. 

Assume now that A is self-paired. Given distinct points a and b we define 
the line a + b joining them by 

a + b = n XL, where XL = (x) + A(x). 
a.baz 

Here we are concerned only with the totally singular lines, i.e., the lines 
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a + b with b Ed. Clearly G, is transitive on the set of totally singular 
lines through a and hence G is transitive on the set of all totally singular 
lines. Two totally singular lines have at most one point in common. For if 
c E a + 6, c # a, then a $ c is a totally singular line and a + c < a + b, 
whence a + c = a + b. It follows that G,,., is doubly transitive on the 
points of u A b unless a + b = {a, b}. If we put 

s + 1 = the number of points on a totally singular line, and 
t -I- 1 = the number of totally singular lines through a point, 

then, since d(a) is the set of those points joined to a by totally singular 
lines, putting k := ) d 1, we have 

k = s(t -L 1). (2.4) 
(Xote that if G has rank 2 then s = n - 1, t - 0.) 

We may consider the incidence structure P having as points the points 
of .Q and as lines the totally singular lines, with the obvious incidence. If 
P is an incidence matrix for P with the rows indexed by the points and the 
columns by the lines then PZ’t = A + (t -+ 1) I. The structure P will be 
used in making explicit the connection between our discussion and that of [2]. 

3. A BOUND FOR THE DEGREE 

Let us assume that G has finite diameter d with respect to a self-paired 
orbital d # r,, . We observe that 

I A,&)1 < St / -A&)’ < (k - 1)l 4&>l, q 3 1. (3.1) 

In fact, if x E /I,(u), there exists a y E /l,-,(u) such that x E d(y). Then 

x -k y c {Y) -t- A(Y) _c A&) + -47~l(U) + 4(a) 

by (1.15). Thus at most s(t + 1) - s = st points of d(x) lie in rl,+,(u) so the 
first inequality of (3.1) follows by (1.15). Since K = s(t + 1) > st by (2.4), 
the second inequality is immediate. 

Now i A,(u)I = 1 A(a)! = s(t .- I), so (3.1) gives 

) A,(u)l < SW’(t + 1) 

from which we obtain a bound in the degree n of G, namely 

(3.2) THEOREM. Zf G has jinite diameter d with respect to the self-paired 
orbitul A # r,, then 

(St)” - 1 
n<l+s(t-i-l) sl-l <l+h 

(k - 1)” - 1 
k-2 * 

Here k = s(t + 1) = 1 A I, and s and t are as defined in Section 2. 
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If we drop the assumption that d is self-paired, then in place of (3.1) 
we have only that 

I 4&>1 < k I 47(4i; 
SO 

Ad+1 - 1 
nG h-1 * 

The remarks in this section include Theorem (17.4) of [9]. 

4. INTERSECTION MATRICES 

The intersection numbers relative to an orbital I’, are defined by 

It is evident that these numbers depend only on cx, i, and j, and we see that 

(where I’,, = r,‘, the orbital paired with I’,). Moreover,l 

Proof. A pair (b, c) is such that b E I’,(a) and c E r,(b) n I’,(a) if and only 
if c E ri(a) and b E r,(c) n rj(a). C ounting these pairs gives lj&) = lip%‘, 
and combining this with &) = &i from (4.1) [or directly, counting the 
triplets (a, b, c) with b E Pi(a), c E rj(b) and a E I’,(c)] gives the rest of (4.2). 

Included in (4.2) is Lemma 5 of [4] and part of a Theorem of Manning 
([9], Theorem 17.7). 

The r X Y matrix M, = (&))i,j will be called the intersection matrix 
of I’, . By (4.1) we have 

(4.3) &I= has column sum 1,. The matrices MO, M, ,..., M-, are linearly 
independent and xW M, = P, the matrix whose ith YOW ti (I. 1. z , t ,..-> k), 
i = 0, I,...) Y - 1 . 

Focusing attention on a particular orbital d # TO , say d = r, , we put 
M = A4, and write pij = pij u). As before we put K = I, and A = I?,. 

1 The author is indebted to M. Suzuki for pointing out this improvement of his 
original statement. 
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Arrange the G,-orbits into circles of increasing radius about a (with 
respect to d) and number the orbitals accordingly, so that 

and p(a, Fi(a)) = co for i > cmil . Recall that 

is a system of imprimitivity for G unless G has finite diameter with respect 
tad [by (l.ll)J. 

(4.5) With respect to the described arrangement of the G,-orbits, M takes 
the form M = (f $) with X = (X,),.+i<m and 

hi = (CLoB)ctqc<ci+,:cjSB<cj~~ 

such that 

(a) hij=Oifi>j+l, 

(b) Xii is a square matrix, 0 < i < m, and 

tc) merY r0W Of &+li contains a nonzero entry. 

Proof. It follows at once from the definitions that M takes the form 
M=( f “y) where X has the described form. By (1.10) we know that 
cl(a) = cl’(a), and this means that the intersection matrix for d’ takes the 
form ( y r) (with respect to th e given arrangement of the orbitals) with 
U an m x m block. Therefore, by (4.2), Z = 0. 

Conversely, we have 

(4.6) If by simultaneous row and column permutations applied to the last 
r - 2 rows and columns M is brought to the form (f “,) with X = (Aij) 
satisfying (a), (b) and (c) of (4.5), then, renumbering the orbitals accordingly 
we have that the circles of finite radius about a are given by (4.4) (and hence 
by (4.5) that 2 = 0). 

In particular, 

(4.7) G h as ji t d ni e iameter with respect to A sf and only zf M is irreducible; 
in this case the diameter of G is one less than the number of diagonal blocks 
Aii in the form (4.5). 

By (1.10) this implies 

(4.8) G is primitive if and only if Ma is irreducible for all a = 1, 2,. .., r - 1. 
The intersection matrix M, can be obtained from the incidence matrix 

B, in the following way. Arrange the points of Q according to the G,-orbits 
and consider the corresponding blocking of B, . Each block has constant 
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column sum, and we see that in fact the matrix 8, obtained from B, by 
replacing each block by its column sum is precisely M, . Putting 
L = (&I, 4 ,***, U’, we have as a first consequence 

(4.9) MJ. = l,L, i.e., M, has L as an etgenvalue corresponding to the 
etgenvalue 1, . If G has finite diameter with respect to T, then the subdegrees 
are uniquely determined by this equation. 

Proof. We have B,X = 1,X, X = (1, l,..., l)t, so B-2 = &X, and 
M, = f), , L = k (th e notation being self-explanatory). If G haa finite 
diameter with respect to I’, then M, is irreducible by (4.7), so L is uniquely 
determined as the positive eigenvector with first component 1 corresponding 
to the maximal eigenvalue 1, (by the Perron-Frobenius theory). 

Each matrix X in the commuting algebra C of the permutation representa- 
tion of G has its rows and columns indexed by the points of Q and so has 
a blocking according to the arrangement of the points of Q into G,-orbits. 
The blocks have constant column sum, and denoting by 8 the r x T matrix 
obtained by replacing each block by its column sum, we obtain an algebra 
homomorphism of C onto a subalgebra C of the algebra of all r x r matrices. 
(Here we are applying an unpublished thcorcm of Wielandt. For completeness 
a proof of Wielandt’s theorem is indicated in an appendix at the end of this 
paper.) But by (4.3) the matrices Ma = 8, , a = 0, l,..., r - 1, are linearly 
independent. Hence by (2.2) the homomorphism is an isomorphism 

C = (B,, B, ,..., B,-,) m C = (MO, M, ,..., M+,). 

As a first consequence we have 

(4.10) The matrices M,, , M, ,..., M,-, span an algebra C, which is com- 
mutative if and only if the irreducible constituents of the permutation representa- 
tion are inequivalent. 

Proof. C is commutative if and only if C is commutative, and 
commutativity of C is equivalent to the inequivalence of the irreducible 
constituents of the permutation representation (cf. [9], Theorem 29.3). 

A second important consequence is 

(4.11) M, and B, have the same minimum polynomial, a = 0, l,..., r - 1. 
Now we can prove that 

(4.12) The follou.ing are equivalent: 

(a) the minimum polynomial of M has degree r. 

(b) the powers of M span C. 

(c) the powers of A span C. 

(d) the eigenvalues of M are simple. 
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Puoof. We prove that (a) implies (d). The implications (d) 3 (c) 3 
(b) 3 (a) are immediate using (4.11). 

If the minimum polynomial of M has degree I then by (4.1 I), 

C = (I, A, A2 ,..., A’+ 

Since C is commutative we know that the permutation representation A 
has Y inequivalent irreducible constituents A, = 1, A, ,..., A,-, . Choose a 
nonsingular matrix P such that 

Then 

P-lAP = diag{A, , A, ,..., A,-,}. 

P-IAP = diag(& , L$Z,, ,... , &-J,,J, 

where fj is the degree of Ai and 0, = k, 0, ,..., 07-I , as eigenvalues of A, are 
eigenvalues of M. If now K, is the crth class sum of G then Ai = wi(k,J Ifi 
where wi is the linear representation of the center of the group algebra of G 
corresponding to Ai . Thus 

P-14W P = diag~~o(k), 4k) If, ,..., ~,&,) ZI,-,l. 

Now A&J E C so 

Q=o 

where the xmQ arc uniquely determined rational numbers. Hence we have 
q(k,) = C XaQeiQ which means that for each i, wi is determined by Bi. 
But the wi are distinct since the Ai are inequivalent. Hence the Bi are distinct. 

At the same time we see that 

(4.13) If the minimum polynomial of M has degree Y then there is a one-to-one 
correspondence between the eigenvalues of IV and the irreducible constituents of 
the permutation representation, preserving conjugacey, and the multiplicity of an 
eigenvalue of M as an eigenvalue of A is the degree of the corresponding 
irreducible constituent. 

We remark that in case the minimum polynomial of M has degree Y, 

so that M has simple eigenvalues, C is the full commuting algebra of M. 
Hcncc in this case we can determine the MU, LY = 0, I,..., Y - 1, from M 
as the unique matrices commuting with M whose first rows contain only 
a single nonzero entry 1. At the same time we will, of course, determine 
the subdegrees and the pairing of the orbitals. 
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5. MULTIPLICITIES OF THE EICENVALUES OF A 

Define vectors Q = (T*,, , rlpl ,..., 7or-l), q Z 0, by 

70 = (1, o,..., O), %+1 = rlPM. (5.1) 

(5.2) THEOREM. trace A’J = TZTJ~ , q 3 0, where n is the degree of G. 

Proof. Write AQ -= C hQjBj , then trace Aq = nAGo , and Mq = C ApjMi . 
Kow &I$2 = C pLi*,*M, since the first row of Mj has all entries 0 except 
for a 1 in the j’-position. Hence AP1 = C h,t.~~,~,M, and therefore 
P- ; C XGjpj*i* . This can be written as &+, = h&‘MP where 

oo, h nl ,...) and P is the permutation matrix representing the pairing 
o”f the orbitals. Then h,+,P = A,$‘&2 so that qr = &P, giving qro = Aao . 

If now p(x) is a polynomial such that p(M) = 0 then we know that p(A) .= 0 
by (4.11). If 0 is a root of p(x) of multiplicity m then the multiplicity of 6 
as an eigenvalue of A is 

trace POWPOV% (5.3) 

where pa(x) = p(x)/(x - 0)“’ (cf. [2], L emma 3.4). Since the trace of pa(A) 
can be computed from M by (5.2) we have 

(5.4) If 0 is a root of a polynomial p(x) such that p(M) = 0, then the 
multiplicity of 8 as an eigenvalue of A is determined by M according to (5.3) 
and (5.2). 

Combining this with (4.14) we get 

(5.5) THEOREM. If M has simple eigenvalues 8,, = k, e1 ,..., BrV1 , then the 
degrees x0 = 1, xi ,..., x,.-~ of the irreducible constituents of the permutation 
representation of G are determined by M, namely, they me given by 

xi = trace fi(A)/fi(ei), i = 0, 1 ,..., Y - 1, 

where fi(x) = f(x)/(x - e,), f(x) being the characteristic polynomial of M. 
Putting N = (Q,) = (vo, Q ,... )t, the recursion (5.1) can be written as 

0 1 

SN = NM with s= 

i i 

0.1. . (5.6) 
. . 

. . 

Taking No to be the r x r matrix consisting of the first r rows of N we have 

(5.7) NOM = CN, where C U the companion matrix of the characteristic 
polynomial f (x) of M. 

From (5.7) we have M(adjNo) = (adjN,,) C, and hence, since M has 

481/6/l-3 



column sum K, k(XudjNtJ = (X&jNJ C where X = (1, l,..., 1). Writing 
adjNs = (78) and putting 

7-l T-l 

g(x) = c VA 
j=O 

uj = z. d 9 

it follows that 

(x - 4 g&4 = IT-1fW C5.8) 

Note that No is nonsingular if and only if the minimum polynomial of M 
has degree r, and in this case we have 

Mi, = C +Mi, iv;’ = (.,,ij). 

6. GROUPS OF MAXIMAL DIAMETER 

WC now assume that d = I’, is self-paired, and write k = Z, as before. 
We shall say that G is a group of maximal diameter (with respect to A) if G 
has the largest possible finite diameter with respect to A, namely I - 1. 
In this case the Go-orbits coincide with the circles with center a and all 
are self-paired. By (4.5) and (4.6) we have 

(6.1) THEOREM. G is of maximal diameter if and only ;f by simultaneous 
row and column permutations applied to the last r - 2 rows and columns M 
can be put in tridiagonal form zcith all super- and subdiagonal entries + 0. 
Putting M into this form is equivalent to renumbering the orbitals so that 
r,(a) = A,(a), q = 1, 2 ,..., r - 1. 

Suppose now that G is a group of maximal diameter with respect to d 
and assume that the orbitals have been arranged in accordance with (6.1). 
Then M is a tridiagonal matrix 

M= 

\ YM?%-1 

with Zi+ryi # 0, 1 < i < Y - 1. By (4.2), xQ+rl,+, = y,l, , q > 1, and hence 

(64 
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By (3.1), 
(6.3) 

From the well-known recursion for the characteristic polynomial f(x) of 
the tridiagonal matrix M it is deduced that M has T distinct eigcnvalues 
(all of which are real). Hence (4.13) and (5.5) are immediately applicable, 
giving, in particular, that the irreducible constituents of the permutation 
representation are of multiplicity 1 and that their degrees are given by (5.5). 

The following determination of the characteristic polynomial of M is 
convenient for some applications. In our present case N0 is nonsingular so 
we have MN;’ = N;‘C. For 0 < m < Y -- 1 define 

where N;’ = (#j). Theng,(x) = 1, gi(x) = x f 1 and (det N,) g+i(x) = g(x). 
rut 

x, = (1, l)...) 1) 0 ,...) 0); 
v___ m 

then 
X,M = (k, k ,..., k, a, 8, 0 ,..., 0) 

um”-‘iv 

with 01 = x,-i - zmW1 and /I = x, . Hence the jth entry in the vector 
X,MN;’ is 

)&+2) + qn-lj + 
I 

p.p = $m) + (k - 1) u;m-2) 

+ (a - 1) q*-lj + (/3 - 1) vmj. 

On the other hand, the jth entry of X,,N;*C is ~iy;“. (Since M is tridiagonal, 
X0 is lower triangular and hence so is X;‘.) Equating, multiplying by xj, 
and summing over j, we get 

&n + (A - 1)&n-2 + (a - lk3n-I -&n-a> + (B - l)(gm -&A = ."%a-1 

since xj ,'jxj = g, -g+, , v = 1,2 ,... . Hence, since K - OL = ymW1, we 
have 

with CC, = x, -- z,,,-, - x,-~ . Therefore, putting 
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WC have 

(6.6) G,(x) = (x + a,,&) G,-,(x) - ~~-~y~-~G,-,(x), m 2 2, with cy, = 

XWZ --m-1 - x,,-~ and G,,(X) = 1, G,(x) = x + 1. And by (5.8) since G,(x) 
is manic, 

(6.7) The characteristic polynomial of M is 

fM = (x - 4 G&4. 

Note thatf,+i(x) = (x - k) G,(X) is the characteristic polynomial of the 
matrix obtained by truncating M after m + 1 rows and columns and replacing 
x,, by z, + ym to make the column sum K. Also, it is easily seen directly 
that G(A) = F and hence that-Q/l) = 0. 

As a first illustration we consider the symmetric group S = So on Sz, 
I D 1 = n > 2, which (for each K, 1 < K < n) acts faithfully and transitively 
on the set Q(K) = (A C Q 1 1 A 1 = k}. Since the action of S on O(K) is 
equivalent to that on Q(n --- K) we assume that 1 < K < n/2. 

For A E Q(K) and 1 < K < I < n/2, the number of Sn-orbits in 9(Z) is 
K -I- 1. Namely, for each t, 0 < t < h, the sets B EQ(I) such that 1 B n A 1 = t 
constitute an S,-orbit, and all are accounted for in this way. Hence if 
mI; : = C e,& and rr = C fJ’,, are the permutation characters of S acting on 
52(k) and Q(l), respectively, the sums being over the irreducible characters 
5, of S, a w&known result on the theory of permutation representations 
(see, e.g., [3]) gives 

CeAfA =A+ 1. 

Taking K = I we see that S has rank K + 1 as a permutation group on 
Q(K), the SA-orbits for A E Q(K) being 

~,(A)={BEQ(K)IIB~A; =k-ii) (i = 0, l,..., K) 

Each of these orbits is self-paired since BE ri(A) implies A E Fi(B). If 
1 < i < K - 1 and B E I’,(A), we see easily that I’,(B) A ri+,(A) # 0 and 
that l’,(B) _C I’+,(A) + ri(A) -k ri+,(A). Hence S has maximal diameter 
with respect to I’,(A), Z’,(A) being the circle of radius j about A, 
j = 1, 2,..., K. [Note, however, that S is not primitive on Q(n/2), n even.] 

Now it follows by (4.13) and the paragraph following (6.3) that each 
e,==Oor1,andthat~e,==k~-l.‘~aking1<K<l~n~2wehave, 
therefore, that e, = 1 implies fA == 1. Hence 

(6.9) THEOREM ([7], Lemma 3). Th ere exi’st dktinct nontrivial irreducible 
characters cl ,..., l&.,ofSsuchthatxk= 1 -~[l+~~*f<e,l <K<[n/2]. 
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An interesting example is provided by Janko’s new simple group [6] of 
order 175, 560. According to [6], this group (let us denote it by J) has a 
maximal subgroup of order 660 isomorphic with L,( 11). It can be seen, using 
results in [q, that the corresponding representation of I as a primitive 
group of degree 266 has rank 5 and subdegrees 1, 11, 110, 132, and 12. 
The matrix M of intersection numbers with respect to the orbital of length 
11 is already determined by the subdegrees. For the given arrangement of 
the subdegrees we get, using (4.2) and (4.9), that 

0 1 0 0 0 
11 0 1 0 0 

M=OlO 4 5 0 
0 0 6 5 11 
0 0 0 1 0, 

hence J is of maximal diameter. The characteristic polynomial of M is 

f(x) = (x - 1 l)(d + 2.9 - 20x2 --- 27x -k 44) 

= (x - 1 I)(X - 1)(X - 4)(X2 j- 7X + 11) 

with roots 

eo=11,el=1,~,z4, : = -‘;51’a. 
I I 4 

The matrix N, is 
1 
0 1 

11 0 1 
0 21 4 5 

231 40 67 45 55. 

Applying (5.5) to find the degrees x,, = 1, xa , x, , x4 of the irreducible 
constituents of the permutation representation we find 

f&z) =f(x)/‘(x - 1) = x4 - 8x3 - 50x* + 143x + 484; 

so by (5.4), tracefr(A) = 266 [231 - 50 11 + 4841 = 266 * 165, and 
fr(1) = 570. Hence x1 = 77. In the same way we get xa = 76, xs = x, = 56. 
This is consistent with the character table of [5J. From (4.13) we see that 
the two characters of degree 56 must be conjugate, settling a question raised 
in Section 30 of [9]. As has been noted by several people, this also gives 
a counter example to Frame’s conjecture (cf. [9], Section 30) since 

is not a square. 

2663 11 * 110 . 132 . 12 
77 .76 - 56 * 56 
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Using the remark at the end of Section 4 we find for M, , Ma, and Mp , 
respectively, 

01000 1 01000 1 
110 45 40 45 55 110 132 66 66 60 55 132 

0 410 5 0 I1 0 55 54 60 55 110 
0 54 60 55 55 132 0 5 6 0 11 11 
0 6 0 5 0 12 0 5 61211 12 

01000 1 
12 0 1 0 0 12 
0 I1 5 6 12 132 
0 0 5 6 0 110 
0 0 1 0 0 II. 

The columns after the vertical lines indicate the arrangements of the J,-orbits 
into circles. The diameters respectively, 2, 2, 3. are, 

7. SOME APPLICATIONS 

For the applications to be given in this section we need to consider the 
partial difference equation 

hn(4 = (x - (u + 4) hn-l(X) - f4?l-2(x), ma2 (7.1) 
with 

h,(x) = 1, h,(x) = x - ZJ. 

The solutionzcan be written in terms of the polynomials K,(x) defined by 

h,,(x + 2 + x-1) = X2h - l 
xyx2 - 1) 

(h 2 0). 
h2h+*(X -/- 2 -j- x-y &WI - 1 = 

xyx - 1) 

First observe that 

and 
~244 = bid4 - ~2h-2(4 

~2h,d4 = X~,h(X) - &h-l(X) 
(h 2 1). (7.2) 

Now define polynomials rm(x) = ym(x, u, V) by 

YZh(X) = x(x - (u + W))(UV)” k2& ( cx - tv+ 4)’ ) 

y*I(x) = X(U7.y huc+l ( (x - @ + v))2 ) uv 
(h 2 0). (7.3) 
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Using (7.2) we can verify that 

%(X> = (x - (u t VI) rw&) - ~‘uy7lL-2(X)7 m > 2. (7.4) 

Thus the y,(x) satisfy the recursion (7.1) but not the initial conditions, 
for ye(x) = 0, YI(~) = x. Define polynomials h,(x) = h,(x, II, V) by 

ho(x) = 1, 
(7.5) 

Ux) = r&4 - hn-164 m 2 1. 

so that h,(x) = x - V. Now we verify at once by induction that 

rm(x) = (x - u) Ll(X) - ~%&), m 3 2, (7.6) 

from which it follows that the h,(x) solve (7.1). 
Observe finally that 

h& u, u) = @%?a+1 i , 0 
m >, 0. (7.7) 

For when u = V, it is easily verified using (7.2) that the polynomials defined 
by (7.7) solve (7.1) 

We now return to the consideration of a transitive group G of rank r and 
put A = r, . Let us look at the case in which M has form 

i 0 

u(V+l) u-l : *. 

uv 1 . * * . u-l UV 1 . 1 

u(v 

+ 
1) 

- 1 

i 

Put A = A + (v $ 1) I, then the entry in the (a, b)-position of A* is 

?jqj = i (V + 1)p-j~*j,7j~j = 6,j. 
q-0 

Putting 19 = (7jqj) and T = ((g(v + l)q--i)q,j, we have fl = TN, so by 
(5.2), evil? = SN with ii? = M + (v + 1) I. But this is the recursion 
considered in Lemma 2.5 of [2], so, in the notation of [I], 

$4j = [( 1 + q-1 (1 + v)” (1 - WJ)]:;.;‘, O<g<2r--2-j. 

In particular, 

trace ah = n[(l + u)‘J-l (1 + n)q (1 - ZW)]~;~, 0 Q p < 2r -2. (7.8.) 
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Now put H,(X) = G,(x - (v + 1)) where the G,(X) solve the recursion 
(6.6) corresponding to our given matrix M. Then the H,(X) solve (7.1), 
so I-l,(x) = h,(x, u, er) as defined in (7.5). By (6.7), 

(7.9) The characteristic polynomial p(x) of A is 

p(x) = (x - (u + V)(V + 1)) hr-1(x, % 4. 

(7.10) THEOREM. Zf the intersection matrix M has the form 

i 

0 1 
u(u+l) u-l 1 . 

U2 u-l * 
U2 *.* 1 

. . 

* u-l 1 
U2 #2+1(-l i 

with u > 1 then r = 2, i.e., G is doubly transitive (of degree u2 -j- u - j- 1). 

Proof. By (7.9) and (7.7) the characteristic polynomial for fi is 

p(x) = (x - (u + 1)“) u’-l&.-3 (J. 

Hence, since we have the formula (7.8) for the trace of a(l the analysis of 
([2], Section IV) is directly applicable, giving 2r - 1 = 3 or T = 2. 

It can be shown that for Y > 3, M has the form of (7.10) with 11 = s = t 
if and only if P (as defined in Section 2) is a nondegenerate (27 - 1) - gon. 
Then Theorem 1 of [Z] can be directly applied, but of course (7.10) is a 
stronger result in our context. 

A curious consequence of (7.10) is 

(7.11) COROLLARY. Let G be a transitive permutation group of rank r with 
subdegrees 1, &-l(u + l), (Y = 1,2 ,..., Y - 1, u > 1. Then G is doubly 
transitive. 

Proof. Using (4.2) and (4.9) it is easily seen that in this case M has the 
form of (7.10). 

M= 
uv * * . . 

. . 1 . . 
- u-l v+1 

* uv (u - l)(v + 1) 

thenr=2,3,4,5or7,andz;fu>landv>l thenrf7. 

(7.12) THEOREM. Zf M has the fwm 

t 

0 1 
?d(v+l) u-l 1. 
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Proof. We may assume that r > 3. Again we work with 

A”=A+(w+l)I 

and A? = M + (U -+ 1) 1, and obtain from Lemma 2.5 of [2] that 

trace AQ = [(l - u)q-l(l - v)” (1 - ua)]“_r (0 < q < 2Y - 3). 

By (5.7) and (6.6) we find that the characteristic polynomial p(x) for I%? 
is given by (x - (U + l)(v -I- 1)) h(x) where 

h(x) = (x - u) h,-,(x) - U+.-3(X), 

h,,(x) = h,(x, u, v) as defined in (7.5). Hence by (7.6) 

where rm(x) is defined by (7.3). U I ow the analysis of ([2], Sections V-VII) 
is directly applicable, giving 2r -. 2 = 4, 6, 8, or 12 with 2r - 2 # 12 if 
u > 1 and v > 1. 

Actually the analysis of [2] gives more, namely, in case Y = 4, uv is a 
square, while if Y = 5, 2uv is a square (cf. Theorem 1 of [2]). 

If r 3 3, it can be shown that 1%’ has the form of (7.12) with u = s, 
e, = t, if and only if P is a generalized (2~ -. 2) - gon. 

The analog of (7.11), p roved in the same way, is 

(7.13) COROLLARY. If G is a transitive permutation t~oup of rank r with 
subdegrees 1, ZPW-~(V + l), 01 = 1,2 ,..., Y - 2), and u~--%,+--~, then the con- 
clusions of (7.12) hold. 

APPENDIX 

We indicate here a proof of a simple but very useful result due to Wielandt 
(unpublished), essential use of which was made in Section 4. 

Let H be an intransitive group of permutations on a finite set Q. Let D 
be the permutation representation and let C be the commuting algebra of D. 
Arrange the points of 52 according to the H-orbits, so that, if there arc t 
of these, D(x) takes the form 

D(x) = diagtD,(x), D2(~h..., Dt(x>) 

for x E H. If X = (Xi,)ICi.jGt is the corresponding blocking of X E: C, then 

X,jDj(x) z D,(X) Xij (1 < i,j < 9, 
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from which it follows that Xii has constant column sum. Moreover, there 
exists a nonsingular matrix P such that 

p-1xp = ; o 
( 1 * 

where 2 is obtained from X by replacing each block Xij by its column sum. 
We see this by reducing D to irreducible constituents and suitably rearranging 
these. Now it follows that 

The mapping X -+ 8 is an algebra homomorphism of C onto a subalgebra e 
of the algebra of all t x t matrices.= 

The author is indebted to T. Bickcl and J. E. McLaughlin for substantial help 
in the development of the material of this paper. 
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