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Abstract

In this paper we consider the existence of positive solutions for the following boundary value problem on the half-line

(pOx' @) + ft.x(1),x'®) =0, 1€l0,+00),
x(0) = ax(§), tirgox(t) =0.

By applying fixed-point theorems, we obtain a variety of existence results. In particular, the nonlinear term is involved with the
first-order derivative.
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1. Introduction

This paper is concerned with the existence of solutions to three-point boundary value problem

(p(x" () + ft,x@),x' 1) =0, te€l=][0,+00),
x(0) = ax(§), tl_i)rgox(t) =0, (L.1)

where p € C[0, +00)NC!(0, +00), p(t) > Ofort € [0, +00), f;° ﬁdx <00, >0,0<&<o0, f:IxIxR —>
I.

Definition 1.1. A function x € C2([, I) is said to be a positive solution of boundary value problem (1.1), if x(r) > 0,
and x satisfies (1.1) fort € I.
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The motivation for the present work stems from both practical and theoretical aspects. In fact, boundary value
problems (BVPs) on the half-line occur naturally in the study of radially symmetric solutions of nonlinear elliptic
equations, see [5,10], and various physical phenomena [2,8], such as unsteady flow of gas through a semi-infinite
porous media, the theory of drain flows, plasma physics, in determining the electrical potential in an isolated neutral
atom. In all these applications, it is frequent that only solutions that are positive are useful. Agarwal and O’Regan
studied infinite interval problems for differential, difference and integral equations and obtained a series of results
[1]. Recently there have been many papers that investigated the positive solutions of boundary value problems on the
half-line, see [3,12—14]. Zima [14] studied the existence of at least one positive solution to the following boundary
value problem on the half-line:

X"(1) — K>x(t) + f(,x(1)) =0, 1 € [0, 00),
x(0) =0, tl_i)rgox(t) =0, (1.2)

where £ > 0 and f is a continuous, nonnegative function. Most linear assumption is imposed on nonlinearity f, that
is,

ft,x) <a(@)+bt)x, t,xel0,00)

where a, b : [0, 00) — [0, 00) are nonnegative continuous functions. Yan [12] considered the following two-point
boundary value problem

1
m(p(t))/(t))' + f,x(1)) =0, 1€][0,00),
X0 =a=0,  lim p()x'()=b=0.

By utilizing fixed-point index theory, the existence of multiple unbounded solutions was obtained. The assumptions
of superlinear at 0 and oo are imposed on nonlinearity, that is

f@,y) = qo@) ¥ (y)

and limy_, 4 @ = 400, lirny_,oJr W;y) = 400, go € C((0, +00), [0, +00)). Bai and Fang [3] applied the fixed-

point theorem on cone to obtain the positive solutions for the following boundary value problem on infinite interval
for second-order functional differential equations:

x"(t) = px'(t) —gx(t) + f(t,x()) =0, 1 €[0,00),
a-x(o) - ﬂx/(o) = %‘(t)v re [_T’ O] tllfgox(t) = O?

here x(t) € C([—t, 0], I). Most linear assumption is imposed on nonlinearity f.

From the above results, we can see three problems: (i) only two-point BVPs on the half-line were studied; (ii)
nonlinearity is only dependent on ¢, x; (iii) the assumptions imposed on nonlinearities are always superlinear, sublinear
or most linear.

It is well known that the study of multi-point BVPs is very important. For finite interval, there are many results,
see [6,7,9]. So it is necessary to discuss the existence of the multi-point boundary value problems on the half-
line. We transform BVP into the integral equations to establish the existence results for solutions. In particular, the
corresponding Green’s function and some useful inequalities are obtained. Nonlinearity f is dependent on the first
derivative, which brings about much trouble, such as, the verification of the compactness and continuity of the operator
and norm of Banach space. In Section 4, we apply fixed-point theory [4] and obtain the existence of triple positive
solutions. The restriction on nonlinear term f is different from superlinear, sublinear or most linear assumptions,
which are always imposed on the nonlinearity f in the literature [1,3,12—14]. This is the first time that fixed-point
theory [4] is applied to BVP on the half-line. The assumptions on f are novel and not seen before in the literature.

2. Related lemmas

Lemma 2.1 (Nonlinear Alternative, See [11]). Let C be a convex subset of_a normed linear space E, and U be an
open subset of C, with p* € U. Then every compact, continuous map N : U — C has at least one of the following
two properties:
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(a) N has a fixed point; B B B
(b) there is an x € OU, withx = (1 — A)p* + ANx for some 0 < A < 1.

Definition 2.1. The map i is said to be a nonnegative continuous concave functional on cone P provided that
¥ : P — [0, 0c0) is continuous and

yix+dA -0y =2ty @) +dA-0D)Y ()
forall x,y € Pand 0 < ¢t < 1. Similarly, we say the map « is a nonnegative continuous convex functional on P
provided that: @ : P — [0, 00) is continuous and

a(tx + (1= 10)y) < 1) + (1 - Da(y)
forallx,ye Pand0 <r < 1.

Letr > a > 0,L > 0 be constants, ¥ is a nonnegative continuous concave functional and ¢, B nonnegative
continuous convex functionals on the cone P. Define convex sets

P(a,r; B, L) ={y € Pla(y) <r, B(y) <L},
P(a,r; B, L) ={y € Pla(y) <r, B(y) < L},
P(a,r; B, Ly yr,a) ={y € Pla(y) <r, B(y) < L, ¥ (y) > a},
P(a,r; B, L; ¥,a) = {y € Pla(y) <r, B(y) < L, ¥ (y) > a}.

The following assumptions about the nonnegative continuous convex functionals «, 8 will be used:

(A1) there exists M > 0 such that [|x|| < M max{a(x), B(x)}, forall x € P;
(A2) P(a,r; B, L) #@forallr >0,L > 0.

Lemma 2.2 (Bai and Ge [4]). Let E be a Banach space, P C E aconeandry >d >b >r; >0,Ly > L > 0.
Assume that «, § are nonnegative continuous convex functionals satisfying (Al) and (A2), V¥ is a nonnegative
continuous concave functional on P such that ¥ (y) < a(y) forall y € F(a, ro; B, L), and T : F(a, r; B, L) —
P(a, 2; B, L2) is a completely continuous operator. Suppose

B1) {y € P, d; B, Los ¥, D)|Y (y) > b} # 0, y(Ty) > b fory € P(a,d; B, Lo; ¥, b);
B2) a(Ty) <r1,B(Ty) < Ly forally € P(a,r1; B, L1);
B3) Y (Ty) > bforall y F(a, r2; B, Lo ¥, b) with a(Ty) > d.

Then T has at least three fixed points y1, y» and y3 in P(a, ro; B, Ly) with
yi € P(a.ri; B L), y2 € {P(a,r2: B. Lo . b)Y (y) > b}

and
y3 € P(a,r2; B, L2) \ (P(e, r2; B, La; ¥, b) U P(a, r1; B, L1)).

Definition 2.2. Wesay f : I x I x R — [0, +00) is an L'-Carathédory function if

(i) t — f(¢, x, y) is measurable for any (x,y) € R X R,
@ii) (x,y) — f(t,x,y) is continuous for a.e. t € I,
(iii) for each r, rp > O there exists [, ,, € Ll[O, 00) such that |x| < ry, |y| < rp implies | f(¢, x, y)| < I, »,(¢) for
almostallr € I.

For convenience, we denote v(t) = ftoo ﬁds.

Lemma 2.3. Assume that o € C(I, I) with fooo o(s)ds < oo. Then x € C*(1) is a solution of the boundary value
problem

(pX' 1) +0()=0, tel=][0,+00),
x(0) = ax(§), Jim x(1) =0, Q.1
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if and only if x € C(I) is a solution of the following integral equation

x(t) = fw G(t,s)o(s)ds, tel, 2.2)
0
where
v(t)(v(0) — v(S))’ s<ts<E:
v(0) —av(§)
ooy~ MO —ev®)
Glrs) = v(0) —av ()
’ (1 —a)v(®)v(s)
v(t) - ——————, E=<s=<1
v(0) —av(§)
(1 —a)v(t)
U(S)[l—m], szt,szf.

Proof. If x € C(I) is a solution of (2.1), integrating equation in (2.1) from O to ¢, one has
t
p(1)x' (1) = p(0)x'(0) — / o (s)ds. (2.3)
0

Dividing p(#) on both sides of (2.3) and integrating from ¢ to oo, one has

X(t) = — /oo L (p(O)x’(O) _ /S a(@)de) ds. (2.4)
¢ p(s) 0

Boundary value condition x (0) = ax(£) means

/Oo 1 <p(0)x/(0) _ f U(@)d@) ds = /Oo 1 <p(0)x/(0) _ f o(@)d@) ds.
o pGs) 0 g () 0

Thus

1 o0 1 N o0 l s
Ox0)= —— —_— 6)do | ds — —_— 6)do | ds |. 2.5
PO v(@—av(&)[fo (p(s)/o”() )S “/g (p(s)fo”() )S] @2

Substituting (2.5) into (2.4) we have

x(;)z_L[/m( : /Sa(e)d9>ds—a/m< ] /Sa(e)cw)ds}
v(0) —avé) LJo \pG) Jo £ p(s) Jo
+/oo (L /SG(G)dH) ds
t p(s) Jo
_ 00 s 3 K
:[1—M}/ (L/ a(9)d9>ds— v () ( ! /o(e)de)ds
v(0) —av) ] Jo \p(s) Jo v(0) —av() Jo \p(s) Jo

t s
—/ <L/ a(@)d@) ds.
0o \p@) Jo

By integration by parts, (2.2) holds.
If x € C(1) is a solution of integral equation (2.2), then it is easy to know from the following Lemma 2.4 and
condition fooo o (s)ds < oo that x € C%(1) is a solution of problem (2.1). O

Lemma 2.4. If v(0) > av(§) and G(t, s) is given in Lemma 2.3, then the following inequalities hold:

@ 0= G(t.5) < A (1.5) € I x I, where A = LEOVOF,

®) limy oo G(t,5) =0fors € I;

(© 252 < 5 and timy g 2602 = 0, where T = 3+ o) 55 5.
Besides, if 0 < o < 1, then




Y. Tian et al. / Computers and Mathematics with Applications 53 (2007) 1029-1039

(d) yG(s,s) <G(t,s) <G(s,s) for (t,s) € [l1, 1] x I,0 <] <& <lp < 00, here
v() @O —vl] viz) | A -0y } -1
v(0) " v(O)[v(0) —v(E)] V&)’ v(0) —av(§) '

Proof. If v(0) > av(&). Now we will show that (a) holds.
Fors <t,s <&,

O<y:min{

VO[O — v _ [v(0)]?

V=0 =T 0 —w® v —a®)

Fort <s <§,

v(®)[v(s) — av(é)]

G(t,s) = v(s) — 20) —av®)
vO) — v@] +avEv@) — v 0
B v(0) — v () =
and
— — 2
Gt.s) = v(s$)[v(0) — v()] + av(E)[v(r) — v(s)] - (1 4+ a)[v(0)]

v(0) —av(§) = v(0) —av(E)
For& <s <,

(I —av@)v(s)

v(0) —av(§)

— o) |:1 B (1 —a)v(s) ]
v(0) —av(§)

) [v«)) —u(s) — a(v(E) — v(s»]
B v(0) — av(§) ’

if0 <a < 1,then v(0) — v(s) —a(v(&) —v(s)) > v(0) —v(E) > 0;

G(t,s) = v(t) —

1033

if @ > 1, then v(0) — v(s) — a(v(&) — v(s)) = v(0) — av(€) + (@ — Dv(s) > v(0) —av(é) > 0.Soforé <s <71,

G(t,s) > 0.

v(0) +avs) _d + a)[v(0)]?
v(0) —av(€) ~ v(0) —av(E)

G(t,s) <v(t) x

Fors >t,s > &,

G(t, S) — U(S) [1 _ (1 - a)v(t) } _ U(S)

v(0) —av@) | v(0) —av(é)

if 0 < o < 1, then
v(0) —av() — (1 —a)v@) = v(0) —av(E) — (1 —a)v(0) = x[v(0) — v(§)] = 0;

ifa > 1, then v(0) — av() — (1 —a)v(t) > v(0) — av(€) > 0.
Sofors >t,s > &,G(t,s) > 0.

1 0)]2
Glt.s) = - v(s) [v(@—av@)—(l—a)v(n]s%.

0) —av(®)

[v(0) —av() = (1 —a)v(n)],

In the following we show that (b) holds. By v(0) = fooo ﬁds < 400, we have lim;, ;0o v() = 0, so

lim;— 4o G(¢,5) =0fors € I.
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Next we show that (c) holds. By the expression of G(z, s), we have

IEIOETC R
p(O[O) —av()]’ -0
v —a®
G, s) _ | pOIv(O0) —av(@)]’ -
ot _L[l_M] E<s<t
(1) v(0) — av(é)
(1 —a)v(s) R
p(D[vO0) —av(é)] - -
Fmsfﬁsfavﬁﬁ)—pmﬁﬁlm»

3G (t.s5)
Fortss<gfss=tandszt,s24, ‘ at = PO (O0)—av(E)]"
So |26 | < L which together with [° —L> < +00, yields lim, . o 2452 = 0,
If 0 < @ < 1, we will show that (d) holds.

Fors <1,s <&, itis clear that G(t, s) < G(s,s) and &3 = 20 > X&) 1 € I}, 1],

Fort <s <&, G(t,s) = v(s) — LOLO=-v®] — G ) and

(I4+a)v(0)

v(0)—av(§)
G(t.5) _ v vl +av@) —v©)] _ vEPO —vi]
G(s. s) v($)[V(0) — v(s)] SO0 —vE)] T

o) [2006) —alv@ v Gy _ v o )
Foré s <1,Gt,5) = v(o) [ MO0l < G, ) and G5 = 25 > 221 <
Fors >t,s > &,

v(s)
G(,5) = 2 0) — av®) [v(0) —av(é) — (1 —a)v(®)] = G(s,s)
and
Gt,s) _ v —av®) —d - _ v0) —av@) - A —ajvl) _ |- (1 —a)v(ly) >
G(s,s) v(0)—av(E) - —a)vls) — v(0) — av(§) v(0) —av(©)’ T
Therefore, G(t,s) > yG(s,s) for (¢,s) € [l1, ] x I. U
Define the space X = {x € C'0, +00) : limyoioox(t) = 0, [Ix']lcc < oo} with the norm |x|| =

max{||x|lco, |/ [lco}, Where [|x||co = SUP; [0, 400) 1X ()] Evidently, X is a Banach space.
Define the operator 7 : X — X by

(Tx)(t) :/ G(t,s) f(s, x(s), x'(s))ds.
0

Lemma 2.3 means that x € C2[0, 00) is a solution of BVP (1.1) if and only if x is a fixed point of the operator T
Choose P € X be acone definedby P ={x € X : x(¢t) > 0,7 € I}.

Lemma 2.5. If v(0) > av(§), then T : P — P is completely continuous.

Proof. (1) First we show that the operator T is continuous. For this let {x,} € P,x € P and x, — xin X asn — oo.
Then there exists an M > 0 such that ||x,|| < M. By Lemma 2.4 we have

|Txn(t) = Tx(1)| < /0 G(t, )1 £ (s, xn(s), %, () — f (s, x(5), x'(s))ds

IA

A/o Lf (s, 20 (5), X, (5)) — £ (5, x(5), X (5))]ds,

[(Txn) (1) = (TX)' (1)

IA

> 3G(t, / '
/0 ’ . S)[f(s,xn(s),xn(s)) = [ (s, x(s), x ()] ds

ot

F o0
<L / £ (5, 30n(8), () — F (52 x(5), 2 (s))]ds.
o) Jo
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Since f is an L'-Carathédory function we have

/0 Lf (s, %0 (8), %,,(8)) — f(s,x(s), x'(s))|ds < 2/0 Iy, m(s)|ds < oo (2.6)
and
Tim (23,0, %, (1) = £, 50, % (). @7

According to the Dominated Convergence Theorem, (2.6) and (2.7) imply
lim ||Tx, — Tx|loo = lim sup|Tx,(t) — Tx(t)|
n—oo n—o00 tel

e¢]

A lim | £ (s, X0 (s), x,,(8)) — f(s,x(s), x'(s))|ds =0
0

n—oo

IA

and

Jim T = (7)o = lim_ sup|(Tx,)' (1) = (7))
te

IA

S
1e[0,+00) | P(F)

lim /OO | £ (s, X0 (5), x5, (8)) — f(s,x(s), x'(s))|ds = 0.
0

n—oo

Furthermore, by G(¢,s) > Ofor (¢t,s) € I x I and f(t,x,y) >0, (¢t,x,y) € I xI x R, wehave (Tx)(t) >0,t 1.
SoT : P — P is continuous.

(2) We need to show T : P — P is relatively compact.

Given a bounded set D € P. Choose M > 0 such that ||x|| < M for all x € D. By Lemma 2.4

ITx(t)| = /OOG(t,s)f(s,x(s),x’(s))ds
0

o0
<A / Iyt (s)]ds < oo,
0

/00 AG(t, s)
0 ot

sup |—
1€[0,400) | P(F)

and

I(Tx) @) f (s, x(s), x"(s))ds

IA

IA

o
/ Iy m(s)|ds < o0
0

since p € C(I) and fooo %dt < 00. So {T' D(t)} and {(T D)’ (¢)} are uniformly bounded. At the same time, the fact
that {(T D)'(¢)} is uniformly bounded implies that {T' D(¢)} is locally equicontinuous on [0, 00).

Now we show that {(T'D)’(¢)} is locally equicontinuous on [0, 00). For any R > 0, 7, t; € [0, R] and x € D, then
o
(Tx) (1) — (Tx) ()| = /0 [(8/00)G (11, 5) — (8/31)G (12, )| f (5, x(s), x'(5))ds

< /0 1(8/00)G (11, 5) — (8/00)G (12, $)[ Ipa, m (s)ds.

Since % € C([0, 00)), for any & > 0, there exists § > 0 such that ‘ﬁ — @‘ <efor|ty—t| < 6,11, €[0,T].

By the expression of Green’s function, for any ¢ > O there exists § > 0, such that if |[t; — 52| < 6,
o0
/ [(0/0t)G(t1, ) — (8/0t)G(t2, )|l m(s)ds < e forallx € D.
0
Since R is arbitrary, {(T D)’(¢)} is locally equicontinuous on [0, 00).

(3) T : P — P is equiconvergent at co.
Now for x € D, similar to the proof in (2) one has
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sup / TG £ X0, X (6)ds <00 and sup f OolaG;tt’S)

te[0,400) JO t€[0,4+00) JO
By Lemma 2.4,

£ (s, x(s), x'(s))ds < oo.

BG(t s)

tl_l)Igo G(t,s)f(s,x(s),x'(s)) =0 and tl_i)m f(s,x(s),x'(s)) =0 fors e 1.

Thus Dominated Convergence Theorem guarantees that
o o
lim |G(t,s) — G(00, 8)|f(s, x(s), x'(s))ds = / lim G(t,s)f(s,x(s), x'(s))ds =0
—00 0 0 —00

and
aG(t,s)

. oG, s)
lim
Jt

[—>00 0 ‘

— (3/31)G(00, 5)

f(s,x(s), x'(s))ds = footlim ‘ ‘f(s x(s), x'(s))ds = 0.
0 —00

SoT : P — P isequiconvergent at co. [

3. The existence of one positive solution

Theorem 3.1. Let v(0) > av(£). Suppose that f is an L'-Carathédory function and f(t,0,0) # 0 fora.e. t € I,
there exists functions a, b, c € L([0, 00), [0, 00)) satisfying

1
Ibll,1 + llcllg1 < min 5

such that

f@t,x,y) <a@)+b@)x +c()y.
Then problem (1.1) has at least one nontrivial positive solution.

Proof. From Lemma 2.5 T : P — P is a completely continuous operator. Let

I
sup { 5 lall
Allall 1 rer PO

L= A(Ibllr + el — (1Bl 1 + liell 1) sup {%}
tel0,00)

R > max

Now we define 2 = {x € P : ||x|| < R}. Forany x € 32, then ||x| = R, s0 [[X]loo < R, X' lloc < R,

[ Tx(t)| = /00 G(t,s) f(s, x(s), x'(s))ds
0

< A/ a(s) +b(s)|x ()] + c(s)]x"(s)lds
0
< Alllalizr + (1Bl + llellz)R] < R = lIxlleo

and

I(Tx)' (D] =

/ N BG“ S)f(s x(s), ¥/ (5))ds
0

su P{pf)}/ a(s) +b(s)|x(s)] + c(s)[x"(s)|ds

tel

IA

r
< Sup{ 7 )}[IlallLl + (Il + llellz)R] < R = [Ix]|oo-

tel

So |Tx|| < ||x]|, i.e. taking p* = 0 in Lemma 2.1, for any x € 82, x = ATx(0 < A < 1) does not hold. Thus
Lemma 2.1 implies that the operator 7 has at least a fixed point, by
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/ Fs, x(s), ¥/ (5))ds < / a(s) + b(s)x(s) + ()2 ($)ds < lall 1 + 1611 R + el R < oo,
0 0

then problem (1.1) has at least one positive solution. Besides, by f (¢, 0, 0) # 0 for a.e. t € [0, 00), then problem (1.1)
has at least one nontrivial positive solution. [

4. The existence of triple positive solutions

Define the functionals

a(x) = sup [x(1)], B(x) = sup |x'(1)], Y(x) = min |x(7)[
telly, ]

tel[0,00) t€[0,00)

Then «, B : P — [0, 00) are nonnegative continuous convex functionals satisfying (A1) and (A2); 1 is a nonnegative
continuous concave functional with ¥ (x) < a(x) for all x € P.
Theorem 4.1. Let 0 < « < 1. Suppose that f is an L'-Carathédory function and there exist ¢ € L' ([0, 00), [0, 00)),
g€ CU xIXR,I)suchthat f(t,x,y) =q(t)g(t, x,y). Assume there exist constants ry > % >b>r>0,Ly >
L1 > 0 such that % < min{%, %}. If the following assumptions hold:
(C1) g(t, x, y) < min{4, £}, (1, x, y) € [0, 00) x [0,r1] x [~L1, L1];
(C2) g(t,x,y) > ., (1, x,y) € [, 2] x [b, 21 x [=Ly, Ly ];
(C3) g(t, x,y) <min{5, L2}, (1, x, ) € [0,00) x [0, 2] x [~La, L2},
then problem (1.1) has at least three positive solutions x|, Xy, x3 with

0<xi(t) <rj, Ix/lloo < Li, i=1,2, ri < x3(1) <o, —Ly <x3(t) < Ly, t€[0,00),

x2(t) > b, x3(t) <b, tell, ]
where 0 < I} < & < Iy, y is defined in Lemma 2.4 and

r ("
M = Alq|1, L= sup {—} g, K = min / G(t, s)g(s)ds.
ref0,00) L P(F) tell,hbl Jy,

Proof. We will apply Lemma 2.2 to verify the existence of fixed points of the operator 7. Lemma 2.5 has showed that
T : P — P is completely continuous. Now we will verify that all the conditions of Lemma 2.2 are satisfied. First
we show T : F(oz, r; B, L) — ?(a, r; B, Ly). If x € ?(oz, r2; B, L), then a(x) < rp, B(x) < L, and assumption
(C3) implies

a(Tx) = sup /ooG(t,s)f(s,x(s),x’(s))ds
0

t€[0,00)
o0
< A/ q(s)ds sup g(t,x,y)
0 (t,x,y)el x[0,r2]1x[—La,Lo]
=< r,
© aG(t, s
B(Tx) = Sup/ Qf(s,x(S),X’(S))ds
tel 1J0 ot
I
< sup {——llgll sup gt,x,y)
re[0,00) L O(F) (t,x, )€l x[0,r2]x[— L2, L]
< L.

Hence T : F(a, ry; B, Ly) — F((x, r2; B, L). In the same way we can show 7 : F(a, ry; B, L) — ?(a, ri; B, L),
so the condition (B2) is satisfied.
To check the condition (B1) in Lemma 2.2, we choose x(t) = 3, t € I.1Itis easy to see that x(¢) = % €

F(a,g;ﬁ, Ly ¥, b), ¥(x) = g > b, and consequently, {x € ﬁ(a,g;ﬁ, Ly; ¥, b) : ¥(x) > b} # . For
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X € P(a 7 ; B, Los W, b), then || x]l00 < ,||x’||oo < Ly, x(t) = b,t € [l1,1»]. Now we show ¥ (Tx) > b. By
(€2)

Y(Tx) = min /00 G(t, s) f(s, x(s), x'(s))ds

telly,] Jo

v

153
min / G(t,s)g(s)ds min g, x,y)
telhuhl (t.x,y)€llr, L] x[b, 2 1x[~La, L]

> b.

Finally, we verify that the condition (B3) in Lemma 2.2 holds. For x € ?(a, r2; B, La; ¥, b) with a(Tx) > 3, then
by the definition ¥ and Lemma 2.4 we have

Y(Tx) = min (Tx)(t) = min / G(t,s) f(s, x(s), x'(s))ds
telly,lr] tellil2] Jo
> )// G(s, ) f (s, x(s), x'(s))ds
0
> ya(Tx) > b.

Therefore, the operator T has three fixed points x; € F(a, r; B, Ly),i =1,2,3, with
x1 € P(a,r1; B, L), x2 € {P(a, 725 B, Lo; ¥, b)Y (y) > b}

and
x3 € Ple,r2; f, L)\ (P, 723 B, Loi ¥, b) U P ris B L)),
Besides
/oo F (s, xi(s), x(s))ds < /Ooq(s)g(s,xi(s), x;(s))ds < [lg|| 1 min {r_{ 2} < 00,
A A M L

by Lemma 2.3, problem (1.1) has three positive solutions x; € F(a, ry; B, Ly),i = 1,2, 3 with
0<xi(t) <r, Ix/lloo < Li, i=1,2,  r1<x3(t) <ra, —Ly <x5(t) < Ly, 1€[0,00),

x2(t) > b, x3(t) <b, tell,b] O

Example 4.2. Consider the following boundary value problem on the half-line

’ 1
((1 + t)zx’(t)) + g, x(t),x' (1)) =0, 1 €l0,+00)
| (1+1)2 4.1)
x(0) = =x(2), lim x(t) =0,
2 t—00
where p(t) = (1 +1)%, 0 = %,E =2,q(1) = W’
= 34 %"" (t,x,y) € I x [0, 1] x [-2100, 2100];
449 3 Iyl 449
— == (t,x,y) eI x[l,3] x [=2100, 2100];
T (t,x,y) el x[1,3] x| ]
150 + l'g' . (foxoy) € x [3.15] x [~2100, 2100];
g(t7-x7 )’) = |y|
3 X+ W + 140, (t,x,y) € I x [15,300] x [—-2100, 2100];
o(x) + %, (t, x,y) € I x[300, 00) x [-2100, 2100];
y2

o(x) + (t,x,y) € I x [300, 00) x ((—o0, —2100] U [2100, 00)),

21 x 10°’
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where ¢ € C(I, I), ¢(300) = 340. By computing, M = 2, L = &, K = 0.02.
Letry =1,b=3,r,=300,L; =10, L, =2100,[; = 1, > = 4. Theorem 4.1 are satisfied. So problem (4.1) has
at least three positive solutions.
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