Preconditioned WR–LMF-based method for ODE systems
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Abstract
The waveform relaxation (WR) method was developed as an iterative method for solving large systems of ordinary differential equations (ODEs). In each WR iteration, we are required to solve a system of ODEs. We then introduce the boundary value method (BVM) which is a relatively new method based on the linear multistep formulae to solve ODEs. In particular, we apply the generalized minimal residual method with the Strang-type block-circulant preconditioner for solving linear systems arising from the application of BVMs to each WR iteration. It is demonstrated that these techniques are very effective in speeding up the convergence rate of the resulting iterative processes. Numerical experiments are presented to illustrate the effectiveness of our methods.
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1. Introduction
Consider the following linear ordinary differential equations (ODEs):
\[
\frac{dy(t)}{dt} + Qy(t) = g(t), \quad t \in (t_0, T],
\]
\[
y(t_0) = z,
\]
(1)
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where \( y(t), g(t) : \mathbb{R} \to \mathbb{R}^m \), \( z \in \mathbb{R}^m \) and \( Q \in \mathbb{R}^{m \times m} \). By splitting the matrix \( Q \) as

\[
Q = M + N,
\]

we then construct an iteration of the form

\[
\frac{dy^{(k+1)}(t)}{dt} + My^{(k+1)}(t) = -Ny^{(k)}(t) + g(t), \quad t \in (t_0, T],
\]

(3)

where \( k = 0, 1, \ldots \), and \( y^{(0)} \) is a given initial guess usually given by \( y^{(0)}(t) = z \) for \( t \in [t_0, T] \). Iteration (3) is called the waveform relaxation (WR) method and is also called dynamic iteration, see [5]. The fact that WR methods are specifically designed for parallel algorithms has been discussed in [4]. This paper, however, presents a different point of view from [4] by using sequential algorithms. The reasons for adopting sequential algorithms are that sometimes parallel computing is not available on the one hand, and WR methods in parallel computing are very much machine-dependent on the other. Analysis of WR methods in sequential algorithms is also helpful for the justification of the efficiency of any proposed parallel algorithms. We recall that the WR method is originated from electrical network simulation, see [12]. It differs from standard iterative techniques in that it is a continuous-in-time analogue of stationary method by iterating with functions.

The Jacobi, Gauss–Seidel and successive overrelaxation (SOR) versions of the WR technique are classical methods. To be precise, the matrix \( Q \) is decomposed as

\[
Q = L + D + U,
\]

where \( D \) is a diagonal matrix, \( L \) is a strictly lower triangular matrix and \( U \) is a strictly upper triangular matrix. The splittings

\[
M = D, \quad N = L + U;
\]

\[
M = D + L, \quad N = U
\]

and

\[
M = (D + \omega L)/\omega, \quad N = Q - M \quad \text{with} \quad \omega > 0,
\]

define, respectively, the Jacobi, Gauss–Seidel and SOR versions of WR iterations, where \( \omega \) is relaxation parameter.

In this paper, we mainly consider the case of \( Q \) in (2) being Toeplitz (a matrix is said to be Toeplitz if its entries are constant along its diagonals). Such kind of ODE system often appears in numerical partial differential equations see [2,7]. By using the well-known circulant and skew-circulant decomposition of Toeplitz matrix, we decompose the matrix \( Q \) as \( Q = M + N \), where \( M \) is a circulant matrix and \( N \) is a skew-circulant matrix see [6,8,18]. More precisely, for a Toeplitz matrix

\[
T_n = [t_{i-j}]_{i,j=1}^n = [t_k]_{k=-n+1}^{n-1},
\]
we can decompose the matrix $T_n$ as

$$T_n = C_n + S_n,$$  \hspace{1cm} (4)

where

$$C_n = \begin{bmatrix}
  c_0 & c_1 & \cdots & c_{n-2} & c_{n-1} \\
  c_{n-1} & c_0 & \cdots & c_{n-2} & \vdots \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  c_2 & \cdots & \cdots & c_0 & c_1 \\
  c_1 & c_2 & \cdots & c_{n-1} & c_0
\end{bmatrix}, \quad S_n = \begin{bmatrix}
  s_0 & s_1 & \cdots & s_{n-2} & s_{n-1} \\
  -s_{n-1} & s_0 & \cdots & \vdots & \vdots \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  -s_{n-2} & \cdots & s_0 & s_1 \\
  -s_1 & -s_2 & \cdots & -s_{n-1} & s_0
\end{bmatrix},$$

with

$$c_0 + s_0 = t_0, \quad c_k = \frac{1}{2}(t_k + t_{n+k}), \quad s_k = \frac{1}{2}(t_k - t_{n+k}), \quad k = 1, 2, \ldots, n - 1.$$ 

The WR method with this new scheme is called the $C + S$ version.

The convergence behavior of WR methods has been studied exhaustively in a series of papers [13–15], where the authors formulated the convergence characteristics of the method in terms of the spectral radius of the corresponding waveform relaxation operator. To accelerate WR iterations, the multigrid technique was studied in [17] and the preconditioning technique was discussed in [5].

In this paper, we apply boundary value methods (BVMs) see [3,11] to each WR iteration (3). This method requires the solution of nonsymmetric linear systems that are often large and sparse. We then propose to use the generalized minimal residual (GMRES) method [9,16] with the Strang-type block-circulant preconditioner [7,10] to solve these linear systems. The main purpose of this paper is to investigate the effectiveness of preconditioning technique on the speed of the resulting iterative processes.

The paper is organized as follows. In Section 2, we briefly study the error estimate of WR iterations. In Section 3, we introduce the BVM and the Strang-type preconditioner. The invertibility of the Strang-type preconditioner is discussed in Section 4. The convergence rate and operation cost of the preconditioned GMRES method are studied in Section 5, and, finally, numerical experiments are given in Section 6 to illustrate the effectiveness of our methods.

2. Error bound of WR iterations

In this section, We shall consider the space of continuous functions $C[t_0, T]$ equipped with the sup-norm:

$$\|y\|_T = \sup\{|y(t)| : t \in [t_0, T]\},$$

where $y(t) : \mathbb{R} \to \mathbb{R}^m$ and $\|\cdot\|$ is some norm on $\mathbb{R}^m$. Specially, in the following, we use the norm $\|\cdot\|_2$. It is well-known (see, e.g., [14]) that if the iterations $\{y^{(k)}\}_{k=0}^\infty$ defined by (3) converge, the
error of the \( k \)th iteration \( y^{(k)} \) can be bounded by
\[
\|y - y^{(k)}\|_T \leq \frac{(C(T - t_0))^k}{k!} \|y - y^{(0)}\|_T,
\]
where \( y \) is the true solution of (1) and \( C \) is a constant such that
\[
\|e^{-Mt}N\|_T \leq C.
\]
Here \( \| \cdot \|_T \) denotes the corresponding induced matrix norm. However, if \( C \) is large, then the convergence of finding \( y \) through iteration could be very slow. Usually, it is not easy to estimate \( C \), see [5,14].

In the following, we will show that when the Jacobian matrix \( Q \) is Toeplitz, the bound of \( \|e^{-Mt}N\|_T \) is easy to be calculated for the \( C + S \) version of the WR iteration. It is well-known that any \( m \times m \) circulant matrix can be diagonalized by the \( m \times m \) Fourier matrix \( F_m \), see [6,10]. Hence, we have the following decomposition:
\[
M = F_m A_M F_m^*\quad (5)
\]
where \( A_M = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_m) \) is a diagonal matrix holding the eigenvalues of \( M \). Since \( N \) is a skew-circulant matrix, it can also be diagonalized as
\[
N = D_m F_m A_N F_m^* D_m^*\quad (6)
\]
where \( A_N = \text{diag}(\gamma_1, \gamma_2, \ldots, \gamma_m) \) is a diagonal matrix containing the eigenvalues of the matrix \( N \) and \( D_m = \text{diag}(1, \delta, \delta^2, \ldots, \delta^{m-1}) \) with \( \delta = \sqrt{-1} \), see [6]. By using (5) and (6), we obtain
\[
\|e^{-Mt}N\|_T = \sup_{\|y\|_2 = 1} \sup_{t \in [t_0, T]} \|e^{-F_m A_M F_m^* t} D_m F_m A_N F_m^* D_m^* y(t)\|_2
\]
\[
\leq \sup_{t \in [t_0, T]} \|F_m \text{diag} \left( \sum_{n=0}^{\infty} (-\lambda_1 t)^n / n! , \ldots, \sum_{n=0}^{\infty} (-\lambda_m t)^n / n! \right) F_m^* \times D_m F_m \text{diag} \left( \gamma_1, \ldots, \gamma_m \right) F_m^* D_m^* \|_2
\]
\[
\leq \sup_{t \in [t_0, T]} \{ \|\text{diag}(e^{-\lambda_1 t}, \ldots, e^{-\lambda_m t})\|_2 \cdot \|\text{diag}(\gamma_1, \ldots, \gamma_m)\|_2 \}
\]
\[
\leq \sup_{t \in [t_0, T]} \max_{1 \leq i \leq m} |e^{-\lambda_i t}| \max_{1 \leq i \leq m} |\gamma_i|
\]
\[
= \max_{1 \leq i \leq m} |e^{-\Re(\lambda_i) t_0}| \max_{1 \leq i \leq m} |\gamma_i| = C,
\]
where \( \Re(\cdot) \) is the real part of a complex number.
3. BVM and Strang-type preconditioner

In WR iterations, we are required to solve a series of ODE systems (3) and therefore BVMs are proposed. BVMs are numerical methods based on the linear multistep formulae (LMF) for solving ODEs. Although initial value methods (IVMs) are more efficient than BVMs, the advantage in using BVMs over IVMs comes from their stability properties see for instance [3]. A BVM approximates the solution of (3) by means of a discrete boundary value problem. By using a v-step LMF over a uniform mesh

\[ t_j = t_0 + jh, \quad j = 0, \ldots, s, \]

where \( h = (T - t_0)/s \) is the step size, we have

\[
\sum_{i=-v}^{\mu-v} \alpha_i y_{n+i}^{(k+1)} = h \sum_{i=-v}^{\mu-v} \beta_i f_{n+i}, \quad n = v, \ldots, s - \mu + v \quad (7)
\]

with boundary values

\[
y_0^{(k+1)}, \ldots, y_{v-1}^{(k+1)}, \quad y_{s-\mu+v+1}^{(k+1)}, \ldots, y_s^{(k+1)}. \quad (8)
\]

In (7), \( y_n^{(k+1)} \) is an approximation to the true solution \( y^{(k+1)}(t_n) \) of (3) and

\[
f_n \equiv -M y_n^{(k+1)} - N y_n^{(k)} + g(t_n)
\]

with \( y_n^{(k)} \) obtained by the \( k \)th dynamic iteration.

For the boundary values (8), the dynamic iteration (3) only provides one initial condition \( y^{(k+1)}(t_0) = z \). For the others, we can supply other two sets (initial and final) of additional difference equations with the same order of accuracy of (7) see [3], say,

\[
\sum_{i=0}^{\mu} \alpha_i^{(j)} y_i^{(k+1)} = h \sum_{i=0}^{\mu} \beta_i^{(j)} f_i, \quad j = 1, \ldots, v - 1 \quad (9)
\]

and

\[
\sum_{i=0}^{\mu} \alpha_i^{(j)} y_{s-i}^{(k+1)} = h \sum_{i=0}^{\mu} \beta_i^{(j)} f_{s-i}, \quad j = s - \mu + v + 1, \ldots, s. \quad (10)
\]

Now, by combining (7), (9), (10) and the initial condition

\[
y_0^{(k+1)} = y^{(k+1)}(t_0) = z,
\]

we obtain a linear system

\[
Ty^{(k+1)} = Gy^{(k)} + d, \quad (11)
\]
where
\[ T = A \otimes I_m + hB \otimes M, \]
\[ \tilde{y}^{(k+1)} = ((y_0^{(k+1)})^T, \ldots, (y_s^{(k+1)})^T)^T \in \mathbb{R}^{(s+1)m}, \]
\[ G = -h(B \otimes N) \quad (12) \]
and
\[ \tilde{d} = e_1 \otimes z + h(B \otimes I_m)\tilde{g} \in \mathbb{R}^{(s+1)m} \]
with \( e_1 = (1, 0, \ldots, 0)^T \in \mathbb{R}^{(s+1)} \) and \( \tilde{g} = (g(t_0), g(t_1), \ldots, g(t_s))^T \in \mathbb{R}^{(s+1)m} \). In (12), \( I_m \in \mathbb{R}^{m \times m} \) is the identity matrix, the matrix \( A \in \mathbb{R}^{(s+1) \times (s+1)} \) is defined by
\[
A = \begin{bmatrix}
1 & \cdots & 0 \\
\alpha_0^{(1)} & \cdots & \alpha^{(1)}_\mu \\
\vdots & \vdots & \vdots \\
\alpha_0^{(s-1)} & \cdots & \alpha^{(s-1)}_\mu \\
\alpha_0 & \cdots & \alpha_\mu \\
\alpha_0 & \cdots & \alpha_\mu \\
\vdots & \ddots & \vdots \\
\alpha_0 & \cdots & \alpha_\mu \\
0 & \alpha_0^{(s-\mu+v+1)} & \cdots & \alpha^{(s-\mu+v+1)}_\mu \\
0 & \alpha_0^{(s-\mu+v+1)} & \cdots & \alpha^{(s-\mu+v+1)}_\mu \\
\vdots & \vdots & \vdots & \ddots \\
\end{bmatrix}
\]
and \( B \in \mathbb{R}^{(s+1) \times (s+1)} \) is defined similarly by using \( \{ \beta_i \}_{i=0}^\mu \) instead of \( \{ \alpha_i \}_{i=0}^\mu \) in \( A \) and the first row of \( B \) is zero. Obviously, (11) is a classical stationary iteration for linear systems. It is well-known that the convergence of such an iteration requires \( \rho(T^{-1}G) < 1 \), where \( \rho(\cdot) \) is the spectral radius. Since the size of the matrix \( T \) is very large when \( h \) is small and \( (or) \ m \) is large, if a direct method is used to solve the system (11), the operation cost can be very expensive, see numerical comparisons in [2,7].

Therefore Krylov subspace methods, such as the GMRES method [9,16], are proposed to solve the linear system (11). In order to speed up the convergence rate of Krylov subspace methods, we use the Strang-type block-circulant preconditioner. The Strang-type block-circulant preconditioner for \( T \) in (12) is defined by
\[ S = s(A) \otimes I_m + hs(B) \otimes M, \quad (13) \]
where $s(A)$ is a circulant matrix given by

$$s(A) \equiv \begin{bmatrix}
\lambda_v & \cdots & \lambda_2 & \lambda_1 & \lambda_0 & \cdots & \lambda_{v-1} \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\lambda_0 & \ddots & \ddots & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\lambda_{v-1} & \cdots & \lambda_2 & \lambda_1 & \lambda_0 & \cdots & \lambda_v
\end{bmatrix}$$

and $s(B)$ is defined similarly by using $\{\beta_i\}_{i=0}^\mu$ instead of $\{\lambda_i\}_{i=0}^\mu$ in $s(A)$. Here $\{\lambda_i\}_{i=0}^\mu$ and $\{\beta_i\}_{i=0}^\mu$ are the coefficients in (7). When $Q$ in (2) is Toeplitz, by using the decomposition (4), we choose $M$ as a circulant matrix and $N$ as a skew-circulant matrix.

4. Invertibility of Strang-type preconditioner

Now, we prove that under stability assumption on a given BVM, the Strang-type preconditioner is invertible. The stability of a BVM is closely related to two characteristic polynomials $\rho(z)$ and $\sigma(z)$ defined by

$$\rho(z) \equiv z^\mu \sum_{i=-\nu}^{\mu-\nu} \lambda_{i+v} z^i \quad \text{and} \quad \sigma(z) \equiv z^\nu \sum_{i=-v}^{\mu-\nu} \beta_{i+v} z^i,$$

where $\{\lambda_i\}_{i=0}^\mu$ and $\{\beta_i\}_{i=0}^\mu$ are given in (7). The $A_{v,\mu-\nu}$-stability polynomial is defined by

$$\pi(z,q) \equiv \rho(z) - q\sigma(z),$$

where $z,q \in \mathbb{C}$. Let

$$\mathbb{C}^- \equiv \{q \in \mathbb{C} : \Re(q) < 0\} \quad \text{and} \quad \mathbb{C}^+ \equiv \{q \in \mathbb{C} : \Re(q) > 0\}.$$

We have

**Definition 1.** The region

$$\mathcal{D}_{v,\mu-\nu} \equiv \{q \in \mathbb{C} : \pi(z,q) \text{ has } v \text{ zeros inside } |z| = 1 \text{ and } \mu - v \text{ zeros outside } |z| = 1\}$$

is called the region of $A_{v,\mu-\nu}$-stability of a given BVM and the BVM is said to be $A_{v,\mu-\nu}$-stable if

$$\mathbb{C}^- \subseteq \mathcal{D}_{v,\mu-\nu}.$$
Theorem 1. If the BVM for (3) is $A_{v,\mu-v}$-stable and the eigenvalues of $M$ satisfy
\[ \lambda_k(M) \in \mathbb{C}^+ \]
for $k = 1, \ldots, m$, then the preconditioner $S$ defined by (13) is invertible.

Proof. Follows the proof of Theorem 1 in [7] directly.

If there is a $\lambda_i(M)$ which does not satisfy the condition in Theorem 1, say, $\lambda_i(M) \notin \mathbb{C}^+$, and $M$ is assumed to be diagonalized by a unitary matrix (for instance, $M$ is circulant), we can “move” $\lambda_i(M)$ into $\mathbb{C}^+$ by subtracting $\lambda_{\text{min}} - \varepsilon$ from the main diagonal of the matrix $M$, where
\[ \lambda_{\text{min}} = \min_i \{ \Re(\lambda_i(M)) : \lambda_i(M) \notin \mathbb{C}^+ \} \]
and $\varepsilon$ is a positive real number. After such a modification, a new matrix $\tilde{M}$ can be written as
\[ \tilde{M} = M - (\lambda_{\text{min}} - \varepsilon)I_m. \]
It yields a new decomposition of the matrix $Q$:
\[ Q = \tilde{M} + \tilde{N}, \]
where
\[ \tilde{N} = N + (\lambda_{\text{min}} - \varepsilon)I_m. \]
Obviously, all the eigenvalues of $\tilde{M}$ are now in $\mathbb{C}^+$ and therefore Theorem 1 is still applicable.

5. Convergence rate and operation cost

In this section, we first take a look at the convergence rate of the GMRES method. We know that if the preconditioned matrix is nonsingular and can be decomposed as
\[ S^{-1}T = I + L, \]
where $I$ is the identity matrix, $T$ and $S$ are defined by (12) and (13), respectively, the convergence rate of the GMRES method will be bounded by $\text{rank}(L) + 1$, see [10]. We therefore have the following theorem.

Theorem 2. The preconditioned matrix $S^{-1}T$ is nonsingular and can be decomposed as $S^{-1}T = I + L$ where $\text{rank}(L) \leq 2m\mu$. If the GMRES method is applied to solving
\[ S^{-1}T\tilde{y}^{(k+1)} = S^{-1}\tilde{b}, \]
the method will converge in at most $2m\mu + 1$ iterations in exact arithmetic.

Proof. Follows the proof of Theorem 2 in [7] directly.

We should emphasize that the numerical examples in the next section show a much faster convergence rate than that predicted by the estimate provided by Theorem 2. Therefore, a detailed analysis for the convergence rate could be carried out in the future work.
Now, we consider the operation cost in each iteration of the GMRES method. Since \( s(A) \) and \( s(B) \) are both circulant matrices, we have the following decompositions:

\[
\begin{align*}
  s(A) &= F_{s+1} A F_{s+1}^*, \\
  s(B) &= F_{s+1} B F_{s+1}^*,
\end{align*}
\] (14)

where \( A_A \) and \( A_B \) are diagonal matrices containing the eigenvalues of \( s(A) \) and \( s(B) \), respectively, and \( F_{s+1} \) is the \((s + 1) \times (s + 1)\) Fourier matrix. It yields a decomposition of \( S^{-1}(Tv) \), i.e.,

\[
S^{-1}(Tv) = (F_{s+1} \otimes I_m)(A_A \otimes I_m + hA_B \otimes M)^{-1}(F_{s+1}^* \otimes I_m)(Tv),
\]

where \( v \) is some vector. This matrix–vector multiplication is the main work in each iteration of the GMRES method see, e.g. [6,10]. We then consider the following four cases for Toeplitz matrix:

(i) In the Jacobi version of WR iterations, since \( T \) is a block-Toeplitz matrix with Toeplitz blocks (plus a small rank perturbation), by using the Strang’s embedding algorithm with the fast Fourier transform (FFT), see [6,10], \( Tv \) can be computed within \( O(m s \log m s) \) operations. Meanwhile, note that

\[
S = s(A) \otimes I_m + q_0 h s(B) \otimes I_m,
\]

therefore, \( S^{-1} \) can be calculated within \( O(m s \log s) \) operations. Thus, it requires \( O(m s \log m s) \) operations to compute \( S^{-1}(Tv) \).

(ii) In the Gauss–Seidel version of WR iterations, we note that

\[
A_A \otimes I_m + hA_B \otimes M
\]

is a block diagonal matrix with lower triangular Toeplitz blocks. Therefore, we have to solve \( s + 1 \) lower triangular Toeplitz systems of size \( m \times m \). When using the superfast direct Toeplitz solver, see [1,18], it requires \( O(m s \log^2 m) \) operations to calculate \( S^{-1}w \) for some vector \( w \). As in (i), \( Tv \) can also be computed within \( O(m s \log m s) \) operations. Therefore, it requires \( O((m s \log m s + m s \log^2 m) \) operations to compute \( S^{-1}(Tv) \).

(iii) For the SOR version of WR iterations, with a similar analysis given as in (ii), we know that it also requires \( O((m s \log m s + m s \log^2 m) \) operations to compute \( S^{-1}(Tv) \).

(iv) In the \( C + S \) version of WR iterations, since the matrix \( M \) is a circulant matrix, by using (5) and (14), we have

\[
S^{-1}(Tv) = (F_{s+1} \otimes F_m)(A_A \otimes I_m + hA_B \otimes A_M)^{-1}(F_{s+1}^* \otimes F_m^*)(Tv).
\]

By using the FFT, \( S^{-1} \) can be calculated within \( O(m s \log m s) \) operations. As in (i), \( Tv \) can also be computed within \( O(m s \log m s) \) operations. Therefore, it requires \( O(m s \log m s) \) operations to compute \( S^{-1}(Tv) \).

Consequently, by Theorem 2, the total complexity of each WR iteration is bounded by \( O(m^2 s \log m s) \) operations by using the \( C + S \) version and the Jacobi version, while is bounded by \( O(m^2 s \log m s + m^2 s \log^2 m) \) operations by using the Gauss–Seidel version and the SOR version.
6. Numerical experiments

So far, we have introduced our method which combines WR iterations, the BVM and the GMRES method together with the Strang-type preconditioner for solving (1). To illustrate the efficiency of this method, in this section, two numerical examples are performed. From the preceding analysis, we specially choose diagonal dominant Toeplitz matrices as our Jacobian matrices in order to guarantee the convergence of WR iterations. The BVM we used here is the fifth order GAM [3], the following equations,

\[ y_n - y_{n-1} = \frac{h}{720} \left( -19f_{n-2} + 346f_{n-1} + 456f_n - 74f_{n+1} + 11f_{n+2} \right), \quad n = 2, \ldots, s - 2 \]

can be used with the following initial equation:

\[ y_1 - y_0 = \frac{h}{720} \left( -19f_4 + 106f_3 - 264f_2 + 646f_1 + 251f_0 \right), \]

and the two final additional equations,

\[ y_{s-1} - y_{s-2} = \frac{h}{720} \left( -19f_s + 346f_{s-1} + 456f_{s-2} - 74f_{s-3} + 11f_{s-4} \right), \]

\[ y_s - y_{s-1} = \frac{h}{720} \left( 251f_s + 646f_{s-1} - 264f_{s-2} + 106f_{s-3} - 19f_{s-4} \right). \]

All experiments are performed in MATLAB and we use the MATLAB-provided M-file “gmres” (see MATLAB on-line documentation) to solve the preconditioned systems. In our calculations, the stopping criterion in the GMRES method (which is applied within each WR iteration) is

\[ \frac{\|r_q\|_2}{\|r_0\|_2} < 10^{-6}, \]

where \( r_q \) is the residual after the \( q \)th iteration in the GMRES method and the zero vector is the initial guess. The stopping criterion of WR iterations is

\[ \frac{\|y^{(k+1)} - y^{(k)}\|_2}{\|y^{(k)}\|_2} \leq 10^{-6}, \]

where \( y^{(k)} \) is the solution after the \( k \)th WR iteration. All programs are run on a 1.7 GHz PC with 512 Mbytes of memory.

Example 1. Consider

\[ \frac{dy(t)}{dt} + Qy(t) = 0, \quad t \in (0, 1], \]

\[ y(0) = (1, 2, \ldots, m)^T, \]
Table 1

Number of WR iterations for convergence in Example 1

<table>
<thead>
<tr>
<th>m</th>
<th>s</th>
<th>C + S</th>
<th>Jacobi</th>
<th>Gauss–Seidel</th>
<th>SOR (( \omega = 0.987 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>16</td>
<td>11</td>
<td>18</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>11</td>
<td>18</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>11</td>
<td>18</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>11</td>
<td>17</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>40</td>
<td>16</td>
<td>11</td>
<td>18</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>11</td>
<td>19</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>11</td>
<td>17</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>10</td>
<td>17</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>60</td>
<td>16</td>
<td>11</td>
<td>18</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>11</td>
<td>17</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>11</td>
<td>17</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>10</td>
<td>17</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

where

\[
Q = \begin{bmatrix}
6 & -2 & 1 & & & & \\
-2 & 6 & -2 & 1 & & & \\
1 & -2 & 6 & \ddots & \ddots & & \\
& \ddots & \ddots & \ddots & \ddots & \ddots & & \\
& & & 1 & & & \\
& & & & -2 & & \\
& & & & & 1 & 6
\end{bmatrix}
\]

Tables 1 and 2 show, respectively, the number of WR iterations and the number of megaflops (Mflops) required for convergence with different combinations of matrix sizes \( m \) and \( s \). For the SOR method, an optimal value of \( \omega \) has been tried to locate for a matrix with size \( m = 20 \) and \( s = 16 \) by calculating the spectral radius \( \rho(T^{-1}G) \) versus relaxation parameter \( \omega \), and the result is given in Fig. 1. Fig. 1 shows that an optimal value of \( \omega \) seems to be \( \omega \approx 0.987 \) with corresponding spectral radius \( \rho \approx 0.041 \). From Table 2, we found that the number of megaflops of the SOR method with \( \omega = 0.987 \) is the smallest one. As expected, the number of WR iterations required for convergence remains almost a constant for increasing \( m \) and \( s \).

Example 2. Consider

\[
\frac{dy(t)}{dt} + Qy(t) = 0, \quad t \in (0, 1],
\]

\[
y(0) = (1, 2, \ldots, m)^T,
\]
Table 2  
Number of Mflops for convergence in Example 1

<table>
<thead>
<tr>
<th>$m$</th>
<th>$s$</th>
<th>$C + S$</th>
<th>Jacobi</th>
<th>Gauss–Seidel</th>
<th>SOR ($\omega = 0.987$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>32</td>
<td>23.026</td>
<td>33.621</td>
<td>25.191</td>
<td>25.191</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>45.391</td>
<td>65.154</td>
<td>47.237</td>
<td>47.237</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>97.632</td>
<td>121.104</td>
<td>112.654</td>
<td>115.321</td>
</tr>
<tr>
<td>40</td>
<td>16</td>
<td>25.971</td>
<td>29.172</td>
<td>26.950</td>
<td>26.950</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>49.122</td>
<td>50.192</td>
<td>48.317</td>
<td>46.119</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>93.521</td>
<td>101.463</td>
<td>96.175</td>
<td>96.175</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>171.524</td>
<td>195.021</td>
<td>185.495</td>
<td>185.495</td>
</tr>
<tr>
<td>60</td>
<td>16</td>
<td>39.623</td>
<td>42.834</td>
<td>40.178</td>
<td>40.178</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>81.434</td>
<td>90.762</td>
<td>82.329</td>
<td>82.329</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>171.812</td>
<td>230.198</td>
<td>193.693</td>
<td>193.693</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>355.705</td>
<td>465.014</td>
<td>386.611</td>
<td>386.611</td>
</tr>
</tbody>
</table>

Fig. 1. Spectral radius $\rho(T^{-1}G)$ versus relaxation parameter $\omega$.

where

$$Q = \begin{bmatrix} 2 & \frac{1}{3} & \cdots & \frac{1}{3^{m-2}} & \frac{1}{3^{m-1}} \\ -\frac{1}{2} & 2 & \frac{1}{3} & \cdots & \frac{1}{3^{m-2}} \\ : & -\frac{1}{2} & 2 & \ddots & : \\ -\frac{1}{2^{m-2}} & : & \ddots & \ddots & \frac{1}{3} \\ -\frac{1}{2^{m-1}} & -\frac{1}{2^{m-2}} & \cdots & -\frac{1}{2} & 2 \end{bmatrix}.$$
Tables 3 and 4 give the number of WR iterations and the number of megaflops (Mflops) required for convergence with different combinations of $m$ and $s$. Again, Fig. 1 demonstrates that an optimal value for $\omega$ is $\omega \approx 0.965$ with corresponding spectral radius $\rho \approx 0.009$. From Table 4, we found that the number of megaflops of the SOR method with $\omega = 0.965$ is smaller than that of the Gauss–Seidel method. The number of WR iterations required for convergence remains almost a constant again for increasing $m$ and $s$. From Table 4, the number of megaflops of our method is the smallest one.
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