A hybrid particle swarm optimization and genetic algorithm with population partitioning for large scale optimization problems
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Abstract In this paper, a new hybrid particle swarm optimization and genetic algorithm is proposed to minimize a simplified model of the energy function of the molecule. The proposed algorithm is called Hybrid Particle Swarm Optimization and Genetic Algorithm (HPSOGA). The HPSOGA is based on three mechanisms. The first mechanism is applying the particle swarm optimization to balance between the exploration and the exploitation process in the proposed algorithm. The second mechanism is the dimensionality reduction process and the population partitioning process by dividing the population into sub-populations and applying the arithmetical crossover operator in each sub-population in order to increase the diversity of the search in the algorithm. The last mechanism is applied in order to avoid the premature convergence and avoid trapping in local minima by using the genetic mutation operator in the whole population. Before applying the proposed HPSOGA to minimize the potential energy function of the molecule size, we test it on 13 unconstrained large scale global optimization problems with size up to 1000 dimensions in order to investigate the general performance of the proposed algorithm for solving large scale global optimization problems then we test the proposed algorithm with different molecule sizes with up to 200 dimensions. The proposed algorithm is compared against the standard particle swarm optimization to solve large scale global optimization problems and 9 benchmark algorithms, in order to verify the efficiency of the proposed algorithm for solving molecules potential energy function. The numerical experiment results show that the proposed algorithm is a promising and
1. Introduction

The potential energy of a molecule is derived from molecular mechanics, which describes molecular interactions based on the principles of Newtonian physics. An empirically derived set of potential energy contributions is used for approximating these molecular interactions. The minimization of the potential energy function is a difficult problem to solve since the number of the local minima increases exponentially with the molecular size [1]. The minimization of the potential energy function problem can be formulated as a global optimization problem. Finding the steady state (ground) of the molecules in the protein can help to predict the 3D structure of the protein, which helps to know the function of the protein.

Several optimization algorithms have been suggested to solve this problem, for example, the random method [1–4], branch and bound method [5], simulated annealing [6], genetic algorithm [7–9] and variable neighborhood search [10,11]. A stochastic swarm intelligence algorithm, known as Particle Swarm Optimization (PSO) [12], and PSO and the Fletcher–Reeves algorithm [13], have been applied to solve the energy minimization problem. PSO is simple, easy to implement, and requires only a small number of user-defined parameters, but it also suffers from premature convergence.

In this paper, new hybrid particle swarm optimization algorithm and genetic algorithm is proposed in order to minimize the molecular potential energy function. The proposed algorithm is called Hybrid Particle Swarm Optimization and Genetic Algorithm (HPSOGA). The proposed HPSOGA algorithm is based on three mechanisms. In the first mechanism, the particle swarm optimization algorithm is applied with its powerful performance with the exploration and the exploitation processes. The second mechanism is based on the dimensionality reduction and the population partitioning processes by dividing the population into sub-population and applying the arithmetical crossover operator on each sub-population. The partitioning idea can improve the diversity search of the proposed algorithm. The last mechanism is to avoid the premature convergence by applying the genetic algorithm mutation operator in the whole population. The combination between these three mechanisms accelerates the search and helps the algorithm to reach to the optimal or near optimal solution in reasonable time.

In order to investigate the general performance of the proposed algorithm, it has been tested on a scalable simplified molecular potential energy function with well-known properties established in [5].

This paper is organized as follows: Section 2 presents the definitions of the molecular energy function and the unconstrained optimization problem. Section 3 overviews the standard particle swarm optimization and genetic algorithms. Section 4 describes in detail the proposed algorithm. Section 5 demonstrates the numerical experimental results. Section 6 summarizes the contribution of this paper along with some future research directions.

2. Description of the problems

2.1. Minimizing the molecular potential energy function

The minimization of the potential energy function problem considered here is taken from [7]. The molecular model considered here consists of a chain of m atoms centered at \( x_1, \ldots, x_m \), in a 3-dimensional space. For every pair of consecutive atoms \( x_i \) and \( x_{i+1} \), let \( r_{ij} \) be the bond length which is the Euclidean distance between them as seen in Fig. 1(a). For every three consecutive atoms \( x_i, x_{i+1}, x_{i+2} \), let \( \theta_{ij} \) be the bond angle corresponding to the relative position of the third atom with respect to the line containing the previous two as seen in Fig. 1(b). Likewise, for every four consecutive atoms \( x_i, x_{i+1}, x_{i+2}, x_{i+3} \), let \( \phi_{ij} \) be the torsion angle, between the normal through the planes determined by the atoms \( x_i, x_{i+1}, x_{i+2} \) and \( x_{i+3}, x_{i+1}, x_{i+2} \) as seen in Fig. 1(c).

The force field potentials correspond to bond lengths, bond angles, and torsion angles are defined respectively [11] as

\[
E_1 = \sum_{(i,j) \in M_1} c_{ij}^1 \left( r_{ij} - r_{ij}^0 \right)^2,
\]

\[
E_2 = \sum_{(i,j) \in M_2} c_{ij}^2 \left( \theta_{ij} - \theta_{ij}^0 \right)^2,
\]

\[
E_3 = \sum_{(i,j) \in M_3} c_{ij}^3 \left( 1 + \cos \left( 3\phi_{ij} - \phi_{ij}^0 \right) \right),
\]

where \( c_{ij}^1 \) is the bond stretching force constant, \( c_{ij}^2 \) is the angle bending force constant, and \( c_{ij}^3 \) is the torsion force constant. The constants \( r_{ij}^0 \) and \( \theta_{ij}^0 \) represent the preferred bond length and bond angle, respectively. The constant \( \phi_{ij}^0 \) is the phase angle that defines the position of the minima. The set of pairs of atoms separated by \( k \) covalent bond is denoted by \( M_k \) for \( k = 1,2,3 \).

Also, there is a potential \( E_4 \) which characterizes the 2-body interaction between every pair of atoms separated by more than two covalent bonds along the chain. We use the following function to represent \( E_4 \):

\[
E_4 = \sum_{(i,j) \in M_4} \left( -1 \right)^{i-j} \left( -1 \right)^k r_{ij},
\]

where \( r_{ij} \) is the Euclidean distance between atoms \( x_i \) and \( x_j \).

The general problem is the minimization of the total molecular potential energy function, \( E_1 + E_2 + E_3 + E_4 \), leading to the optimal spatial positions of the atoms. To reduce the number of parameters involved in the potentials above, we simplify the problem by considering a chain of carbon atoms.

In most molecular conformational predictions, all covalent bond lengths and covalent bond angles are assumed to be fixed at their equilibrium values \( r_{ij}^0 \) and \( \theta_{ij}^0 \), respectively. Thus, the molecular potential energy function reduces to \( E_3 + E_4 \) and...
the first three atoms in the chain can be fixed. The first atom, \( x_1 \), is fixed at the origin, \((0, 0, 0)\); the second atom, \( x_2 \), is positioned at \((-r_{12}, 0, 0)\); and the third atom, \( x_3 \), is fixed at \((r_{23} \cos(\theta_{13}) - r_{23} \sin(\theta_{13}), 0)\).

Using the parameters previously defined and Eqs. (1) and (2), we obtain
\[
E = \sum_{i \neq j \neq k \neq l} (1 + \cos(3\omega_{ij})) + \sum_{i \neq j} \left( \frac{(-1)^i}{r_{ij}} \right).
\]

Although the molecular potential energy function (3) does not actually model the real system, it allows one to understand the qualitative origin of the large number of local minimizers-the main computational difficulty of the problem, and is likely to be realistic in this respect.

Note that \( E_3 \) in Eq. (1) represents a function of torsion angles, and \( E_4 \) in Eq. (2) represents a function of Euclidean distance. To represent Eq. (3) as a function of angles only, we can use the result established in [14] and obtain
\[
r_{ij}^2 = r_{ij}^2 - r_{ij} \left( \frac{r_{jk}^2 + r_{jl}^2 - r_{kl}^2}{r_{jl}} \right) \cos(\theta_{ij})
- r_{ij} \sqrt{4r_{jk}^2r_{jl} - (r_{jk}^2 + r_{jl}^2 - r_{kl}^2)^2} \sin(\theta_{ij}) \cos(\omega_{ij}),
\]
for every four consecutive atoms \( x_i, x_j, x_k, x_l \). Using the parameters previously defined, we have
\[
r_{ij} = \sqrt{10.60999896 - 4.141720682(\cos(\omega_{ij}))} \quad \text{for all } (i,j) \in M. \]

From Eqs. (3) and (4), the expression for the potential energy as a function of the torsion angles takes the form
\[
E = \sum_{i \neq j \neq k \neq l} \left( 1 + \cos(3\omega_{ij}) \right) + \sum_{i \neq j} \left( \frac{(-1)^i}{\sqrt{10.60999896 - 4.141720682(\cos(\omega_{ij}))}} \right),
\]
where \( i = 1, \ldots, m - 3 \) and \( m \) is the number of atoms in the given system, as shown in Fig. 1(c).

The problem is then to find \( \omega_{14}, \omega_{25}, \ldots, \omega_{(m-3)m} \) where \( \omega_{ij} \in [0, \pi] \), which corresponds to the global minimum of the function \( E \), represented by Eq. (5). \( E \) is a nonconvex function involving numerous local minimizers even for small molecules.

Finally, the function \( f(x) \) can be defined as
\[
f(x) = \sum_{i=1}^{n} \left( 1 + \cos(3x_i) + \frac{(-1)^i}{\sqrt{10.60999896 - 4.141720682(\cos(x_i))}} \right)
\]
and \( 0 \leq x_i \leq 5, \enspace i = 1, \ldots, n \).

Despite this simplification, the problem remains very difficult. A molecule with as few as 30 atoms has \( \approx 134, 217, 728 \) local minimizers.

2.2. Unconstrained optimization problems

Mathematically, the optimization is the minimization or maximization of a function of one or more variables by using the following notations:

- \( x = (x_1, x_2, \ldots, x_n) \) - a vector of variables or function parameters;
- \( f \) - the objective function that is to be minimized or maximized; a function of \( x \);
- \( l = (l_1, l_2, \ldots, l_m) \) and \( u = (u_1, u_2, \ldots, u_n) \) - the lower and upper bounds of the definition domain for \( x \).

The optimization problem (minimization) can be defined as:
\[
\min_{x \in \Omega} f(x)
\]

3. The basic PSO and GA algorithms

3.1. Particle swarm optimization algorithm

We will give an overview of the main concepts and structure of the particle swarm optimization algorithm as follows.

Main concepts. Particle swarm optimization (PSO) is a population based method that inspired from the behavior (information exchange) of the birds in a swarm [15]. In PSO the population is called a swarm and the individuals are called particles. In the search space, each particle moves with a velocity. The particle adapts this velocity due to the information exchange between it and other neighbors. At each iteration, the particle uses a memory in order to save its best position and the overall best particle positions. The best particle position is saved as a best local position, which was assigned to a neighborhood particles, while the overall best particle position is saved as a best global position, which was assigned to all particles in the swarm.

Particle movement and velocity. Each particle is represented by a \( D \) dimensional vectors,
The velocity of the initial population is randomly generated and each particle has the following initial velocity:

\[ v_i = (v_{i1}, v_{i2}, ..., v_{id}) \in S. \]  

(8)

The best local and global positions are assigned, where the best local position encountered by each particle is defined as

\[ x_i \rightarrow \{p_{i1}, p_{i2}, ..., p_{id}\} \in S. \]  

The best local and global positions are assigned, where the best local position (Pbest) and the overall (global) best position (gbest) among particles in its neighborhood as follows:

\[ x_i^{(t+1)} = x_i^{(t)} + v_i^{(t+1)}, \quad i = 1, \ldots, P \]  

(11)

\[ v_i^{(t+1)} = v_i^{(t)} + c_1r_{i1} \times (p_{i}^{(t)} - x_i^{(t)}) + c_2r_{i2} \times (gbest - x_i^{(t)}). \]  

(12)

where \( c_1, c_2 \) are two acceleration constants called cognitive and social parameters, \( r_{i1}, r_{i2} \) are random vector \( \in [0, 1] \).

We can summarize the main steps of the PSO algorithm as follows.

- **Step 1.** The algorithm starts with the initial values of swarm size \( P \), acceleration constants \( c_1, c_2 \).
- **Step 2.** The initial position and velocity of each solution (particle) in the population (swarm) are randomly generated as shown in Eqs. (8) and (9).
- **Step 3.** Each solution in the population is evaluated by calculating its corresponding fitness value \( f(x_i) \).
- **Step 4.** The best personal solution \( P_{best} \) and the best global solution \( gbest \) are assigned.
- **Step 5.** The following steps are repeated until the termination criterion is satisfied.
  - **Step 5.1.** At each iteration \( t \), the position of each particle \( x_i \) is justified as shown in Eq. (11), while the velocity of each particle \( v_i \) is justified as shown in Eq. (12).
  - **Step 5.2.** Each solution in the population is evaluated \( f(x_i) \) and the new best personal solution \( P_{best} \) and best global solution \( gbest \) are assigned.
  - **Step 5.3.** The operation is repeated until the termination criteria are satisfied.
- **Step 6.** Produce the best found solution so far.

**Algorithm 1.** Particle swarm optimization algorithm.

1: Set the initial value of the swarm size \( P \), acceleration constants \( c_1, c_2 \).
2: Set \( t := 0 \).
3: Generate \( x_i^{(0)} \) \( \in [L, U] \) randomly, \( i = 1, \ldots, P \). \{P is the population (swarm) size\}.
4: Evaluate the fitness function \( f(x_i^{(0)}) \).
5: Set \( gbest^{(0)} \), \{gbest is the best global solution in the swarm\}.
6: Set \( pbest^{(0)} \), \{pbest is the best local solution in the swarm\}.
7: repeat
8: \[ x_i^{(t+1)} = x_i^{(t)} + v_i^{(t)} \times \left( pbest_i^{(t)} - x_i^{(t)} \right) + v_i^{(t)} \times \left( gbest - x_i^{(t)} \right). \]
9: \{\( r_1, r_2 \) are random vectors \( \in [0,1] \).\}
10: if \( f(x_i^{(t+1)}) \leq f(gbest^{(t)}) \) then
11: \( gbest^{(t+1)} = x_i^{(t+1)}. \)
12: \{end if\}
13: \{else\}
14: \( pbest_i^{(t+1)} = pbest_i^{(t)}. \)
15: \{end if\}
16: if \( f(x_i^{(t+1)}) \leq f(gbest^{(t)}) \) then
17: \( gbest^{(t+1)} = x_i^{(t+1)}. \)
18: \{else\}
19: \( gbest^{(t+1)} = gbest^{(t)}. \)
20: \{end if\}
21: \{end if\}
22: \{Iteration counter increasing\}.
23: \{until Termination criteria are satisfied\}.
24: \{Produce the best particle\}.

3.2. Genetic algorithm

Genetic algorithms (GAs) have been developed by J. Holland to understand the adaptive processes of natural systems [16]. Then, they have been applied to optimization and machine learning in the 1980s [17,18]. GA usually applies a crossover operator by mating the parents (individuals) and a mutation operator that randomly modifies the individual contents to promote diversity to generate a new offspring. GAs use a probabilistic selection that is originally the proportional selection. The replacement (survival selection) is generational, that is, the parents are replaced systematically by the offsprings. The crossover operator is based on the n-point or uniform crossover while the mutation is a bit flipping. The general structure of GA is shown in Algorithm 2.

**Algorithm 2.** The structure of genetic algorithm.

1: Set the generation counter \( t := 0 \).
2: Generate an initial population \( P^0 \) randomly.
3: Evaluate the fitness function of all individuals in \( P^0 \).
4: repeat
5: \{Generation counter increasing\}.
6: Select an intermediate population \( P' \) from \( P^{t-1} \). \{Selection operator\}.
7: \{Associate a random number \( r \) from \( (0,1) \) with each row in \( P' \).\}
8: \{if \( r < p_c \) then\}
9: \{Apply crossover operator to all selected pairs of \( P' \).\}
10: \{Crossover operator\}.
11: \{end if\}
12: \{Associate a random number \( r_1 \) from \( (0,1) \) with each gene in each individual in \( P' \).\}
13: \{if \( r_1 < p_m \) then\}
14: \{Mutate the gene by generating a new random value for\}
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the selected gene with its domain. [Mutation operator].
15: Update $P^t$.
16: end if
17: Evaluate the fitness function of all individuals in $P^t$.
18: until Termination criteria are satisfied.

Procedure 1 (Crossover ($p^1, p^2$)).
1. Randomly choose $\lambda \in (0, 1)$.
2. Two offspring $c^1 = (c^1_1, \ldots, c^1_D)$ and $c^2 = (c^2_1, \ldots, c^2_D)$ are generated from parents $p^1 = (p^1_1, \ldots, p^1_D)$ and $p^2 = (p^2_1, \ldots, p^2_D)$, where
   
   $$
   c^1_i = \lambda p^1_i + (1 - \lambda) p^2_i, \\
   c^2_i = \lambda p^2_i + (1 - \lambda) p^1_i, \\
   i = 1, \ldots, D.
   $$
3. Return.

4. The proposed HPSOGA algorithm

The main structure of the proposed HPSOGA algorithm is presented in Algorithm 3.

Algorithm 3. Hybrid particle swarm optimization and genetic algorithm.

1: Set the initial values of the population size $P$, acceleration constant $c_1$ and $c_2$, crossover probability $P_c$, mutation probability $P_m$, partition number $part_m$, number of variables in each partition $v$, number of solutions in partition $\eta$ and the maximum number of iterations $Max_g$.
2: Set $t := 0$. [Counter initialization].
3: for $(i = 1 : i \leq P)$ do
4: Generate an initial population $X(t)$ randomly.
5: Evaluate the fitness function of each search agent (solution) $f(X)$.
6: end for
7: repeat
8: Apply the standard particle swarm optimization (PSO) algorithm as shown in Algorithm 1 on the whole population $X(t)$.
9: Apply the selection operator of the GA on the whole population $X(t)$.
10: Partition the population $X(t)$ into $part_m$ sub-populations, where each sub-population $X(t)$ size is $v \times \eta$.
11: for $(i = 1 : i \leq part_m)$ do
12: Apply the arithmetical crossover as shown in Procedure 1 on each sub-population $X(t)$.
13: end for
14: Apply the GA mutation operator on the whole population $X(t)$.
15: Update the solutions in the population $X(t)$.
16: Set $t = t + 1$. [Iteration counter is increasing].
17: until $(t > Max_g)$. [Termination criteria are satisfied].
18: Produce the best solution.

The main steps of the proposed algorithm are summarized as follows.

- Step 1. The proposed HPSOGA algorithm starts by setting its parameter values such as the population size $P$, acceleration constant $c_1$ and $c_2$, crossover probability $P_c$, mutation probability $P_m$, partition number $part_m$, the number of variables in partition $v$, the number of solutions in partition $\eta$ and the maximum number of iterations $Max_g$. (Line 1)
- Step 2. The iteration counter $t$ is initialized and the initial population is randomly generated and each solution in the population is evaluated. (Lines 2–6)
- Step 3. The following steps are repeated until termination criteria are satisfied.
  - Step 3.1. The new solutions $\hat{X}^t$ are generated by applying the standard particle swarm optimization algorithm (PSO) on the whole population. (Line 8)
  - Step 3.2. Select an intermediate population from the current one by applying GA selection operator. (Line 9)
  - Step 3.3. In order to increase the diversity of the search and overcome the dimensionality problem, the current population is partitioned into $part_m$ sub-population, where each sub-population $X(t)$ size is $v \times \eta$, where $v$ is the number of variables in each partition and $\eta$ is the number of solutions in each partition. (Line 10)
  - Fig. 2 describes the applied population partitioning strategy.
  - Step 3.4. The arithmetical crossover operator is applied on each sub-population. (Lines 11–13)
  - Step 3.5. The genetic mutation operator is applied in the whole population in order to avoid the premature convergence. (Line 14)
- Step 7. The solutions in the population are evaluated by calculating its fitness function. The iteration counter $t$ is increasing and the overall processes are repeated until termination criteria are satisfied. (Lines 15–17)
- Step 8. Finally, the best found solution is presented. (Line 18)

5. Numerical experiments

Before investigating the proposed algorithm on the molecular energy function, 13 benchmark unconstrained optimization problems with size up to 1000 dimensions are tested. The results of the proposed algorithm are compared against the standard particle swarm optimization for the unconstrained optimization problems and the 9 benchmark algorithms for the molecular potential energy function. HPSOGA is programmed by MATLAB, and the results of the comparative algorithms are taken from their original papers. In the following subsections, the parameter setting of the proposed algorithm with more details has been reported in Table 1.

5.1. Parameter setting

The parameters of the HPSOGA algorithm are reported with their assigned values in Table 1. These values are based on the common setting in the literature or determined through our preliminary numerical experiments.
Figure 2  Population partitioning strategy.

Table 1  Parameter setting.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Definitions</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>Population size</td>
<td>25</td>
</tr>
<tr>
<td>$c_1$</td>
<td>Acceleration constant for cognition part</td>
<td>2</td>
</tr>
<tr>
<td>$c_2$</td>
<td>Acceleration constant for social part</td>
<td>2</td>
</tr>
<tr>
<td>$P_c$</td>
<td>Crossover rate</td>
<td>0.6</td>
</tr>
<tr>
<td>$P_m$</td>
<td>Mutation rate</td>
<td>0.01</td>
</tr>
<tr>
<td>$m$</td>
<td>No of variables in each partition</td>
<td>5</td>
</tr>
<tr>
<td>$\eta$</td>
<td>No of solutions in each partition</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 2  Unimodal test functions.

<table>
<thead>
<tr>
<th>Test function</th>
<th>$S$</th>
<th>$f_{opt}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1(x)$</td>
<td>$[-100, 100]^d$</td>
<td>0</td>
</tr>
<tr>
<td>$f_2(x)$</td>
<td>$[-10, 10]^d$</td>
<td>0</td>
</tr>
<tr>
<td>$f_3(x)$</td>
<td>$[-100, 100]^d$</td>
<td>0</td>
</tr>
<tr>
<td>$f_4(x)$</td>
<td>$[-100, 100]^d$</td>
<td>0</td>
</tr>
<tr>
<td>$f_5(x)$</td>
<td>$[-30, 30]^d$</td>
<td>0</td>
</tr>
<tr>
<td>$f_6(x)$</td>
<td>$[-100, 100]^d$</td>
<td>0</td>
</tr>
<tr>
<td>$f_7(x)$</td>
<td>$[-1.28, 1.28]^d$</td>
<td>0</td>
</tr>
</tbody>
</table>
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Table 3  Multimodal test functions

<table>
<thead>
<tr>
<th>Test function</th>
<th>Sf</th>
<th>Opt</th>
<th>fOpt</th>
<th>P</th>
<th>g</th>
<th>c</th>
<th>Pm</th>
<th>Sf</th>
<th>Opt</th>
<th>fOpt</th>
</tr>
</thead>
<tbody>
<tr>
<td>f(x) = \sum_{i=1}^{d} x_i \cos(2\pi x_i) + 10</td>
<td>[ -500, 500 ] ^d</td>
<td>[ -5, 12 ] ^d</td>
<td>[ -22, 22 ] ^d</td>
<td>[ -600, 600 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
</tr>
<tr>
<td>f(x) = \sum_{i=1}^{d} \frac{1}{4} (x_i - a)^m + \exp \left( -\sum_{i=1}^{d} \frac{1}{4} (x_i - a)^m \right) + \frac{1}{4}</td>
<td>[ -500, 500 ] ^d</td>
<td>[ -5, 12 ] ^d</td>
<td>[ -22, 22 ] ^d</td>
<td>[ -600, 600 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td></td>
</tr>
<tr>
<td>f(x) = \sum_{i=1}^{d} \frac{1}{2} \left( \sum_{i=1}^{d} \sum_{j=1}^{d} x_i x_j \right)^2 \cos(2\pi \sum_{i=1}^{d} x_i x_j) + 1</td>
<td>[ -500, 500 ] ^d</td>
<td>[ -5, 12 ] ^d</td>
<td>[ -22, 22 ] ^d</td>
<td>[ -600, 600 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td></td>
</tr>
<tr>
<td>f(x) = \sum_{i=1}^{d} \frac{1}{2} \left( x_i - a \right)^2 + \exp \left( -\sum_{i=1}^{d} \frac{1}{2} \left( x_i - a \right)^2 \right) + \frac{1}{4}</td>
<td>[ -500, 500 ] ^d</td>
<td>[ -5, 12 ] ^d</td>
<td>[ -22, 22 ] ^d</td>
<td>[ -600, 600 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td></td>
</tr>
<tr>
<td>f(x) = \sum_{i=1}^{d} \frac{1}{2} \left( x_i - a \right)^2 + \exp \left( -\sum_{i=1}^{d} \frac{1}{2} \left( x_i - a \right)^2 \right) + \frac{1}{4}</td>
<td>[ -500, 500 ] ^d</td>
<td>[ -5, 12 ] ^d</td>
<td>[ -22, 22 ] ^d</td>
<td>[ -600, 600 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td></td>
</tr>
<tr>
<td>f(x) = \sum_{i=1}^{d} \frac{1}{2} \left( x_i - a \right)^2 + \exp \left( -\sum_{i=1}^{d} \frac{1}{2} \left( x_i - a \right)^2 \right) + \frac{1}{4}</td>
<td>[ -500, 500 ] ^d</td>
<td>[ -5, 12 ] ^d</td>
<td>[ -22, 22 ] ^d</td>
<td>[ -600, 600 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td>[ -50, 50 ] ^d</td>
<td></td>
</tr>
</tbody>
</table>

- **Population size P.** The experimental tests show that the best population size is $P = 25$, and increasing this number will increase the evaluation function values without any improvement in the obtained results.
- **Acceleration constant $c_1$ and $c_2$.** The parameters $c_1$ and $c_2$ are acceleration constants, and they are a weighting stochastic acceleration, which pull each particle toward personal best and global best positions. The values of $c_1$ and $c_2$ are set to 2.
- **Probability of crossover $P_c$.** Arithmetical crossover operator is applied for each partition in the population and It turns out that the best value of the probability of crossover is to set to 0.6.
- **Probability of mutation $P_m$.** In order to and avoid the premature convergence, a mutation is applied on the whole population with value 0.01.
- **Partitioning variables $v$, $\eta$.** It turns out that the best sub-population size is to be $v \times \eta$, where $v$ and $\eta$ equal to 5.

### 5.2. Unconstrained test problems

Before testing the general performance of the proposed algorithm with different molecules sizes, 13 benchmark functions are tested and the results are reported in Table 2. In Table 2, there are 7 unimodel functions and 6 multimodel functions (see Table 3).

### 5.3. The efficiency of the proposed HPSOGA on large scale global optimization problems

In order to verify the efficiency of the partitioning process and the combining between the standard particle swarm optimization and genetic algorithm, the general performance of the proposed HPSOGA algorithm and the standard particle swarm optimization algorithm (PSO) are presented for functions $f_3$, $f_7$, $f_9$ and $f_{10}$ by plotting the function values versus the number of iterations as shown in Figs. 3 and 4. In Figs. 3 and 4, the dotted line represents the standard particle swarm optimization, while the solid line represents the proposed HPSOGA algorithm. The data in Figs. 3 and 4 are plotted after $d$ iterations, where $d$ is the problem dimension. Figs. 3 and 4 show that the proposed algorithm is faster than the standard particle swarm optimization algorithm which verifies that the applied partitioning mechanism and the combination between the particle swarm optimization and the genetic algorithm can accelerate the convergence of the proposed algorithm.

### 5.4. The general performance of the proposed HPSOGA on large scale global optimization problems

The general performance of the proposed algorithm is presented in Figs. 5 and 6 by plotting the function values versus the iterations number for functions $f_1$, $f_2$, $f_3$ and $f_6$ with dimensions 30, 100, 400 and 1000. These functions are selected randomly.

### 5.5. The comparison between PSO and HPSOGA

The last investigation of the proposed algorithm HPSOGA is applied by testing on 13 benchmark functions with dimensions up to 1000 and comparing it against the standard particle
swarm optimization. The results of both algorithms (mean (Ave) and standard deviation (Std) of the evaluation function values) are reported over 30 runs and applied the same termination criterion, i.e., terminates the search when they reach to the optimal solution within an error of $10^{-4}$ before the 25,000, 50,000, 125,000 and 300,000 function evaluation values for dimensions 30, 100, 400 and 1000, respectively. The function evaluation is called cost function, which describes the maximum number of iterations and the execution time for each applied algorithm. The results in parentheses are the mean and the standard deviations of the function values and reported when the algorithm reaches the desired number of function evaluations without obtaining the desired optimal solutions. The reported results in Tables 4–7 show that the performance of the proposed HPSOGA is better than the standard particle swarm optimization algorithm and can obtain the optimal or near optimal solution in reasonable time.
5.6. The efficiency of the proposed HPSOGA for minimizing the potential energy function

The general performance of the proposed algorithm is tested on a simplified model of the molecule with various dimensions from 20 to 200 by plotting the number of function values (mean error) versus the number of iterations (function evaluations) as shown in Fig. 7. The results in Fig. 7 show that the function values rapidly decrease while the number of iterations slightly increases. It can be concluded from Fig. 7 that the proposed HPSOGA can obtain the optimal or near optimal solutions within reasonable time.

5.7. HPSOGA and other algorithms

The HPSOGA algorithm is compared against two sets of benchmark methods. The first set of methods consists of four various real coded genetic algorithms (RCGAs),
WX-PM, WX-LLM, LX-LLM [8] and LX-PM [19]. These four methods are based on two real coded crossover operators, Weibull crossover WX and LX [20] and two mutation operators LLM and PM [19]. The second set of methods consists of 5 benchmark methods, variable neighborhood search based method (VNS), (VNS-123), (VNS-3) methods [11]. In [11], four variable neighborhood search methods, VNS-1, VNS-2, VNS-3, and VNS-123 were developed. They differ in the choice of random distribution used in the shaking step for minimization of a continuous function subject to box constraints. Here is the description of these four methods.

- **VNS-1.** In the first method, a random direction is uniformly distributed in a unit $\ell_\infty$ sphere. Random radius is chosen in such a way that the generated point is uniformly distributed in $N_k$, where $N_k$ are the neighborhood structures, and $k = 1, \ldots, k_{\text{max}}$.

---

**Figure 5** The general performance of HPSOGA on large scale global optimization problems.
In the second method, a random direction is determined by random points uniformly distributed on a \(\ell_1\) sphere.

In the third method, a random direction \(x = (x_1, x_2, \ldots , x_n)\) is determined by a specially designed hypergeometric random point distribution on a unit \(\ell_1\) sphere as follows:

1. \(x_1\) is taken uniformly on \([-1, 1]\), \(x_k\) is taken uniformly from \([-A_k, A_k]\), where \(A_k = 1 - |x_1| - \cdots - |x_{k-1}|\), \(k = 2, \ldots , n-1\), and the last \(x_n\) takes \(A_n\) with random sign.
2. coordinates of \(x\) are randomly permuted.

In the fourth method, the combination of the three previously described methods is made to diversify the search.

(rHYB) method \([7]\) denotes the staged hybrid Genetic algorithm (GA) with a reduced simplex and a fixed limit for simplex iterations and (qPSO) method \([12]\) is a hybrid
particle swarm optimization (PSO) in which quadratic approximation operator is hybridized with PSO.

The function \( E \) in Eq. (5) is minimized in the specified search space \([0, 5]^d\). The function \( E \) grows linearly with \( d \) as \( E(d) = -0.0411183d \) [5] as shown in Table 8.

5.7.1. Comparison results between WX-PM, LX-PM, WX-LLM, LX-LLM and HPSOGA

In this subsection, the comparison results between our HPSOGA algorithm and other 4 variant genetic algorithms are presented. The five comparative algorithms are tested on

Table 4 Comparison results (mean number (Ave) and standard deviation (Std) of function values) between PSO and HPSOGA at \( d = 30 \), FES = 25,000.

<table>
<thead>
<tr>
<th></th>
<th>( f_1 )</th>
<th>( f_2 )</th>
<th>( f_3 )</th>
<th>( f_4 )</th>
<th>( f_5 )</th>
<th>( f_6 )</th>
<th>( f_7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>Ave 7215.37</td>
<td>8175.47</td>
<td>9165.19</td>
<td>10285.4</td>
<td>(29.45)</td>
<td>(0.0029)</td>
<td>16436.12</td>
</tr>
<tr>
<td></td>
<td>Std 115.65</td>
<td>1115.24</td>
<td>1238.27</td>
<td>1205.48</td>
<td>(51.45)</td>
<td>(4.53)</td>
<td>1584.97</td>
</tr>
<tr>
<td>HPSOGA</td>
<td>Ave 1119.15</td>
<td>1615.25</td>
<td>1585.15</td>
<td>2275.15</td>
<td>(45.14)</td>
<td>845.73</td>
<td>13135.75</td>
</tr>
<tr>
<td></td>
<td>Std 15.22</td>
<td>24.57</td>
<td>65.84</td>
<td>75.86</td>
<td>(1.36)</td>
<td>115.49</td>
<td>512.78</td>
</tr>
</tbody>
</table>

\[ f_8 \]

\[ f_9 \]

\[ f_{10} \]

\[ f_{11} \]

\[ f_{12} \]

\[ f_{13} \]

Table 5 Comparison results (mean number (Ave) and standard deviation (Std) of function values) between PSO and HPSOGA at \( d = 100 \), FES = 50,000.

<table>
<thead>
<tr>
<th></th>
<th>( f_1 )</th>
<th>( f_2 )</th>
<th>( f_3 )</th>
<th>( f_4 )</th>
<th>( f_5 )</th>
<th>( f_6 )</th>
<th>( f_7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>Ave 10215.18</td>
<td>11435.29</td>
<td>49283.27</td>
<td>21320.13</td>
<td>(81.24)</td>
<td>(7.231)</td>
<td>(0.0012)</td>
</tr>
<tr>
<td></td>
<td>Std 1436.63</td>
<td>2212.81</td>
<td>6423.52</td>
<td>7142.18</td>
<td>(12.51)</td>
<td>(1.26)</td>
<td>(0.12)</td>
</tr>
<tr>
<td>HPSOGA</td>
<td>Ave 2115.35</td>
<td>2935.27</td>
<td>2985.46</td>
<td>2834.12</td>
<td>(78.16)</td>
<td>1887.19</td>
<td>17725.48</td>
</tr>
<tr>
<td></td>
<td>Std 1231.42</td>
<td>432.18</td>
<td>462.49</td>
<td>745.81</td>
<td>(2.87)</td>
<td>248.73</td>
<td>2735.49</td>
</tr>
</tbody>
</table>

\[ f_8 \]

\[ f_9 \]

\[ f_{10} \]

\[ f_{11} \]

\[ f_{12} \]

\[ f_{13} \]

Table 6 Comparison results (mean number (Ave) and standard deviation (Std) of function values) between PSO and HPSOGA at \( d = 400 \), FES = 125,000.

<table>
<thead>
<tr>
<th></th>
<th>( f_1 )</th>
<th>( f_2 )</th>
<th>( f_3 )</th>
<th>( f_4 )</th>
<th>( f_5 )</th>
<th>( f_6 )</th>
<th>( f_7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>Ave 18143.16</td>
<td>19224.36</td>
<td>(7313.2)</td>
<td>(398.31)</td>
<td>(1942.12)</td>
<td>(1234.22)</td>
<td>(1124)</td>
</tr>
<tr>
<td></td>
<td>Std 2512.15</td>
<td>3442.14</td>
<td>(1257.13)</td>
<td>(11.875)</td>
<td>(425.13)</td>
<td>(213.46)</td>
<td>(1.12)</td>
</tr>
<tr>
<td>HPSOGA</td>
<td>Ave 3131.15</td>
<td>5434.12</td>
<td>4178.19</td>
<td>3247.12</td>
<td>(333.43)</td>
<td>3734.19</td>
<td>21231.48</td>
</tr>
<tr>
<td></td>
<td>Std 125.12</td>
<td>864.14</td>
<td>815.48</td>
<td>258.48</td>
<td>(45.16)</td>
<td>941.15</td>
<td>1286.18</td>
</tr>
</tbody>
</table>

\[ f_8 \]

\[ f_9 \]

\[ f_{10} \]

\[ f_{11} \]

\[ f_{12} \]

\[ f_{13} \]
different molecule sizes with dimension from 20 to 200. The results of the other comparative algorithms are taken from their original paper [8]. The mean number of the evaluation function values is reported over 30 runs in Table 4. The best results between the comparative algorithms are reported in boldface text. The results in Table 9 show that the proposed HPSOGA algorithm is successful to obtain the desired objective value of each function faster than the other algorithms in all cases.

5.7.2. Comparison results between VNS-123, VNS-3, GA, qPSO, rHYB and HPSOGA
Here is another comparison results between our HPSOGA algorithm and other 5 benchmark methods. The results are reported in Table 10. The results of the other comparative algorithms are taken from their original papers [7,11]. The mean number of the evaluation function values is reported over 30 runs as shown in Table 10. The best results between the comparative algorithms are reported in boldface text. The results in Table 10 show that the proposed HPSOGA algorithm succeeds and obtains the desired objective value of each molecular size faster than the other algorithms in most cases except when \( d = 20 \), the VNS-3 algorithm obtains the desired function value faster than the proposed algorithm.

5.8. Wilcoxon signed-ranks test
Wilcoxon’s test is a nonparametric procedure employed in a hypothesis testing situation involving a design with two samples [21–23]. It is a pairwise test that aims to detect significant differences between the behavior of two algorithms. \( \rho \) is the probability of the null hypothesis being true. The result of

<table>
<thead>
<tr>
<th>Table 7</th>
<th>Comparison results (mean number (Ave) and standard deviation (Std) of function values) between PSO and HPSOGA at ( d = 1000 ), FES = 300,000.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_1 )</td>
<td>( f_2 )</td>
</tr>
<tr>
<td>PSO Ave</td>
<td>42125.23</td>
</tr>
<tr>
<td>Std</td>
<td>1795.64</td>
</tr>
<tr>
<td>HPSOGA Ave</td>
<td>6251.21</td>
</tr>
<tr>
<td>Std</td>
<td>925.39</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 8</th>
<th>The global minimum value ( E^* ) for chains of various sizes.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d )</td>
<td>( E^* )</td>
</tr>
<tr>
<td>20</td>
<td>–0.822366</td>
</tr>
<tr>
<td>40</td>
<td>–1.644732</td>
</tr>
<tr>
<td>60</td>
<td>–2.467098</td>
</tr>
<tr>
<td>80</td>
<td>–3.289464</td>
</tr>
<tr>
<td>100</td>
<td>–4.111830</td>
</tr>
<tr>
<td>120</td>
<td>–4.934196</td>
</tr>
<tr>
<td>140</td>
<td>–5.756562</td>
</tr>
<tr>
<td>160</td>
<td>–6.579289</td>
</tr>
<tr>
<td>180</td>
<td>–7.401294</td>
</tr>
<tr>
<td>200</td>
<td>–8.22366</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 9</th>
<th>Comparison results (mean number of function evaluations) between WX-PM, LX-PM, WX-LLM, LX-LLM and HPSOGA.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d )</td>
<td>WX-PM</td>
</tr>
<tr>
<td>20</td>
<td>15,574</td>
</tr>
<tr>
<td>40</td>
<td>59,999</td>
</tr>
<tr>
<td>60</td>
<td>175,865</td>
</tr>
<tr>
<td>80</td>
<td>302,011</td>
</tr>
<tr>
<td>100</td>
<td>369,376</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 10</th>
<th>Comparison results (mean number of function evaluations) between VNS-123, VNS-3, GA, qPSO, rHYB and HPSOGA.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d )</td>
<td>VNS-123</td>
</tr>
<tr>
<td>20</td>
<td>23,381</td>
</tr>
<tr>
<td>40</td>
<td>57,681</td>
</tr>
<tr>
<td>60</td>
<td>142,882</td>
</tr>
<tr>
<td>80</td>
<td>180,999</td>
</tr>
<tr>
<td>100</td>
<td>254,899</td>
</tr>
<tr>
<td>120</td>
<td>375,970</td>
</tr>
<tr>
<td>140</td>
<td>460,519</td>
</tr>
<tr>
<td>160</td>
<td>652,916</td>
</tr>
<tr>
<td>180</td>
<td>792,537</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 11</th>
<th>Wilcoxon test for comparison results in Table 10.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compared methods</td>
<td>Solution evaluations</td>
</tr>
<tr>
<td>Method 1</td>
<td>Method 2</td>
</tr>
<tr>
<td>HPSOGA</td>
<td>VNS-123</td>
</tr>
<tr>
<td>HPSOGA</td>
<td>VNS-3</td>
</tr>
</tbody>
</table>
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Figure 7  The efficiency of HPSOGA for minimizing the molecular potential energy function.
the test is returned in \( \rho < 0.05 \) indicates a rejection of the null hypothesis, while \( \rho > 0.05 \) indicates a failure to reject the null hypothesis. The \( R^+ \) is the sum of positive ranks, while \( R^- \) is the sum of negative ranks.

The results of the Wilcoxon test are shown in Table 11. Since, the test is not valid when the number of samples is less than 6, Wilcoxon test is applied on the proposed algorithm and other two methods VNS-123 and VNS-3. The statistical analysis of the Wilcoxon test on the data in Table 2 shows that the proposed algorithm is a promising algorithm.

6. Conclusion

In this paper, a new hybrid particle swarm optimization and genetic algorithm with population partitioning has been proposed in order to minimize the energy function of a simplified model of the molecule. The problem of finding the global minimum of the molecular energy function is difficult to solve since the number of the local minima increases exponentially with the molecular size. The proposed algorithm is called Hybrid Particle Swarm Optimization and Genetic Algorithm (HPSOGA). The solutions are updated by the proposed algorithm where the particle swarm optimization and the population partitioning mechanism are applied to reduce the dimensionality problem of the molecular potential energy function, while the arithmetical crossover operator is applied in each sub-population in order to increase the diversity of the search in the proposed algorithm. The mutation operator is applied in order to avoid the premature convergence of the solutions and escape from trapping in local minima. The proposed algorithm is tested on 13 unconstrained benchmark functions in order to investigate its performance on the large scale functions, and then it has been applied to minimize the potential energy function with different sizes up to 200 dimensions and compared against 9 benchmark algorithms in order to verify its efficiency. The experimental results show that the proposed algorithm is a promising algorithm and can obtain the optimal or near optimal global minimum of the molecular energy function faster than the other comparative algorithms.
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