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Abstract

We give a characteristic free proof of the main result of [L. Ghezzi, H.T. Hà, O. Kashcheyeva, Toroidalization of
generating sequences in dimension two function fields, J. Algebra 301 (2) (2006) 838–866. ArXiv:math.AC/0509697.] concerning
toroidalization of generating sequences of valuations in dimension two function fields. We show that when an extension of two-
dimensional algebraic regular local rings R ⊂ S satisfies the conclusions of the Strong Monomialization theorem of Cutkosky and
Piltant, the map between generating sequences in R and S has a toroidal structure.
c© 2006 Elsevier B.V. All rights reserved.

MSC: 14B25; 14E22; 13A18

1. Introduction

The aim of this paper is to prove the main result of [5] in positive characteristic. We start by recalling the set-up
and the necessary definitions.

Let k be an algebraically closed field, and let K be an algebraic function field over k. We say that a subring R of
K is algebraic if R is essentially of finite type over k. We will denote the maximal ideal of a local ring R by m R .

Let K ∗/K be a finite separable extension of algebraic function fields of transcendence degree 2 over k. Let ν∗ be a
k-valuation of K ∗ with valuation ring V ∗ and value group Γ ∗. Let ν be the restriction of ν∗ to K with valuation ring
V and value group Γ . Consider an extension of algebraic regular local rings R ⊂ S where R has quotient field K , S
has quotient field K ∗, R is dominated by S and S is dominated by V ∗ (i.e., mV ∩ R = m R and mV ∗ ∩ S = mS).

Let Φ = ν(R\{0}) be the semigroup of Γ consisting of the values of nonzero elements of R. For γ ∈ Φ, let
Iγ = { f ∈ R | ν( f ) ≥ γ }. A (possibly infinite) sequence {Qi } of elements of R is a generating sequence of ν [8] if
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for every γ ∈ Φ the ideal Iγ is generated by the set{∏
i

Qi
ai | ai ∈ N0,

∑
i

aiν(Qi ) ≥ γ

}
.

A generating sequence of ν is minimal if none of its proper subsequences is a generating sequence of ν. A generating
sequence of ν∗ in S can be defined similarly.

Generating sequences provide a very useful tool in the study of algebraic surfaces (cf. [2–4,6,8,9] and the literature
cited there).

Let (u, v) be a regular system of parameters (s.o.p.) of R, and let R′
= R[

u
v
]m , where m is a prime ideal of R[

u
v
]

such that m ∩ R = m R . We say that R → R′ is a quadratic transform. If furthermore ν dominates R′ we say that
R → R′ is a quadratic transform along ν.

The main result of [5], which we recall below, gives a nice structure theorem for generating sequences of ν and ν∗,
when k has characteristic zero. We refer to Section 2 of this paper or to Section 2 of [5] for the precise definition of
toroidal structure.

Theorem 1.1 ([5, 8.1]). Let k be an algebraically closed field of characteristic 0, and let K ∗/K be a finite extension
of algebraic function fields of transcendence degree 2 over k. Let ν∗ be a k-valuation of K ∗ with valuation ring V ∗,
and let ν be the restriction of ν∗ to K . Suppose that R ⊂ S is an extension of algebraic regular local rings with
quotient fields K and K ∗ respectively, such that V ∗ dominates S and S dominates R. Then there exist sequences
of quadratic transforms R → R̄ and S → S̄ along ν∗ such that S̄ dominates R̄ and the map between generating
sequences of ν and ν∗ in R̄ and S̄ respectively has a toroidal structure.

The goal of this paper is to find a toroidal structure for generating sequences of ν and ν∗ when k has characteristic
p > 0.

Cutkosky and Piltant proved that Strong Monomialization holds in positive characteristic, provided that V ∗/V is
defectless [3, 7.3, 7.35]. The defect is an invariant of ramification theory of valuations, and it is a power of p. We refer
the reader to Section 7.1 of [3] for the precise definition. We have that V ∗/V is defectless whenever Γ ∗ (and Γ ) are
finitely generated [3, 7.3]. The only case in which Γ ∗ is not finitely generated is when it is a non-discrete subgroup of
Q. Furthermore, V ∗/V is always defectless when k has characteristic zero. Strong Monomialization may not hold if
the extension V ∗/V has a defect. See [3, 7.38] for an example. Since in our work we apply Strong Monomialization,
we need to assume that V ∗/V is defectless.

When Γ ∗ is a non-discrete subgroup of Q (which is the essential and subtle case), Strong Monomialization states
that there exist sequences of quadratic transforms R → R1 and S → S1 along ν∗ such that ν∗ dominates S1, S1
dominates R1, and there are regular parameters (u, v) in R1 and (x, y) in S1, such that the inclusion R1 ⊂ S1 is given
by

u = x tδ

v = y,
(1.1)

where t is a positive integer and δ is a unit in S1.
Observe that we can choose u, v ∈ R1 (resp. x, y ∈ S1) to be the first two members of a generating sequence of ν

(resp. ν∗). Therefore, (1.1) exhibits a toroidal structure of the map between the first two elements of such generating
sequences.

The definition of toroidal structures of generating sequences of ν and ν∗ is given in Section 2. Our main theorem
is stated as follows.

Theorem 1.2 (Theorem 9.1). Let k be an algebraically closed field of characteristic p > 0, and let K ∗/K be a finite
separable extension of algebraic function fields of transcendence degree 2 over k. Let ν∗ be a k-valuation of K ∗ with
valuation ring V ∗, and let ν be the restriction of ν∗ to K , with valuation ring V . Assume that V ∗/V is defectless.
Suppose that R ⊂ S is an extension of algebraic regular local rings with quotient fields K and K ∗ respectively, such
that V ∗ dominates S and S dominates R. Then there exist sequences of quadratic transforms R → R̄ and S → S̄
along ν∗ such that S̄ dominates R̄ and the map between generating sequences of ν and ν∗ in R̄ and S̄ respectively
has a toroidal structure.
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We prove the theorem by analyzing the different types of valuations of K ∗. In most cases, the result follows from
a standard application of the Strong Monomialization theorem. These cases are analyzed in Section 3. The rest of the
paper is devoted to the essential case, when Γ ∗ is a non-discrete subgroup of Q. We will briefly describe below the
main steps of the proof in this case.

We first remark that the methods of [5] cannot be extended to positive characteristic. The main obstruction is that
the “key lemma” [5, 8.2] no longer holds; that is, the strong monomial form may not be preserved when we apply
the quadratic transforms of [5, 8.2]. In this paper we use the sequences of quadratic transforms of the “algorithm”
described in Section 7.4 of [3]. This algorithm is recalled in Section 7. The essential point is that the strong monomial
form (1.1) is eventually “stable” along the algorithm (see Theorem 7.2).

Other technical difficulties arise from the fact that we used étale extensions in several places in [5], but such
extensions are no longer regular rings when we work in positive characteristic. Therefore we do not use étale
extensions in this paper.

Let (u, v) be a regular system of parameters in R and let {δi }i>0 ⊂ R be a sequence of units such that the residue
of δi is 1 for all i > 0. In Section 4 we construct a sequence of jumping polynomials {Ti }i≥0 in R corresponding to
(u, v) and to the units {δi }i>0. By normalizing, we may assume that ν(u) = 1. We let T0 = u and T1 = v. Write
ν(v) = p1/q1, where p1 and q1 are coprime positive integers. For each i ≥ 1, we define Ti+1 recursively. Let pi+1
and qi+1 be the coprime positive integers defined by

ν(Ti+1) = qiν(Ti ) +
1

q1 . . . qi
·

pi+1

qi+1
.

This construction is a generalization of the one given in [5], where the sequence of units was trivial; that is, δi = 1 for
all i > 0. By allowing non-trivial units in the jumping polynomials we recover some useful results of [5], avoiding
the use of étale extensions. Jumping polynomials corresponding to a trivial sequence of units are very similar to Favre
and Jonsson’s key polynomials [4], whereas the idea of key polynomials is originally due to MacLane [7].

We observe that the above collection of jumping polynomials {Ti }i≥0 forms a generating sequence of ν in R
(Theorem 5.4). Furthermore, we can select a subsequence that forms a minimal generating sequence (Theorem 5.7).

Our proof of Theorem 1.2 proceeds as follows. We may assume that R has regular parameters (u, v), and S has
regular parameters (x, y) such that the inclusion R ⊂ S satisfies

u = x tδ

v = y,
(1.2)

where t is a positive integer and δ is a unit in S.
We consider the sequence {Ti }i≥0 of jumping polynomials in R corresponding to (u, v) and to the trivial sequence

of units. We consider the sequence {T ′

i }i≥0 of jumping polynomials in S corresponding to (x, y) and to the sequence
of units given by appropriate powers of δ. Then {T ′

i }i≥0 forms a generating sequence of ν∗ in S.
Let Qk = q1 · · · qk for k > 0. We show in Theorem 5.9 that if Qk and t are relatively prime for all k > 0, then

Ti = T ′

i for all i > 0. The theorem is proved in this case.
Otherwise we construct appropriate sequences of quadratic transforms R → R′ and S → S′, such that the inclusion

R′
⊂ S′ contradicts the stable form of strong monomialization. This step is the main part of our argument, and it

requires a very explicit description of the quadratic transforms that we perform. Several crucial preparatory results are
discussed in Section 8.

Last we remark that the proof of Theorem 1.2 applies also when k has characteristic zero, thus providing an
alternative argument for Theorem 1.1.

2. Statement of the result

Let k be an algebraically closed field of characteristic p > 0 and let K ∗/K be a finite separable extension of
algebraic function fields of transcendence degree 2 over k. Let ν∗ be a k-valuation of K ∗ with valuation ring V ∗ and
value group Γ ∗ and let ν be the restriction of ν∗ to K with valuation ring V and value group Γ .

Suppose that S is an algebraic regular local ring with quotient field K ∗ which is dominated by V ∗ and R is an
algebraic regular local ring with quotient field K which is dominated by S. We will show that there exist sequences
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of quadratic transforms R → R′ and S → S′ along ν∗ such that S′ dominates R′ and the map between generating
sequences of S′ and R′ has the following toroidal structure (cf. Section 2 of [5]).

(1) If ν∗ is divisorial then R′
= V and S′

= V ∗ with regular parameters u ∈ R′ and x ∈ S′ such that u = xaγ for
some unit γ ∈ S′ and for some positive integer a. We also have that {u} is a minimal generating sequence of ν

and {x} is a minimal generating sequence of ν∗.
(2) If ν∗ has rank 2 then there exist regular parameters (u, v) in R′ and (x, y) in S′ such that {u, v} is a minimal

generating sequence of ν, {x, y} is a minimal generating sequence of ν∗, and

u = xa ybδ

v = ydγ

for some units δ, γ ∈ S′, and for some nonnegative integers a, b, d such that ad 6= 0.
(3) If ν∗ has rank 1 and rational rank 2 then there exist regular parameters (u, v) in R′ and (x, y) in S′ such that {u, v}

is a minimal generating sequence of ν, {x, y} is a minimal generating sequence of ν∗, and

u = xa ybδ

v = xc ydγ

for some units δ, γ ∈ S′, and for some nonnegative integers a, b, c, d such that ad − bc 6= 0.
(4) If Γ and Γ ∗ are non-discrete subgroups of Q and V ∗/V is defectless, then there exist a generating sequence

{Hl}l≥0 of ν in R′ and regular parameters (x, y) in S′ such that

H0 = xaγ

H1 = y

for some unit γ ∈ S′ and for some positive integer a, and {x, {Hl}l>0} is a minimal generating sequence of ν∗ in
S′.

(5) If ν is discrete but not divisorial then there exist regular parameters (u, v) in R′ and (x, y) in S′ such that Γ is
generated by ν(u), Γ ∗ is generated by ν∗(x), and u = xaγ for some unit γ ∈ S′ and for some positive integer
a. Moreover, R′ has a non-minimal generating sequence {u, {Ti }i>0} such that {x, {Ti }i>0} is a non-minimal
generating sequence in S′.

3. Valuations in two-dimensional function fields

We will prove our main theorem by analyzing the different types of valuations of K ∗. A similar analysis was done
in [5] (Section 3), but we outline it below for completeness. We refer to [3] (Section 7.2) for the background needed in
this section. We recall that Γ and Γ ∗ are finitely generated except when they are isomorphic to non-discrete subgroups
of Q.

3.1. One-dimensional valuations

By definition, ν∗ is divisorial. In this case ν and ν∗ are discrete, and V and V ∗ are iterated quadratic transforms of
R and S respectively (see [1, 4.4]).

Let u be a regular parameter of V and let x be a regular parameter of V ∗. Then there is a relation

u = xaγ

where γ ∈ V ∗ is a unit and a is a positive integer. Since {u} is a minimal generating sequence for V , and {x} is a
minimal generating sequence for V ∗, the theorem is proved.

3.2. Zero-dimensional valuations of rational rank 2

By [3, 7.3] there exist sequences of quadratic transforms R → R′ and S → S′ along ν∗ such that R′ has regular
parameters (u, v), S′ has regular parameters (x, y), and

u = xa ybδ

v = xc ydγ
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for some units δ, γ ∈ S′ and for some nonnegative integers a, b, c, d such that ad − bc 6= 0. Further, c = 0 if ν∗ has
rank 2. We also have that {ν(u), ν(v)} is a rational basis of Γ ⊗ Q, and {ν∗(x), ν∗(y)} is a rational basis of Γ ∗

⊗ Q.
Fix γ ∈ Φ = ν(R′

\{0}) and let Iγ = { f ∈ R′
| ν( f ) ≥ γ }. If f ∈ Iγ we can write f =

∑
i≥1 ai ubi vci ,

where ai are units in R′, bi and ci are nonnegative integers, and the terms have increasing value, since ν(u) and ν(v)

are rationally independent. It follows that ν( f ) = b1ν(u) + c1ν(v). For i ≥ 1 we have biν(u) + ciν(v) ≥ b1ν(u) +

c1ν(v) = ν( f ) ≥ γ . Therefore f belongs to the ideal generated by the set {ubi vci | bi , ci ∈ N0, biν(u)+ciν(v) ≥ γ }.
This implies that {u, v} is a generating sequence of ν in R′. Furthermore, it is minimal. Similarly {x, y} is a minimal
generating sequence of ν∗ in S′, and the theorem is proved.

The rest of the paper will be devoted to studying the remaining cases, that is zero-dimensional valuations of rational
rank 1.

3.3. Non-discrete zero-dimensional valuations of rational rank 1

We can normalize Γ ∗ so that it is an ordered subgroup of Q, whose denominators are not bounded, as Γ ∗ is not
discrete. In Example 3, Section 15, Chapter VI of [10], examples are given of two-dimensional algebraic function
fields with value group equal to any given subgroup of the rational numbers. This case is much more subtle.

3.4. Discrete zero-dimensional valuations of rational rank 1

If ν∗ is discrete, then ν is also discrete. This case will be handled in the same way as the case of non-discrete
zero-dimensional valuations of rational rank 1, but the generating sequences of ν∗ and ν will not be minimal.

4. Jumping polynomials

Throughout this section we work under the assumption that the value group of ν is a subgroup of Q and
trdegk(V/mV ) = 0. We will first generalize the construction of a sequence of jumping polynomials given in [5].

Suppose that (u, v) is a system of regular parameters in R and {δi }i>0 ⊂ R is a sequence of units such that the
residue of δi is 1 for all i > 0. Suppose also that the value group Γ is normalized so that ν(u) = 1. Let{

T0 = u
T1 = v.

Set q0 = ∞ and choose a pair of coprime positive integers (p1, q1) so that ν(v) = p1/q1. For i ≥ 1, Ti+1 is defined
recursively as follows. Let

Ti+1 = T qi
i − λiδi

i−1∏
j=0

T
ni, j
j ,

where ni, j < q j are nonnegative integers such that qiν(Ti ) = ν(
∏i−1

j=0 T
ni, j
j ) and λi ∈ k − {0} is the residue of

T qi
i (
∏i−1

j=0 T
ni, j
j )−1.

Writing δi = 1 + wi , for some wi ∈ m R , we notice that

ν(Ti+1) ≥ min

{
ν

(
T qi

i − λi

i−1∏
j=0

T
ni, j
j

)
, ν

(
λiwi

i−1∏
j=0

T
ni, j
j

)}
> qiν(Ti ).

Therefore we can choose positive integers pi+1 and qi+1 so that (pi+1, qi+1) = 1 and

ν(Ti+1) = qiν(Ti ) +
1

q1 · · · qi
·

pi+1

qi+1
.

We will say that {Ti }i≥0 is a sequence of jumping polynomials corresponding to the regular parameters (u, v) and
the sequence of units {δi }i>0. The polynomial Ti will be called the i th jumping polynomial and the value ν(Ti ) will
be called the i th j-value. We denote the i th j-value by βi and we say that βi is an independent j-value if qi 6= 1. In this
case we say that Ti is an independent jumping polynomial.
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It is shown in [5, 5.10] that the sequence of jumping polynomials corresponding to the trivial sequence of units
{1}i>0 is well defined, that is, the ni, j above are uniquely determined. The same considerations show that the sequence
of jumping polynomials {Ti }i≥0 corresponding to any sequence of units {δi }i>0 ⊂ R, where (δi − 1) ∈ m R for all
i > 0, is well defined. Furthermore, the values of jumping polynomials have the following properties.

Remark 4.1. For i > 0 denote Qi = q1 · · · qi and set Q0 = 1. If i > 0, then

(1) βi+1 = qiβi +
1

Qi
·

pi+1
qi+1

,
(2) Qiβ j is an integer number for all j ≤ i ,
(3) qi+1βi+1 ≥ βi+1 > qiβi ≥ βi ,
(4) qiβi =

∑i−1
j=0 ni, jβ j .

Assume now that {βil }l≥0 is the subsequence of all independent j-values. Let β̄l = βil denote the lth independent
j-value, q̄l = qil and p̄l = (pil−1+1+· · ·+ pil−1)q̄l + pil if l > 0. Then the values of independent jumping polynomials
have the following properties.

Remark 4.2. For l > 0 denote Q̄l = q̄1 · · · q̄l and set Q̄0 = 1. If l > 0, then

(1) β̄l+1 = q̄l β̄l +
1

Q̄l
·

p̄l+1
q̄l+1

and β̄1 =
p̄1
q̄1

,

(2) Q̄lβi ′ is an integer number for all i ′ < il+1. In particular, Q̄l β̄ j is an integer number for all j ≤ l,
(3) q̄l+1β̄l+1 > β̄l+1 > q̄l β̄l > β̄l ,
(4) ( p̄l , q̄l) = 1.

Let us consider the sequence {Hl}l≥0 of all independent jumping polynomials in R. For all l ≥ 0 we have Hl = Til ,
in particular, H0 = u and H1 = v −

∑i1−1
j=1 λ jδ j uβ j . Since ni, j < q j , that is, ni, j = 0 whenever T j is not an

independent jumping polynomial, the recursive formula for Hl+1 with l > 0 is

Hl+1 = H q̄l
l − λil δil

l−1∏
j=0

H
nil ,i j
j − λil+1δil+1

l∏
j=0

H
nil +1,i j
j − λil+2 δil+2

l∏
j=0

H
nil +2,i j
j − · · ·

· · · − λil+1−1 δil+1−1

l∏
j=0

H
nil+1−1,i j
j = H q̄l

l − λil δil

l−1∏
j=0

H
nil ,i j
j −

il+1−1∑
i ′=il+1

λi ′δi ′
l∏

j=0

H
ni ′,i j
j .

Remark 4.3. In general, if R is a two-dimensional regular local ring dominated by V and (u, v) is a system of regular
parameters in R, we may not necessarily have ν(u) = 1. Then in order to define a sequence of jumping polynomials
{Ti }i≥0 corresponding to the system of regular parameters (u, v), we introduce the following valuation ν̃ of K

ν̃( f ) =
ν( f )

ν(u)

for all f ∈ K . Then ν̃(u) = 1 and we use the construction above with ν replaced by the equivalent valuation ν̃. This
procedure is equivalent to normalizing the value group Γ so that ν(u) = 1.

5. Properties of jumping polynomials

In this section assumptions and notations are as in Section 4. Our first goal is to show that sequences of jumping
polynomials form generating sequences of valuations. See [3,4,7,8] for more considerations on this topic.

Let Φ = ν(R\{0}) be the semigroup of Γ consisting of the values of nonzero elements of R. For γ ∈ Φ, let
Iγ = { f ∈ R|ν( f ) ≥ γ }. Then a possibly infinite sequence {Qi } ⊂ R is a generating sequence of ν if for every
γ ∈ Φ the ideal Iγ is generated by the set {

∏
i Qi

ai |ai ∈ N0,
∑

i aiν(Qi ) ≥ γ }. A generating sequence of ν is
minimal if none of its proper subsequences is a generating sequence of ν.

If γ ∈ Φ we denote by Aγ the ideal of R generated by {
∏k

j=0 T
m j
j |k, m j ∈ N0,

∑k
j=0 m jβ j ≥ γ }, and we denote

by A+
γ the ideal of R generated by {

∏k
j=0 T

m j
j |k, m j ∈ N0,

∑k
j=0 m jβ j > γ }. We observe the following basic

properties of the ideals Aγ and A+
γ .
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(1) Aγ ⊂ Iγ .
(2) If γ1 < γ2 then Aγ2 ⊂ A+

γ1
⊂ Aγ1 .

(3) Aγ1Aγ2 ⊂ Aγ1+γ2 and A+
γ1
Aγ2 ⊂ A+

γ1+γ2
.

(4) Let β = min(β0, β1). If f ∈ m R then f = u f1 + v f2 for some f1, f2 ∈ R and therefore f ∈ Aβ . Thus
m R ⊂ Aβ ⊂ A+

0 .
(5) For any γ ∈ Φ there exists γ ′

∈ Φ such that A+
γ = Aγ ′ . Indeed, notice that the set {α ∈ Φ|γ < α ≤ γ + β0} is

finite, since it is bounded from above, and it is nonempty. Then set γ ′
= min{α ∈ Φ|γ < α ≤ γ + β0}.

Lemma 5.1. Let f =
∏k

j=0 T
m j
j , where k, m0, . . . , mk ∈ N0, and let γ = ν( f ) =

∑k
j=0 m jβ j . There exist

nonnegative integers d0, d1, . . . , dk such that
∑k

j=0 d jβ j = γ and d j < q j for all 0 ≤ j ≤ k, a unit µ ∈ R

and f ′
∈ A+

γ such that f = µ
∏k

j=0 T
d j
j + f ′.

Proof. We apply induction on k. If k = 0 then f = T m0
0 is the required presentation. If k > 0, write mk = rqk + dk

for some r ≥ 0 and 0 ≤ dk < qk . Recall that ν(
∏k−1

j=0 T
nk, j
j ) = qkβk and ν(Tk+1) > qkβk . Thus

T rqk
k =

(
Tk+1 + λkδk

k−1∏
j=0

T
nk, j
j

)r

= λr
kδ

r
k

k−1∏
j=0

T
rnk, j
j + h,

where h ∈ A+

rqkβk
. Furthermore, since dkβk +

∑k−1
j=0 m jβ j = γ − rqkβk we have that hT dk

k
∏k−1

j=0 T
m j
j ∈

A+

rqkβk
Aγ−rqkβk ⊂ A+

γ .

Let g =
∏k−1

j=0 T
m j +rnk, j
j and let α = γ − dkβk . Notice that ν(g) = α. Then by the inductive assumption there

exist nonnegative integers d0, d1, . . . , dk−1 such that
∑k−1

j=0 d jβ j = α and d j < q j for all 0 ≤ j ≤ k − 1, a unit

µ′
∈ R and g′

∈ A+
α such that g = µ′

∏k−1
j=0 T

d j
j + g′. We also notice that g′T dk

k ∈ A+
αAdkβk ⊂ A+

γ . Thus

f = T dk
k

(
λr

kδ
r
k

k−1∏
j=0

T
rnk, j
j + h

)
k−1∏
j=0

T
m j
j = T dk

k

(
λr

kδ
r
k g + h

k−1∏
j=0

T
m j
j

)

= λr
kδ

r
kµ

′

k∏
j=0

T
d j
j + λr

kδ
r
k g′T dk

k + hT dk
k

k−1∏
j=0

T
m j
j = µ

k∏
j=0

T
d j
j + f ′,

where µ = λr
kδ

r
kµ

′ is a unit in R and f ′
∈ A+

γ . �

Remark 5.2. The integers d0, d1, . . . , dk of Lemma 5.1 depend only on γ : there exists a unique (k + 1)-tuple of
nonnegative integers d0, d1, . . . , dk such that

∑k
j=0 d jβ j = γ and d j < q j for all 0 ≤ j ≤ k.

The statement above is equivalent to the one claiming that if
∑k

j=0 c jβ j = 0 for some integer coefficients
−q j < c j < q j then c j = 0 for all 0 ≤ j ≤ k. We refer the reader to Proposition 5.8 of [5] for the proof.

Lemma 5.3. If γ ∈ Φ, then Iγ = Aγ .

Proof. We only need to check that Iγ ⊂ Aγ for all γ ∈ Φ.
Let γ ∈ Φ and let f ∈ Iγ . We will show that f ∈ Aγ . First notice that if f ∈ Aα for some α ∈ Φ then α ≤ ν( f ).

Thus the set Ω = {α ∈ Φ| f ∈ Aα} is finite since it is bounded from above and it is nonempty since f ∈ A0. We
choose σ to be the maximal element of Ω . Then there exists a presentation

f =

N∑
l=1

gl

k∏
j=0

T
ml, j
j + f ′,

where
∑k

j=0 ml, jβ j = σ for all 1 ≤ l ≤ N , gl ∈ R for all 1 ≤ l ≤ N , and f ′
∈ A+

σ .
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We now apply Lemma 5.1 to
∏k

j=0 T
ml, j
j for all 1 ≤ l ≤ N . We get

∏k
j=0 T

ml, j
j = µl

∏k
j=0 T

d j
j + hl , where

µl ∈ R is a unit,
∑k

j=0 d jβ j = σ and hl ∈ A+
σ . Thus

f =

(
N∑

l=1

µl gl

)
k∏

j=0

T
d j
j +

N∑
l=1

hl gl + f ′
= µ

k∏
j=0

T
d j
j + h,

where h ∈ A+
σ . If µ ∈ m R then µ

∏k
j=0 T

d j
j ∈ A+

0 Aσ ⊂ A+
σ and therefore f ∈ A+

σ . Let α ∈ Φ be such that
A+

σ = Aα . Then α > σ and f ∈ Aα , a contradiction to the choice of σ . So µ is a unit in R and ν(µ) = 0. Then
ν( f ) = min(ν(µ

∏k
j=0 T

d j
j ), ν(h)) = σ . Thus we get that σ ≥ γ , and so f ∈ Aσ ⊂ Aγ . �

Theorem 5.4. {Ti }i≥0 is a generating sequence in R.

Proof. The statement follows at once from Lemma 5.3 and the definition of generating sequences. �

5.1. Non-discrete case

We will now assume that the value group of ν is not finitely generated and, therefore, the sequence of independent
jumping polynomials {Hl}l≥0 is infinite. If γ ∈ Φ denote by Bγ the ideal of R generated by {

∏k
j=0 H

m j
j |k, m j ∈

N0,
∑k

j=0 m j β̄ j ≥ γ } and denote by B′
γ the ideal of R generated by {

∏k
j=1 H

m j
j |k, m j ∈ N0,

∑k
j=1 m j β̄ j ≥ γ }. We

notice that Bγ1Bγ2 ⊂ Bγ1+γ2 , B′
γ1
B′

γ2
⊂ B′

γ1+γ2
, and B′

γ ⊂ Bγ ⊂ Aγ for all γ, γ1, γ2 ∈ Φ.

Lemma 5.5. Suppose that Γ is a non-discrete subgroup of Q. Then Tk ∈ Bβk for all k ≥ 0. Furthermore, if p̄1 = 1
then H0 ∈ B′

β̄0
.

Proof. We fix k ≥ 0. Since {Hl}l≥0 is infinite there exists l such that il−1 < k ≤ il . Then since q j = 1 for all
k ≤ j < il we have

Til = Tk − λkδk

k−1∏
j=0

T
nk, j
j − λk+1δk+1

k∏
j=0

T
nk+1, j
j − · · · − λil−1δil−1

il−2∏
j=0

T
nil −1, j
j .

We notice that ni, j = 0 whenever T j is not an independent jumping polynomial. Thus

Tk = Til +

il−1∑
i ′=k

λi ′δi ′
i ′−1∏
j=0

T
ni ′, j
j = Hl +

il−1∑
i ′=k

λi ′δi ′
l−1∏
j=0

H
ni ′,i j
j ,

where β̄l ≥ βk and
∑l−1

j=0 ni ′,i j β̄ j = ν(
∏l−1

j=0 H
ni ′,i j
j ) = ν(

∏i ′−1
j=0 T

ni ′, j
j ) = qi ′βi ′ = βi ′ ≥ βk for all k ≤ i ′ < il . So

Tk ∈ Bβk .
Assume now that p̄1 = 1. Then since p̄1 = (p1 + · · · + pi1−1)q̄1 + pi1 we have i1 = 1, 1 = p̄1 = p1, q̄1 = q1 and

H0 = u, H1 = v. Also

H2 = vq1 − λ1δ1u −

i2−1∑
i ′=2

λi ′δi ′uni ′,0vni ′,1 ,

where ni ′,1 < q1 for all 2 ≤ i ′ ≤ i2 − 1. Since ν(uni ′,0vni ′,1) = βi ′ > q1β1 = 1 and ν(vni ′,1) = ni ′,1/q1 < 1 we see
that ni ′,0 > 0 for all 2 ≤ i ′ ≤ i2 − 1. Thus

H0 = u = (vq1 − H2)

(
λ1δ1 +

i2−1∑
i ′=2

λi ′δi ′uni ′,0−1vni ′,1

)−1

= (Hq1
1 − H2)∆,

where ∆ is a unit in R and q1β1 = 1, β2 > 1. So H0 ∈ B′

1 = B′

β̄0
. �

Lemma 5.6. Suppose that Γ is a non-discrete subgroup of Q. If γ ∈ Φ, then Bγ = Aγ . Furthermore, if p̄1 = 1 then
B′

γ = Aγ .
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Proof. To prove that Bγ = Aγ it suffices to show that if
∑k

j=0 m jβ j ≥ γ then
∏k

j=0 T
m j
j ∈ Bγ . By Lemma 5.5 we

have that
∏k

j=0 T
m j
j ∈

∏k
j=0 B

m j
β j

⊂ Bγ .

Now assume that p̄1 = 1 and consider
∏k

j=0 H
m j
j with

∑k
j=0 m j β̄ j ≥ γ . By Lemma 5.5 we have that∏k

j=0 H
m j
j ∈

∏k
j=0(B′

β̄ j
)m j ⊂ B′

γ . Thus B′
γ = Bγ = Aγ . �

Theorem 5.7. If Γ is a non-discrete subgroup of Q then {Hl}l≥0 forms a generating sequence in R. Moreover, if
p̄1 6= 1 then {Hl}l≥0 is a minimal generating sequence in R and if p̄1 = 1 then {Hl}l>0 forms a minimal generating
sequence in R.

Proof. It follows from Lemmas 5.3 and 5.6 that Iγ = Bγ for all γ ∈ Φ. Thus {Hl}l≥0 is a generating sequence for ν.
If p̄1 = 1 then we have Iγ = B′

γ for all γ ∈ Φ. Thus in this case {Hl}l>0 forms a generating sequence for ν.
To prove the statement about minimality we introduce the following notation: for k ≥ 0 denote by Γ̄k the group

generated by {β̄ j }
k
j=0, denote by Φk the semigroup generated by {β̄ j }

k
j=0, and denote by Φk̂ the semigroup generated

by {β̄ j }
k−1
j=0 ∪ {β̄ j } j>k . We will prove first that if k > 0, then β̄k 6∈ Φk̂ . Therefore, Φ 6= Φk̂ for all k > 0.

It is shown in [5, 5.6] that Γ̄k = (1/Q̄k)Z for all k ≥ 0. Thus Γ̄k−1 6= Γ̄k and we have β̄k 6∈ Γ̄k−1. So β̄k 6∈ Φk−1.
On the other hand β̄k+ j > β̄k for all j, k > 0, so if β̄k ∈ Φk̂ for some k > 0 then β̄k ∈ Φk−1. Thus β̄k 6∈ Φk̂ for all
k > 0.

It follows that if some subsequence H = {Hl j } j≥0 is a generating sequence for ν then {Hl}l>0 ⊂ H, since
{ν(Hl j )} j≥0 needs to generate Φ.

Assume now that p̄1 6= 1. Then β̄0 is not a multiple of β̄1 and for all j ≥ 2 we have β̄ j ≥ β̄2 > q̄1β̄1 = p̄1 > 1 =

β̄0. Thus β̄0 6∈ Φ0̂ and, therefore, any generating sequence {Hl j } j≥0 has to contain H0. �

5.2. Discrete case

Suppose now that the value group of ν is isomorphic to Z. Then by [8] (p. 154) every generating sequence of ν is
infinite and there are no minimal generating sequences in R. In our construction we will be mostly concerned with
the situation when R has a system of regular parameters (u, v) such that ν(u) generates Γ . In this case sequences of
jumping polynomials in R have the following property.

Theorem 5.8. Suppose that Γ ∼= Z and that β0 generates Γ . Then any infinite subsequence {Ti j } j≥0 containing T0 is
a generating sequence in R.

Proof. We will follow the same line of arguments as in Lemmas 5.5 and 5.6. If γ ∈ Φ denote by A′
γ the ideal of

R generated by {
∏k

j=0 T
m j

i j
|k, m j ∈ N0,

∑k
j=0 m jβi j ≥ γ }. We will show that A′

γ = Aγ for all γ ∈ Φ. Then
Lemma 5.3 implies that {Ti j } j≥0 is a generating sequence of ν.

We notice first that since Γ is generated by β0 = 1, for all i > 0 we have βi ∈ N and qi = 1. It follows that
ni,0 = βi and ni,i ′ = 0 for all 0 < i ′ < i .

Fix k ≥ 0. Since {Ti j } j≥0 is infinite there exists j such that i j−1 < k ≤ i j . Then we have

Tk = Ti j + λi j −1δi j −1T
βi j −1

0 + · · · + λkδk T βk
0 ,

where ν(Ti j ) = βi j ≥ βk and ν(T βi ′
0 ) = βi ′ ≥ βk for all k ≤ i ′ ≤ i j − 1. Thus Tk ∈ A′

βk
. To prove that A′

γ = Aγ

it suffices to show that if
∑k

j=0 m jβ j ≥ γ then
∏k

j=0 T
m j
j ∈ A′

γ . This is true since
∏k

j=0 T
m j
j ∈

∏k
j=0(A′

β j
)m j ⊂

A′
γ . �

Our next goal is to understand the relationship between jumping polynomials in R and S when the inclusion R ⊂ S
satisfies the conclusions of the Strong Monomialization theorem. We fix regular parameters (u, v) in R. Let {Ti }i≥0
be the sequence of jumping polynomials in R corresponding to (u, v) and the trivial sequence of units. For all i > 0
let (pi , qi ) be the pair of coprime integers defined in the construction of the jumping polynomials, let λi be the scalar
and for 0 ≤ j < i let ni, j be the powers defined in the construction of {Ti }i≥0. We also fix regular parameters (x, y)

in S and a unit δ ∈ S such that (δ − 1) ∈ mS . Let {T ′

i }i≥0 be the sequence of jumping polynomials in S corresponding
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to (x, y) and the sequence of units {δni,0}i>0. For all i > 0 let (p′

i , q ′

i ) be the pair of coprime integers defined in the
construction of the jumping polynomials, let λ′

i be the scalar and for 0 ≤ j < i let n′

i, j be the powers defined in the
construction of {T ′

i }i≥0.

Theorem 5.9. With notations as above, suppose that the inclusion of two-dimensional regular local rings R ⊂ S
satisfies the equation

u = x tδ

v = y,

where t is a positive integer. If (t, Qk) = 1 for some k > 0 then

(1) T ′

i = Ti for all 0 < i ≤ k + 1;
(2) q ′

i = qi and p′

i = tpi for all 0 < i ≤ k;
(3) n′

i, j = ni, j for all 0 < j < i ≤ k and n′

i,0 = tni,0 for all 0 < i ≤ k.

Proof. We may assume that ν(u) = ν∗(u) = 1. Then ν∗(x) = 1/t and in order to construct a sequence of jumping
polynomials corresponding to the regular parameters (x, y) in S we define the following valuation ν̃ of K ∗:

ν̃( f ) = tν∗( f ) for all f ∈ K ∗.

We have T0 = u, T ′

0 = x , T1 = v and T ′

1 = y. Thus T0 = δT ′

0
t and T1 = T ′

1.
Suppose that (t, q1) = 1. The coprime integers p′

1 and q ′

1 are such that p′

1/q ′

1 = ν̃(y) = tν∗(v) = tp1/q1. Since
(tp1, q1) = 1 we get p′

1 = tp1 and q ′

1 = q1. Since n1,0 = p1 and n′

1,0 = p′

1 we also have n′

1,0 = tn1,0. Furthermore,

T ′

1
q ′

1 = T q1
1 and δn1,0 T ′

0
n′

1,0 = T n1,0
0 . Then, since the residue of δ is 1 and T ′

1
q ′

1 T ′

0
−n′

1,0 = T q1
1 T −n1,0

0 δn1,0 , taking the
residue of both sides of the above equality we get that λ′

1 = λ1. Thus T ′

2 = T2 and the statement is proved for k = 1.
We apply induction on k. Suppose that (t, Qk) = 1. Then (t, Qk−1) = 1 and by the inductive assumption we have

that q ′

k−1 = qk−1, Q′

k−1 = Qk−1 and T ′

j = T j for all 0 < j ≤ k. The coprime integers p′

k and q ′

k satisfy the following
equality:

p′

k/q ′

k = Q′

k−1(ν̃(T ′

k) − q ′

k−1ν̃(T ′

k−1)) = t Qk−1(ν
∗(Tk) − qk−1ν

∗(Tk−1)) = tpk/qk .

Since (t, qk) = 1 we get p′

k = tpk and q ′

k = qk . Since ν̃(T ′

0) = 1, by the construction of jumping polynomials {T ′

i }i≥0
in S we get

qkν
∗(Tk) = t−1q ′

k ν̃(T ′

k) = t−1
k−1∑
j=0

n′

k, j ν̃(T ′

j ) = n′

k,0/t +

k−1∑
j=1

n′

k, jν
∗(T j ).

On the other hand by the construction of jumping polynomials {Ti }i≥0 in R we get that qkν
∗(Tk) =

∑k−1
j=0 nk, jν

∗(T j )

and this representation is unique. Therefore, n′

k,0 = tnk,0 and n′

k, j = nk, j for all 0 < j < k.

Finally, T ′

k
q ′

k = T qk
k and δnk,0

∏k−1
j=0 T ′

j
n′

k, j =
∏k−1

j=0 T
nk, j
j . Then, since the residue of δ is 1 and

T ′

k
q ′

k (
∏k−1

j=0 T ′

j
n′

k, j )−1
= T qk

k (
∏k−1

j=0 T
nk, j
j )−1δnk,0 , taking the residue of both sides of the above equality we get that

λ′

k = λk . Thus T ′

k+1 = Tk+1 and the theorem is proved. �

6. Behavior of jumping polynomials under blow-ups

Throughout this section we work under the assumption that the value group of ν is a subgroup of Q and
trdegk(V/mV ) = 0.

We now introduce the notations used in the rest of the paper.
If p and q are positive integers such that (p, q) = 1, the Euclidian algorithm for finding the greatest common

divisor of p and q can be described as follows:

r0 = f1r1 + r2

r1 = f2r2 + r3
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...

rN−2 = fN−1rN−1 + 1
rN−1 = fN · 1,

where r0 = p, r1 = q and r1 > r2 > · · · > rN−1 > rN = 1. Denote by N = N (p, q) the number of divisions in
the Euclidian algorithm for p and q , and by f1, f2, . . . , fN the coefficients in the Euclidian algorithm for p and q.
Define Fi = f1 + · · · + fi and ε(p, q) = FN = f1 + · · · + fN , f1(p, q) = f1 = [p/q].

Suppose that R is a two-dimensional regular local ring dominated by V and E is a nonsingular irreducible curve
on Spec R. Let

R = R0 → R1 → R2 → · · · → Ri → · · ·

be the sequence of quadratic transforms along ν. We denote by πi the map Spec Ri → Spec R and by Ei the reduced
simple normal crossing divisor π−1

i (E)red. We say that Ri is free if Ei has exactly one irreducible component. For
a free ring Ri and a regular parameter ui ∈ Ri we will say that ui is an exceptional coordinate if ui is supported on
Ei . A system of parameters (ui , vi ) of a free ring Ri is called permissible if ui is an exceptional parameter. The next
lemma gives a description of the sequence of quadratic transforms of R along ν. See Section 6 of [5] for the proof.

Lemma 6.1. Suppose that R is a free ring and (u, v) is a permissible system of parameters in R such that
ν(v)/ν(u) = p/q for some coprime integers p and q. Let k = ε(p, q), f1 = f1(p, q) and let a and b be nonnegative
integers such that a ≤ p, b < q, and aq − bp = 1. Then the sequence of quadratic transforms along ν

R = R0 → R1 → · · · → R f1 → R f1+1 → · · · → Rk−1 → Rk (6.1)

has the following properties:

(1) R0, R1, . . . , R f1 and Rk are free rings.
(2) Non-free rings appear in (6.1) if and only if k > f1, that is, if q 6= 1. In this case R f1+1, . . . , Rk−1 are non-free.
(3) Rk has a permissible system of coordinates

(X, Y ) =

(
xa

yb ,
yq

x p − c
)

,

where c ∈ k is the residue of yq/x p, and ν∗(X) = ν∗(x)/q. Moreover, x = Xq(Y + c)b, y = X p(Y + c)a .

Definition 6.2 ([3, 7.8]). A permissible system of parameters (u, v) of a free ring R is called admissible if ν(v) is
maximal among all regular systems of parameters containing u.

Lemma 6.3. Suppose that (u, v) is a permissible system of parameters of a free ring R and ν(v)/ν(u) = p/q for
some coprime integers p and q. Then (u, v) are admissible if and only if q 6= 1.

Proof. Assume by contradiction that q = 1. Then ν(v)/ν(u) = p. Denote by c the residue of vu−p and set
v′

= v − cu p. Then (u, v′) are permissible parameters with ν(v′) > ν(v). So (u, v) are not admissible.
Now assume by contradiction that (u, v) are not admissible. Then there exists v′ such that (u, v′) are permissible

parameters and ν(v′) > ν(v). By the Weierstrass Preparation Theorem (Theorem 5, Section 1, Chapter VII [10]), we
have that γ v′

= v − P(u), where γ is a unit, and P ∈ k[[u]] has order n ≥ 1. Since ν(v′) > ν(v), it follows that
nν(u) = ν(v), and so ν(v)/ν(u) = n. Thus p = n and q = 1, a contradiction. �

Lemma 6.4. Suppose that (u, v) and (ū, v̄) are admissible systems of parameters of a free ring R. Then ν(u) = ν(ū)

and ν(v) = ν(v̄).

Proof. Since u and ū are supported on the same curve in Spec R we have ū = uγ for some unit γ ∈ R; in particular
ν(u) = ν(ū). The equality ū = uγ also implies that (ū, v) is a permissible system of parameters in R. Since (ū, v̄)

are admissible parameters we have ν(v) ≤ ν(v̄). Symmetrically, ν(v̄) ≤ ν(v). Thus ν(v) = ν(v̄). �

Remark 6.5. If the value group Γ of ν is a non-discrete subgroup of Q, it follows from [3, 7.7] that an admissible
system of parameters of R always exists. If Γ is a discrete subgroup of Q, after performing a sequence of quadratic
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transforms along ν we may assume that the value of the exceptional parameter u generates Γ . It follows from
Lemma 6.3 that R does not have an admissible system of parameters.

We now fix regular parameters (u, v) of R and assume that (u, v) is a permissible system of parameters in R by
setting E to be the curve on Spec R defined by u = 0. Recall the definition of p̄l and q̄l given in Section 4. In what
follows, for all l > 0 let al and bl be nonnegative integers such that al q̄l − bl p̄l = 1 and al ≤ p̄l , bl < q̄l . Let k̄0 = 0
and k̄l = k̄l−1 + ε( p̄l , q̄l). Also set k0 = 0 and ki = ki−1 + ε(pi , qi ) if i > 0.

The next theorem describes the images of independent jumping polynomials under blowups of R along ν.

Theorem 6.6. With notations as above, let R = R0 → R1 → · · · → Rk̄1−1 → Rk̄1
→ Rk̄1+1 → · · · → Rk̄l

→ · · ·

be the sequence of quadratic transforms along ν. Assume that the value group of ν is a non-discrete subgroup of Q.
Then for all l ≥ 0, Rk̄l

is free and has an admissible system of parameters (ul , vl) such that

(1) ul is an exceptional parameter and ν(ul) = 1/Q̄l ,
(2) vl = Hl+1/

∏l−1
j=0 H

nil ,i j
j is the strict transform of Hl+1 in Rk̄l

and ν(vl) = (1/Q̄l) · ( p̄l+1/q̄l+1),

(3) for all 0 ≤ j ≤ l there exists a unit γ j,l ∈ Rk̄l
such that H j = u

Q̄l β̄ j
l γ j,l .

Proof. We first show that (3) implies that for all 1 ≤ m ≤ l + 1 and for all il < i ′ < il+1 there exist units τm,l and
τ ′

i ′,l in Rk̄l
such that

m−1∏
j=0

H
nim ,i j
j = u Q̄l q̄m β̄m

l τm,l and
l∏

j=0

H
ni ′,i j
j = u Q̄lβi ′

l τ ′

i ′,l .

Indeed, the following lines of equalities hold:

m−1∏
j=0

H
nim ,i j
j =

m−1∏
j=0

(u
Q̄l β̄ j
l γ j,l)

nim ,i j = u
Q̄l

m−1∑
j=0

nim ,i j β̄ j

l

m−1∏
j=0

γ
nim ,i j
j,l = u Q̄l q̄m β̄m

l τm,l

and

l∏
j=0

H
ni ′,i j
j =

l∏
j=0

(u
Q̄l β̄ j
l γ j,l)

ni ′,i j = u
Q̄l

l∑
j=0

ni ′,i j
β̄ j

l

l∏
j=0

γ
ni ′,i j
j,l = u Q̄l qi ′βi ′

l τ ′

i ′,l = u Q̄lβi ′
l τ ′

i ′,l .

We will prove the theorem by induction on l. For l = 0 the system of parameters (u0, v0) = (u, H1) in R clearly
satisfies all the conclusions. Assume now that the statement holds for l − 1. Then by Lemma 6.1 the ring Rk̄l

is free
and has a permissible system of parameters (ul , zl) such that

ul =
ual

l−1

v
bl
l−1

, ν(ul) =
1

Q̄l
and zl =

v
q̄l
l−1

u p̄l
l−1

− cl ,

where cl ∈ k−{0} is the residue of v
q̄l
l−1u− p̄l

l−1 . It follows that ul satisfies conclusion (1). We will now show that ul also
satisfies conclusion (3).

If j ≤ l − 1 then

H j = u
Q̄l−1β̄ j
l−1 γ j,l−1 = (uq̄l

l (zl + cl)
bl )Q̄l−1β̄ j γ j,l−1 = u

Q̄l β̄ j
l γ j,l

and

Hl = vl−1

l−2∏
j=0

H
nil−1,i j
j = vl−1u Q̄l−1q̄l−1β̄l−1

l−1 τl−1,l−1

= u p̄l
l u Q̄l q̄l−1β̄l−1

l (zl + cl)
al+bl Q̄l−1q̄l−1β̄l−1τl−1,l−1 = u Q̄l β̄l

l γl,l ,

where γ j,l and γl,l are units in Rk̄l
.
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Let us set vl = Hl+1/
∏l−1

j=0 H
nil ,i j
j . Then ν(vl) = β̄l+1 − q̄l β̄l = (1/Q̄l) · ( p̄l+1/q̄l+1).

It only remains to show that (ul , vl) is an admissible system of parameters in Rk̄l
. To this end we will present vl in

terms of ul and zl . We have that

vl =
H q̄l

l
l−1∏
j=0

H
nil ,i j
j

− λil δil −

il+1−1∑
i ′=il+1

λi ′δi ′

l∏
j=0

H
ni ′,i j
j

l−1∏
j=0

H
nil ,i j
j

.

Denote by τl the unit τ
q̄l
l−1,l−1τ

−1
l,l−1 in Rk̄l−1

and denote by tl the residue of τl . Then the following line of equalities
holds:

H q̄l
l

l−1∏
j=0

H
nil ,i j
j

=
v

q̄l
l−1u Q̄l q̄l−1β̄l−1

l−1 τ
q̄l
l−1,l−1

u Q̄l−1q̄l β̄l
l−1 τl,l−1

=
v

q̄l
l−1

u p̄l
l−1

τl = (zl + cl)τl = zlτl + cl tl + ulwl ,

where wl ∈ Rk̄l
is such that ulwl = cl(τl − tl), and the existence of wl is guaranteed by the inclusion (τl − tl) ∈

m Rk̄l−1
Rk̄l−1

⊂ ul Rk̄l
. We also notice that taking the residues of both sides of this equality gives λil = cl tl .

Furthermore, since (δil − 1) ∈ m R R ⊂ ul Rk̄l
we have λil δil = λil + ulw

′

l for some w′

l ∈ Rk̄l
.

For il < i ′ < il+1 denote by Pi ′ the positive integer Q̄l(βi ′ − q̄l β̄l) = pil+1 + pil+2 + · · · + pi ′ . Then

il+1−1∑
i ′=il+1

λi ′δi ′

l∏
j=0

H
ni ′,i j
j

l−1∏
j=0

H
nil ,i j
j

=

il+1−1∑
i ′=il+1

λi ′δi ′
u Q̄lβi ′

l τ ′

i ′,l

u Q̄l q̄l β̄l
l τl,l

=

il+1−1∑
i ′=il+1

λi ′δi ′τ
′

i ′,lτ
−1
l,l u

P ′
i

l

= ul

il+1−1∑
i ′=il+1

λi ′δi ′τ
′

i ′,lτ
−1
l,l u

P ′
i −1

l = ulw
′′

l ,

where w′′

l ∈ Rk̄l
. In particular, w′′

l = 0 if il+1 = il + 1.
Combining all the above we get vl = zlτl +ulwl −ulw

′

l −ulw
′′

l . Thus (ul , vl) form a system of regular parameters
in Rk̄l

. Moreover, (ul , vl) is an admissible system by Lemma 6.3, since ν(vl)/ν(ul) = p̄l+1/q̄l+1 and q̄l+1 6= 1. This
completes the proof of the theorem. �

Using the same line of arguments with Hl replaced by Ti and k̄l replaced by ki , we obtain the following property
of the sequence of jumping polynomials in R.

Remark 6.7 (See also [5, 7.5]). Let R = R0 → R1 → · · · → Rk1−1 → Rk1 → Rk1+1 → · · · → Rki → · · · be
the sequence of quadratic transforms along ν. Then for all i > 0, Rki is free and has a system of regular parameters
(ui , vi ) such that

(1) ui is an exceptional parameter and ν(ui ) = 1/Qi ,
(2) vi = Ti+1/

∏i−1
j=0 T

ni, j
j is the strict transform of Ti+1 in Rki and ν(vi ) = (1/Qi ) · (pi+1/qi+1),

(3) for all 0 ≤ j ≤ i there exists a unit γ j,i ∈ Rki such that T j = u
Qi β j
i γ j,i .

Remark 6.8. For every l ≥ 0 we have that k̄l = kil . This is trivial for l = 0. By induction on l, assume that
k̄l−1 = kil−1 . We have that ε( p̄l , q̄l) = ε((pil−1+1 + · · · + pil−1)qil + pil , qil ) = pil−1+1 + · · · + pil−1 +

ε(pil , qil ) = ε(pil−1+1, qil−1+1) + · · · + ε(pil−1, qil−1) + ε(pil , qil ), since qil−1+1 = · · · = qil−1 = 1. Therefore
k̄l = k̄l−1 + ε( p̄l , q̄l) = kil−1 + ε(pil−1+1, qil−1+1) + · · · + ε(pil−1, qil−1) + ε(pil , qil ) = kil .

Remark 6.9. Notice that (ui , vi ) of Remark 6.7 are not in general admissible parameters of Rki . If the index ki
corresponds to an admissible choice of parameters then i + 1 = il for some l, that is, ki = kil−1 = k̄l − ε(pil , qil ).
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7. Strong monomialization

In this section we recall definitions and results from Section 7 of [3] that will be needed in this paper.
Let k be an algebraically closed field of characteristic p > 0, and let K ∗/K be a finite and separable extension of

algebraic function fields of transcendence degree two over k. Let ν∗ be a k-valuation of K ∗ with valuation ring V ∗ and
value group Γ ∗. Let ν be the restriction of ν∗ to K with valuation ring V and value group Γ . Consider an extension
of algebraic regular local rings R ⊂ S where R has quotient field K , S has quotient field K ∗, R is dominated by S
and S is dominated by V ∗. We assume that Γ ∗ and Γ are non-discrete subgroups of Q. In particular we have that
trdegk(V ∗/mV ∗) = 0, and so V ∗/mV ∗ ' k, since k is algebraically closed. Let S = S0 → S1 → S2 → · · · → Ss →

· · · be the quadratic sequence along ν∗, and let R = R0 → R1 → R2 → · · · → Rr → · · · be the quadratic sequence
along ν. For i ≥ 1 we denote the reduced exceptional locus of Spec Ri → Spec R by Ei , and the reduced exceptional
locus of Spec Si → Spec S by Fi .

Definition 7.1. Given a pair (r, s) of positive integers, the pair (Rr , Ss) is said to be prepared if the following
properties hold:

(i) Ss dominates Rr .
(ii) Rr and Ss are free.

(iii) The critical locus of Spec Ss → Spec Rr is contained in Fs .
(iv) We have u = x tδ, where u (resp. x) is a regular parameter of Rr (resp. Ss) whose support is Er (resp. Fs), and δ

is a unit in Ss .

It is shown in [3, 7.6] that given a prepared pair (Rr , Ss), any pair (Rr ′ , Ss′) with r ′
≥ r , s′

≥ s, and such that both
Rr ′ and Ss′ are free and Ss′ dominates Rr ′ , is also prepared.

Let (Rr , Ss) be prepared. Recall that a regular system of parameters (r.s.p.) (u, v) of Rr is said to be admissible if
the support of u is equal to Er and if ν(v) is maximal among all such r.s.p. containing u.

Now we briefly recall the algorithm described in Section 7.4 of [3]. We fix a prepared pair (R, S) =: (Rr0 , Ss0)

such that m R S is not a principal ideal. By induction on n ≥ 0, we associate with a given prepared pair (Rrn , Ssn ) such
that m Rrn Ssn is not a principal ideal, a new prepared pair (Rrn+1 , Ssn+1), with rn+1 > rn , sn+1 > sn , and such that
m Rrn+1

Ssn+1 is not a principal ideal.
Let (urn , vrn ) be an admissible r.s.p. of Rrn . Let (xsn , ysn ) be an r.s.p. of Ssn such that the support of xsn is Fsn .

Write

urn = x tn
sn

δn

vrn = xβn
sn

fn
(7.1)

where δn is a unit in Ssn , and xsn does not divide fn . Notice that fn is not a unit, since m Rrn Ssn is not a principal
ideal. Among all s ≥ sn , there is a least integer sn+1 such that Ssn+1 is free and the strict transform of div ( fn) in
Ssn+1 is empty. It follows that sn+1 > sn . By construction, m Rrn Ssn+1 is a principal ideal. The nonempty set of integers
r > rn such that Ssn+1 dominates Rr has a maximal element denoted by rn+1. This completes the definition of the pair
(Rrn+1 , Ssn+1). It is shown in [3, 7.18] that the algorithm is well defined, that is, the pair (rn+1, sn+1) does not depend
on the choice of an admissible r.s.p. (urn , vrn ) of Rrn . Moreover, (Rrn+1 , Ssn+1) is prepared.

We are now ready to state Cutkosky and Piltant’s Strong Monomialization Theorem for defectless extensions.

Theorem 7.2 (Strong Monomialization [3, 7.35]). In the above set-up and notations, assume that V ∗/V is defectless.
The inclusion Rrn ⊂ Ssn is given for n >> 0 by

urn = x t
sn

δn

vrn = ysn

(7.2)

where t is a positive integer, δn is a unit in Ssn , and (xsn , ysn ) is an admissible r.s.p. of Ssn .

In particular the theorem shows that the equation defining the inclusion Rrn ⊂ Ssn gets a stable form. We recall
that Strong Monomialization may not hold if the extension V ∗/V has a defect [3, 7.38]. It is not known if the weaker
form of the monomialization theorem [3, 4.1] holds in this case.
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8. Quadratic transforms

In this section we discuss several preparatory results that we will need in the proof of the main theorem.
Throughout this section let R ⊂ S be an extension of two-dimensional algebraic regular local rings with quotient

fields K and K ∗ respectively, such that V ∗ dominates S and S dominates R. We further assume that Γ ∗ and Γ are
non-discrete subgroups of Q. Suppose that R has regular parameters (u, v) and S has regular parameters (x, y). Let p
and q be positive coprime integers such that ν(v)/ν(u) = p/q and let k = ε(p, q). Let p′ and q ′ be positive coprime
integers such that ν∗(y)/ν∗(x) = p′/q ′ and let k′

= ε(p′, q ′).

Remark 8.1. Suppose that the inclusion R ⊂ S is given by

u = x tδ

v = y,
(8.1)

where t is a positive integer and δ is a unit in S. We have that ν(v)/ν(u) = ν∗(y)/tν∗(x) = p′/tq ′. Suppose that
(x, y) are admissible parameters. Then by Lemma 6.3 (u, v) are admissible, since q ′

6= 1 implies q 6= 1. Vice versa,
if (u, v) are admissible and t divides p′, then (x, y) are admissible, since in this case q ′

= q.

Remark 8.2. Suppose that the inclusion R ⊂ S is given by

u = x tδ

v = y,
(8.2)

where t is a positive integer and δ is a unit in S. Let g be the greatest common divisor of t and p′. Recall that
ν(v)/ν(u) = ν∗(y)/tν∗(x) = p′/tq ′. Writing t = gt̃ and p′

= g p̃, where (t̃, p̃) = 1, gives p = p̃ and q = q ′ t̃ . After
possibly multiplying u by a constant we may assume that δ = 1 +w for some w ∈ mS . Let a, b, a′, b′ be nonnegative
integers such that a ≤ p, a′

≤ p′, b < q , b′ < q ′ and aq − bp = 1, a′q ′
− b′ p′

= 1.
By Lemma 6.1 applied to S and R respectively, we get that Sk′ has a permissible system of parameters (X, Y ′) =(

xa′

/yb′

, yq ′

/x p′

− c′

)
, where c′

∈ k is the residue of yq ′

/x p′

, and Rk has a permissible system of parameters

(U, V ) =
(
ua/vb, vq/u p

− c
)
, where c ∈ k is the residue of vq/u p. Moreover, x = Xq ′

(Y ′
+c′)b′

, y = X p′

(Y ′
+c′)a′

and u = U q(V + c)b, v = U p(V + c)a .
Now

U =
ua

vb =
x taδa

yb =
[Xq ′

(Y ′
+ c′)b′

]
taδa

[X p′
(Y ′ + c′)a′

]b =
Xq ′ta

X p′b δa(Y ′
+ c′)b′ta−a′b

= X g∆,

where ∆ = δa(Y ′
+ c′)b′ta−a′b is a unit in Sk′ . Notice that the last equality holds since q ′ta − p′b = q ′gt̃a − g p̃b =

g(q ′ t̃a − p̃b) = g(qa − pb) = g.
Furthermore notice that

vq

u p =
yq

x tp δ−p
=

yq ′ t̃

xgt̃ p
δ−p

=

(
yq ′

x p′

)t̃

δ−p
=

(
yq ′

x p′

)t̃

(1 + w)−p.

Therefore c = (c′)t̃ , and

V =
vq

u p − c =

(
yq ′

x p′

)t̃

(1 + w)−p
− (c′)t̃

=

(
yq ′

x p′

)t̃

− (c′)t̃
+ W

where W ∈ wS ⊂ mS . Since mS ⊂ (X)Sk′ we have that W = X Z for some Z ∈ Sk′ . Write t̃ = pn t ′, where n ≥ 0
and p does not divide t ′.

Then

V =

( yq ′

x p′

)t ′

− (c′)t ′

pn

+ X Z =

(
yq ′

x p′
− c′

)pn

γ pn
+ X Z = (Y ′)pn

γ1 + X Z ,
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where

γ =

(
yq′

x p′

)t ′

− (c′)t ′(
yq′

x p′ − c′

)
and γ1 = γ pn

is a unit in Sk′ . In particular Sk′ dominates Rk .

Remark 8.3. In the set-up of Remark 8.2 we will be interested in the case when (t, q) = 1, or equivalently t divides
p′. In this case g = t , t̃ = 1, t ′ = 1 and n = 0. In particular we have that V = Y ′γ1 + X Z . Setting Y = Y ′γ1 + X Z ,
we have that (X, Y ) is a permissible system of parameters of Sk′ , and the inclusion Rk ⊂ Sk′ is given by

U = X t∆
V = Y.

(8.3)

Remark 8.4. Suppose that the inclusion R = Rr0 ⊂ S = Ss0 is given by

u = x tδ

v = y,
(8.4)

where t is a positive integer and δ is a unit in S. Suppose also that (u, v) are admissible parameters of R. We claim
that (Rk, Sk′) = (Rr1 , Ss1). By definition (see Section 7), Ss1 is the first free ring in the quadratic sequence for S such
that the strict transform of y in such ring is empty. The sequence S = S0 → S1 → · · · → Sk′ has been explicitly
described in Section 6 of [5] (see also Lemma 6.1). It follows from this description that Ss1 = Sk′ . Furthermore, by
Remark 8.2 Sk′ dominates Rk , and Rk is the biggest free ring in the quadratic sequence for R with this property. So
Rk = Rr1 .

As in Section 4, for all i > 0 let (pi , qi ) be the pair of coprime integers defined in the construction of jumping
polynomials {Ti }i≥0 in R. Let {Til }l≥0 be the sequence of independent jumping polynomials in R. For l > 0 let
q̄l = qil , p̄l = (pil−1+1 + · · · + pil−1)q̄l + pil . Let k̄0 = 0, k̄l = k̄l−1 + ε( p̄l , q̄l) if l > 0. Let k0 = 0 and
ki = ki−1 + ε(pi , qi ) if i > 0. For all i > 0 let (p′

i , q ′

i ) be the pair of coprime integers defined in the construction of
jumping polynomials {T ′

i }i≥0 in S. Let {T ′

jl }l≥0 be the sequence of independent jumping polynomials in S. For l > 0
let q̄ ′

l = q ′

jl , p̄′

l = (p′

jl−1+1 + · · · + p′

jl−1)q̄
′

l + p′

jl . Let k̄′

0 = 0, k̄′

l = k̄′

l−1 + ε( p̄′

l , q̄ ′

l ) if l > 0. Finally, let k′

0 = 0, and
k′

i = k′

i−1 + ε(p′

i , q ′

i ) if i > 0.

Lemma 8.5. Assume that the equation defining the inclusion Rrl ⊂ Ssl for l ≥ 0 has the stable form of Theorem 7.2.
Then Rrl = Rk̄l

= Rkil
, and Ssl = Sk̄′

l
= Sk′

jl
. In particular, if (url , vrl ) is an admissible system of parameters of Rrl

we have that ν(vrl )/ν(url ) = p̄l+1/q̄l+1. Similarly, if (xsl , ysl ) is an admissible system of parameters of Ssl we have
that ν∗(ysl )/ν

∗(xsl ) = p̄′

l+1/q̄ ′

l+1.

Proof. It suffices to show that for every l ≥ 0 we have that Rrl = Rk̄l
and Ssl = Sk̄′

l
. Then the other claims follow

from Remark 6.8, Theorem 6.6 and Lemma 6.4.
We apply induction on l. The case l = 0 is trivial since by definition R = Rr0 = Rk̄0

and S = Ss0 = Sk̄′

0
.

Now assume that Rrl−1 = Rk̄l−1
and Ssl−1 = Sk̄′

l−1
, that is, rl−1 = k̄l−1 and sl−1 = k̄′

l−1. By Remark 8.4

applied to the inclusion Rrl−1 ⊂ Ssl−1 , we have that rl = rl−1 + ε( p̄l , q̄l) = k̄l−1 + ε( p̄l , q̄l) = k̄l and
sl = sl−1 + ε( p̄′

l , q̄ ′

l ) = k̄′

l−1 + ε( p̄′

l , q̄ ′

l ) = k̄′

l . �

9. Monomialization of generating sequences

The goal of this section is to prove the following theorem.
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Theorem 9.1. Let k be an algebraically closed field of characteristic p > 0, and let K ∗/K be a finite separable
extension of algebraic function fields of transcendence degree 2 over k. Let ν∗ be a k-valuation of K ∗, with valuation
ring V ∗ and value group Γ ∗, and let ν be the restriction of ν∗ to K , with valuation ring V and value group Γ .
Assume that V ∗/V is defectless. Suppose that R ⊂ S is an extension of algebraic regular local rings with quotient
fields K and K ∗ respectively, such that V ∗ dominates S and S dominates R. Then there exist sequences of quadratic
transforms R → R̄ and S → S̄ along ν∗ such that S̄ dominates R̄ and the map between generating sequences of ν

and ν∗ in R̄ and S̄ respectively, has a toroidal structure.

Proof. By the discussion of Section 3 we only need to consider the case when Γ ∗ is a subgroup of Q and
trdegk(V ∗/mV ∗) = 0.

By [3, 7.3] if Γ ∗ and Γ are discrete, and by Theorem 7.2 if Γ ∗ and Γ are non-discrete, we may assume that R has
a regular system of parameters (u, v), S has a regular system of parameters (x, y) such the inclusion R ⊂ S is given
by

u = x tδ

v = y,
(9.1)

where t is a positive integer and δ is a unit in S. After possibly multiplying u by a constant we may assume that
δ = 1 +w for some w ∈ mS . If t = 1 then the conclusion of the theorem is trivial, so assume that t > 1. We may also
assume that Γ is normalized so that ν(u) = 1.

As in Section 4, let {Ti }i≥0 be the sequence of jumping polynomials in R corresponding to (u, v) and the trivial
sequence of units {1}i>0. For all i > 0 let the coprime integers pi and qi be defined as in the construction of {Ti }i≥0.
Let {ni,0}i>0 be the powers defined in the construction of {Ti }i≥0. For l > 0 let the coprime integers p̄l and q̄l be
defined as in the construction of the subsequence {Til }l≥0 = {Hl}l≥0 of independent jumping polynomials.

Similarly, let {T ′

i }i≥0 be the sequence of jumping polynomials in S corresponding to (x, y) and the sequence of
units {δni,0}i>0. For all i > 0 let the coprime integers p′

i and q ′

i be defined as in the construction of {T ′

i }i≥0. For
l > 0 let the coprime integers p̄′

l and q̄ ′

l be defined as in the construction of the subsequence {H ′

l }l≥0 of independent
jumping polynomials.

First, let us assume that Γ ∗ and Γ are discrete subgroups of Q. After performing a sequence of quadratic transforms
along ν and normalizing Γ we may further assume that ν(u) = 1 generates Γ . Since qi = 1 for all i > 0, by
Theorem 5.9 we have that T ′

i = Ti for all i > 0. Then by Theorem 5.4 {Ti }i≥0 is a generating sequence in R and
{T ′

i }i≥0 = {x, {Ti }i>0} is a generating sequence in S. Notice also that Γ ∗ is generated by the set of values {ν∗(T ′

i )}i≥0,
and that for any i > 0 the value ν∗(T ′

i ) = ν(Ti ) is an integer. Thus ν∗(x) = ν(u)/t = 1/t generates Γ ∗. This
concludes the proof of the theorem in the discrete case.

Now let us assume that Γ ∗ and Γ are non-discrete subgroups of Q. By Theorem 7.2 we may assume that Eq. (9.1)
is stable and that (u, v) = (ur0 , vr0), (x, y) = (xs0 , ys0) are admissible parameters of R = Rr0 , S = Ss0 respectively.

First, let us assume that (t, Qk) = 1 for all k > 0. By Theorem 5.9 we have that T ′

i = Ti for all i > 0. Since
q ′

i = qi for all i > 0, we have that T ′

i is an independent jumping polynomial in S if and only if Ti is an independent
jumping polynomial in R. If follows that {H ′

l }l≥0 = {x, {Hl}l>0}.
By Theorem 5.7 {Hl}l≥0 is a generating sequence in R and {x, {Hl}l>0} is a generating sequence in S. Moreover,

{x, {Hl}l>0} is a minimal generating sequence of ν∗ since p̄′

1 ≥ p′

1 = tp1 > 1, since t > 1. The conclusion of the
theorem follows.

Otherwise let M be the integer such that (t, Qk) = 1 for all 0 ≤ k < M and (t, qM ) 6= 1. Since (t, qM ) 6= 1 it
follows that qM 6= 1, and so M = il for some l. The inclusion Rrl−1 ⊂ Ssl−1 is given by the stable monomial form

url−1 = x t
sl−1

δl−1

vrl−1 = ysl−1

(9.2)

where δl−1 is a unit in Ssl−1 , (xsl−1 , ysl−1) are admissible parameters of Ssl−1 , and (url−1 , vrl−1) are admissible
parameters of Rrl−1 .

By Lemma 8.5 we have that ν(vrl−1)/ν(url−1) = p̄l/q̄l , and ν∗(ysl−1)/ν
∗(xsl−1) = p̄′

l/q̄ ′

l . Recall that q̄l = qil =

qM . We have that (t, q̄l) 6= 1, or equivalently t does not divide p̄′

l . Now we apply Remarks 8.2 and 8.4 with R and S
replaced by Rrl−1 and Ssl−1 respectively.
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It follows that Rrl has permissible regular parameters (usl , vsl ) and Ssl has permissible regular parameters (xsl , ysl )

such that usl = xg
sl ∆, where ∆ is a unit in Ssl and g = ( p̄′

l , t) < t . Hence we obtain a contradiction to the stable form
of Eq. (9.1).

We then conclude that (t, Qk) = 1 for all k > 0. �

Remark 9.2. In the proof of Theorem 9.1 we have {Hl}l≥0 is a minimal generating sequence of ν in R if p̄1 6= 1, or
equivalently, p̄′

1 6= t . Otherwise {Hl}l>0 is a minimal generating sequence of ν in R.

Recall that the integers ki are defined as k0 = 0 and ki = ki−1 + ε(pi , qi ) if i > 0. Similarly k′

0 = 0 and
k′

i = k′

i−1 + ε(p′

i , q ′

i ) for all i > 0.

Corollary 9.3. In the set-up of Theorem 9.1, assume that the inclusion R ⊂ S is given by the stable form (9.1). The
sequences of quadratic transforms

R = R0 → Rk1 → · · · → Rki−1 → Rki → · · ·

and

S = S0 → Sk′

1
→ · · · → Sk′

i−1
→ Sk′

i
→ · · ·

have the following properties: for all i ≥ 0 the rings Rki and Sk′
i

are free, there exist permissible systems of parameters
(ui , vi ) in Rki and (xi , yi ) in Sk′

i
and a unit δi ∈ Sk′

i
such that

ui = x t
i δi

vi = yi ,
(9.3)

and ν∗(yi )/ν
∗(xi ) = p′

i+1/q ′

i+1.

Proof. The proof of Theorem 9.1 shows that for all i ≥ 1 we have (t, qi ) = 1, q ′

i = qi , and p′

i = tpi . The conclusion
is trivial for i = 0. Assume that i > 0 and that the statement holds for i − 1. We apply Remark 8.3 to Rki−1 ⊂ Sk′

i−1
.

Notice that ν∗(yi−1)/ν
∗(xi−1) = p′

i/q ′

i and ν(vi−1)/ν(ui−1) = p′

i/tq ′

i = pi/qi , and therefore k = ε(pi , qi ) and
k′

= ε(p′

i , q ′

i ). Thus Rki and Sk′
i

are free rings and there exist permissible systems of regular parameters (ui , wi ) in
Rki and (xi , zi ) in Sk′

i
such that ui = x t

i δi and wi = zi for some unit δi ∈ Sk′
i
.

Now by Remark 6.7 we get that Rki has a system of regular parameters (hi , vi ) such that hi is an exceptional
parameter, ν(hi ) = 1/Qi and ν(vi ) = (1/Qi ) · (pi+1/qi+1). Since ui is also an exceptional parameter in Rki we have
ui = hiγ for some unit γ ∈ Rki . Therefore (ui , vi ) form a permissible system of parameters in Rki and ν(ui ) = 1/Qi .
Notice also that vi = αui + βwi , where α, β ∈ Rki . Moreover, β is a unit in Rki , since the image of vi is a regular
parameter in Rki /(ui )Rki . This implies that vi = αx t

i δi + βzi is also a regular parameter in Sk′
i

and (xi , vi ) form a
permissible system of parameters in Sk′

i
. We set yi = vi and observe that

ν∗(xi ) =
1
t
ν(ui ) =

1
t Qi

and ν∗(yi ) = ν(vi ) =
1

Qi
·

pi+1

qi+1
=

1
Qi

·
p′

i+1

tq ′

i+1
.

Therefore ν∗(yi )/ν
∗(xi ) = p′

i+1/q ′

i+1. �

Remark 9.4. Corollary 9.3 shows that for every i ≥ 0 the inclusion Rki ⊂ Sk′
i

has the stable form (9.1). However, the
permissible parameters (xi , yi ) of Sk′

i
are not admissible if q ′

i+1 = 1.
Notice also that by Lemma 8.5 and Corollary 9.3 for all l ≥ 1 we have a commutative diagram

Ssl−1 = Sk′
il−1

→ Sk′

il−1+1
→ . . . → Sk′

il −1
→ Sk′

il
= Ssl

↑ ↑ ↑ ↑

Rrl−1 = Rkil−1
→ Rkil−1+1 → . . . → Rkil −1 → Rkil

= Rrl

(9.4)

where the sequences satisfy the conclusions of Corollary 9.3.
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