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Abstract

We give a characteristic free proof of the main result of [L. Ghezzi, H.T. Ha, O. Kashcheyeva, Toroidalization of
generating sequences in dimension two function fields, J. Algebra 301 (2) (2006) 838—866. ArXiv:math.AC/0509697.] concerning
toroidalization of generating sequences of valuations in dimension two function fields. We show that when an extension of two-
dimensional algebraic regular local rings R C § satisfies the conclusions of the Strong Monomialization theorem of Cutkosky and
Piltant, the map between generating sequences in R and § has a toroidal structure.
© 2006 Elsevier B.V. All rights reserved.

MSC: 14B25; 14E22; 13A18

1. Introduction

The aim of this paper is to prove the main result of [5] in positive characteristic. We start by recalling the set-up
and the necessary definitions.

Let k be an algebraically closed field, and let K be an algebraic function field over k. We say that a subring R of
K is algebraic if R is essentially of finite type over k. We will denote the maximal ideal of a local ring R by mpg.

Let K*/K be a finite separable extension of algebraic function fields of transcendence degree 2 over k. Let v* be a
k-valuation of K* with valuation ring V* and value group I"*. Let v be the restriction of v* to K with valuation ring
V and value group I'. Consider an extension of algebraic regular local rings R C S where R has quotient field K, S
has quotient field K*, R is dominated by S and S is dominated by V* (i.e., my N R = mg and my= N S = mg).

Let & = v(R\{0}) be the semigroup of I" consisting of the values of nonzero elements of R. For y € &, let
I, ={f € R|v(f) = y}. A (possibly infinite) sequence {Q;} of elements of R is a generating sequence of v [8] if
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for every y € & the ideal I, is generated by the set

H 0: | a; € Ny, Zaiv(Qi) >y

A generating sequence of v is minimal if none of its proper subsequences is a generating sequence of v. A generating
sequence of v* in § can be defined similarly.

Generating sequences provide a very useful tool in the study of algebraic surfaces (cf. [2—4,6,8,9] and the literature
cited there).

Let (u, v) be a regular system of parameters (s.0.p.) of R, and let R’ = R[%]m, where m is a prime ideal of R[%]
such that m N R = mpg. We say that R — R’ is a quadratic transform. If furthermore v dominates R’ we say that
R — R’ is a quadratic transform along v.

The main result of [5], which we recall below, gives a nice structure theorem for generating sequences of v and v*,
when k has characteristic zero. We refer to Section 2 of this paper or to Section 2 of [5] for the precise definition of
toroidal structure.

Theorem 1.1 (/5, 8.1]). Let K be an algebraically closed field of characteristic 0, and let K* /K be a finite extension
of algebraic function fields of transcendence degree 2 over K. Let v* be a k-valuation of K* with valuation ring V*,
and let v be the restriction of v* to K. Suppose that R C S is an extension of algebraic regular local rings with
quotient fields K and K* respectively, such that V* dominates S and S dominates R. Then there exist sequences
of quadratic transforms R — Rand S — S along v* such that § dominates R and the map between generating
sequences of v and v* in R and § respectively has a toroidal structure.

The goal of this paper is to find a toroidal structure for generating sequences of v and v* when k has characteristic
p>0.

Cutkosky and Piltant proved that Strong Monomialization holds in positive characteristic, provided that V*/V is
defectless [3, 7.3, 7.35]. The defect is an invariant of ramification theory of valuations, and it is a power of p. We refer
the reader to Section 7.1 of [3] for the precise definition. We have that V*/V is defectless whenever I'* (and I") are
finitely generated [3, 7.3]. The only case in which I'* is not finitely generated is when it is a non-discrete subgroup of
Q. Furthermore, V*/V is always defectless when Kk has characteristic zero. Strong Monomialization may not hold if
the extension V*/V has a defect. See [3, 7.38] for an example. Since in our work we apply Strong Monomialization,
we need to assume that V*/V is defectless.

When I'™ is a non-discrete subgroup of Q (which is the essential and subtle case), Strong Monomialization states
that there exist sequences of quadratic transforms R — R and § — S| along v* such that v* dominates S, S
dominates R, and there are regular parameters (u, v) in Ry and (x, y) in Sy, such that the inclusion Ry C S is given
by

u=x'3

v=yYy,

(1.1)

where ¢ is a positive integer and § is a unit in Sj.

Observe that we can choose u, v € R; (resp. x, y € S1) to be the first two members of a generating sequence of v
(resp. v*). Therefore, (1.1) exhibits a toroidal structure of the map between the first two elements of such generating
sequences.

The definition of toroidal structures of generating sequences of v and v* is given in Section 2. Our main theorem
is stated as follows.

Theorem 1.2 (Theorem 9.1). Let k be an algebraically closed field of characteristic p > 0, and let K* /K be a finite
separable extension of algebraic function fields of transcendence degree 2 over K. Let v* be a K-valuation of K* with
valuation ring V*, and let v be the restriction of v* to K, with valuation ring V. Assume that V*/V is defectless.
Suppose that R C S is an extension of algebraic regular local rings with quotient fields K and K* respectively, such
that V* dominates S and S dominates R. Then there exist sequences of quadratic transforms R— Rand S — S
along v* such that § dominates R and the map between generating sequences of v and v* in R and S respectively
has a toroidal structure.
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We prove the theorem by analyzing the different types of valuations of K*. In most cases, the result follows from
a standard application of the Strong Monomialization theorem. These cases are analyzed in Section 3. The rest of the
paper is devoted to the essential case, when I'* is a non-discrete subgroup of Q. We will briefly describe below the
main steps of the proof in this case.

We first remark that the methods of [5] cannot be extended to positive characteristic. The main obstruction is that
the “key lemma” [5, 8.2] no longer holds; that is, the strong monomial form may not be preserved when we apply
the quadratic transforms of [5, 8.2]. In this paper we use the sequences of quadratic transforms of the “algorithm”
described in Section 7.4 of [3]. This algorithm is recalled in Section 7. The essential point is that the strong monomial
form (1.1) is eventually “stable” along the algorithm (see Theorem 7.2).

Other technical difficulties arise from the fact that we used étale extensions in several places in [5], but such
extensions are no longer regular rings when we work in positive characteristic. Therefore we do not use étale
extensions in this paper.

Let (u, v) be a regular system of parameters in R and let {§;};~o C R be a sequence of units such that the residue
of §; is 1 for all i > 0. In Section 4 we construct a sequence of jumping polynomials {T;};>o in R corresponding to
(u, v) and to the units {§;};~0. By normalizing, we may assume that v(u) = 1. We let Ty = u and 77 = v. Write
v(v) = p1/q1, where p; and g are coprime positive integers. For each i > 1, we define 7} recursively. Let p; 4
and ¢; 1 be the coprime positive integers defined by

Leedi it
This construction is a generalization of the one given in [5], where the sequence of units was trivial; that is, §; = 1 for
all i > 0. By allowing non-trivial units in the jumping polynomials we recover some useful results of [5], avoiding
the use of étale extensions. Jumping polynomials corresponding to a trivial sequence of units are very similar to Favre
and Jonsson’s key polynomials [4], whereas the idea of key polynomials is originally due to MacLane [7].
We observe that the above collection of jumping polynomials {7;};>¢ forms a generating sequence of v in R
(Theorem 5.4). Furthermore, we can select a subsequence that forms a minimal generating sequence (Theorem 5.7).
Our proof of Theorem 1.2 proceeds as follows. We may assume that R has regular parameters (u, v), and S has
regular parameters (x, y) such that the inclusion R C § satisfies

V(Tiv1) = qiv(Ty) + .

u==x's

v=Yy,

(1.2)

where ¢ is a positive integer and § is a unit in S.

We consider the sequence {7;};>¢ of jumping polynomials in R corresponding to (u, v) and to the trivial sequence
of units. We consider the sequence {7}};>0 of jumping polynomials in § corresponding to (x, y) and to the sequence
of units given by appropriate powers of 8. Then {7};>o forms a generating sequence of v* in S.

Let Ox = q1---qx for k > 0. We show in Theorem 5.9 that if Q; and ¢ are relatively prime for all k > 0, then
T; = T/ for all i > 0. The theorem is proved in this case.

Otherwise we construct appropriate sequences of quadratic transforms R — R’ and S — §’, such that the inclusion
R’ C &' contradicts the stable form of strong monomialization. This step is the main part of our argument, and it
requires a very explicit description of the quadratic transforms that we perform. Several crucial preparatory results are
discussed in Section 8.

Last we remark that the proof of Theorem 1.2 applies also when k has characteristic zero, thus providing an
alternative argument for Theorem 1.1.

2. Statement of the result

Let k be an algebraically closed field of characteristic p > 0 and let K*/K be a finite separable extension of
algebraic function fields of transcendence degree 2 over k. Let v* be a k-valuation of K™ with valuation ring V* and
value group I™* and let v be the restriction of v* to K with valuation ring V and value group I'.

Suppose that S is an algebraic regular local ring with quotient field K* which is dominated by V* and R is an
algebraic regular local ring with quotient field K which is dominated by S. We will show that there exist sequences
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of quadratic transforms R — R’ and S — S’ along v* such that §” dominates R’ and the map between generating
sequences of S’ and R’ has the following toroidal structure (cf. Section 2 of [5]).

(1) If v* is divisorial then R’ = V and S’ = V* with regular parameters # € R’ and x € S’ such that u = x?y for
some unit y € §’ and for some positive integer a. We also have that {u} is a minimal generating sequence of v
and {x} is a minimal generating sequence of v*.

(2) If v* has rank 2 then there exist regular parameters (u, v) in R’ and (x, y) in S’ such that {u, v} is a minimal
generating sequence of v, {x, y} is a minimal generating sequence of v*, and

u=xys
v=yly
for some units 8, ¥ € §’, and for some nonnegative integers a, b, d such that ad # 0.

(3) If v* has rank 1 and rational rank 2 then there exist regular parameters («, v) in R” and (x, y) in S’ such that {u, v}

is a minimal generating sequence of v, {x, y} is a minimal generating sequence of v*, and
u=x%bs
_ c.d
v=x%
for some units §, y € §’, and for some nonnegative integers a, b, c, d such that ad — bc # 0.

(4) If I" and I'* are non-discrete subgroups of Q and V*/V is defectless, then there exist a generating sequence

{H;}1>0 of v in R and regular parameters (x, y) in S’ such that

Hy = x%y

H =y
for some unit y € S’ and for some positive integer a, and {x, {H;};>o} is a minimal generating sequence of v* in
S’

(5) If v is discrete but not divisorial then there exist regular parameters (u, v) in R’ and (x, y) in §’ such that I is
generated by v(u), I'* is generated by v*(x), and u = x%y for some unit y € S" and for some positive integer

a. Moreover, R’ has a non-minimal generating sequence {u, {T;};~o} such that {x, {T;};~0} is a non-minimal
generating sequence in S’.

3. Valuations in two-dimensional function fields

We will prove our main theorem by analyzing the different types of valuations of K*. A similar analysis was done
in [5] (Section 3), but we outline it below for completeness. We refer to [3] (Section 7.2) for the background needed in
this section. We recall that I" and '™ are finitely generated except when they are isomorphic to non-discrete subgroups

of Q.
3.1. One-dimensional valuations

By definition, v* is divisorial. In this case v and v* are discrete, and V and V* are iterated quadratic transforms of
R and S respectively (see [1, 4.4]).
Let u be a regular parameter of V and let x be a regular parameter of V*. Then there is a relation

u=x%

where y € V* is a unit and « is a positive integer. Since {u} is a minimal generating sequence for V, and {x} is a
minimal generating sequence for V*, the theorem is proved.

3.2. Zero-dimensional valuations of rational rank 2

By [3, 7.3] there exist sequences of quadratic transforms R — R’ and S — S’ along v* such that R’ has regular
parameters (u, v), S’ has regular parameters (x, y), and
u = x%ybs
_c.d
v=xy%
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for some units 8, y € S’ and for some nonnegative integers a, b, ¢, d such that ad — bc # 0. Further, ¢ = 0 if v* has
rank 2. We also have that {v(u), v(v)} is a rational basis of I" ® Q, and {v*(x), v*(y)} is a rational basis of I™ ® Q.

Fixy € @ = v(R'\{O}) andlet [, = {f € R | v(f) = y}. If f € I, we can write f = ) ;. ajubivei,
where g; are units in R’, b; and ¢; are nonnegative integers, and the terms have increasing value, since v () and v(v)
are rationally independent. It follows that v(f) = bjv(u) + c1v(v). Fori > 1 we have b;v(u) + ¢c;v(v) > biv(u) +
c1v(v) = v(f) > y. Therefore f belongs to the ideal generated by the set {(ubivei | bi, ¢; € Ny, bjv(u)+civ(v) > v}
This implies that {u, v} is a generating sequence of v in R’. Furthermore, it is minimal. Similarly {x, y} is a minimal
generating sequence of v* in §’, and the theorem is proved.

The rest of the paper will be devoted to studying the remaining cases, that is zero-dimensional valuations of rational
rank 1.

3.3. Non-discrete zero-dimensional valuations of rational rank 1

We can normalize ™ so that it is an ordered subgroup of @@, whose denominators are not bounded, as I™ is not
discrete. In Example 3, Section 15, Chapter VI of [10], examples are given of two-dimensional algebraic function
fields with value group equal to any given subgroup of the rational numbers. This case is much more subtle.

3.4. Discrete zero-dimensional valuations of rational rank 1

If v* is discrete, then v is also discrete. This case will be handled in the same way as the case of non-discrete
zero-dimensional valuations of rational rank 1, but the generating sequences of v* and v will not be minimal.

4. Jumping polynomials

Throughout this section we work under the assumption that the value group of v is a subgroup of QQ and
trdeg, (V/my) = 0. We will first generalize the construction of a sequence of jumping polynomials given in [5].

Suppose that (u, v) is a system of regular parameters in R and {3;};~0 C R is a sequence of units such that the
residue of §; is 1 for all i > 0. Suppose also that the value group I is normalized so that v(u) = 1. Let

To=u
T =v.

Set go = oo and choose a pair of coprime positive integers (pi, g1) so that v(v) = p1/qi. Fori > 1, T;4 is defined
recursively as follows. Let
i1
. nij
Tip =T —ns [ ] 17",
j=0

where n; ; < g; are nonnegative integers such that g;v(T;) = v(]_[’;] T

o J=0"j
qi - ijy—1
T (T2 7)™
Writing §; = 1 4+ w;, for some w; € mpg, we notice that

i—1 i—1
V(Ti4+1) = min iv (Tiqi — A H Tjn"‘j) ,V (Aiwi H T;l"’j)} > q;iv(T;).
j=0

j=0

) and A; € k — {0} is the residue of

Therefore we can choose positive integers p; 11 and g+ so that (p;+1, gi+1) = 1 and

W(Tri1) = g + —— - 2L
qr---qi  qi+1
We will say that {7;};>0 is a sequence of jumping polynomials corresponding to the regular parameters (u, v) and
the sequence of units {J;};~o. The polynomial 7; will be called the ith jumping polynomial and the value v(T;) will
be called the ith j-value. We denote the ith j-value by §; and we say that §; is an independent j-value if g¢; # 1. In this
case we say that 7; is an independent jumping polynomial.
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It is shown in [5, 5.10] that the sequence of jumping polynomials corresponding to the trivial sequence of units
{1};>0 is well defined, that is, the n; ; above are uniquely determined. The same considerations show that the sequence
of jumping polynomials {7;};>o corresponding to any sequence of units {§;};~0 C R, where (§; — 1) € mp for all
i > 0, is well defined. Furthermore, the values of jumping polynomials have the following properties.

Remark 4.1. Fori > O denote Q; = ¢q; ---¢q; and set Qg = 1. If i > 0, then
(1) Biv1 = qibi + g; - 721,

qi+1
(2) Q;B; is an integer nurnber forall j <i,

(3) gi+1Biv1 = > ,31-1-1 > qiBi = Bi,
@) qipi = Z —Onl iBi-

Assume now that {8;,}/>0 is the subsequence of all independent j-values. Let §; = f;, denote the /th independent
j-value, ¢; = g;, and p; = (pj,_,+1+- - -+ pi—1)q1+ p;; if [ > 0. Then the values of independent jumping polynomials
have the following properties.

Remark 4.2. For [ > 0 denote Q; = §; - - - g; and set Qg = 1. If [ > 0, then

M) By =aiB + —l f;,’ill and B; = f;—l,
2) QI,B, is an 1nteger number for all i" < i;41. In particular, Q; ,B j is an integer number for all j </,
3) @181 > B > @B > B,

@ (p1,q) = 1.

Let us consider the sequence {H;};>o of all independent jumping polynomials in R. For all/ > 0 we have H; = T;,,

in particular, Hy = u and H| = v — Z” lk Sju Bi. Since nij < qj, thatis, n; ; = 0 whenever T is not an
independent jumping polynomial, the recursive formula for Hy11 with/ > Ois

tl+lt n11+21
Hiy = — Ai i) l_[ H — Xij+18i1+1 l_[ H; — Aij+2 8i42 1_[ H, -
j=0 j=0
iy =1, G ot iy gl
+17Lj ai .
TRSTANY | DRV ) PSR o U
j=0 j=0 i'=ij+1

Remark 4.3. In general, if R is a two-dimensional regular local ring dominated by V and (u, v) is a system of regular
parameters in R, we may not necessarily have v(«) = 1. Then in order to define a sequence of jumping polynomials
{T;}i>0 corresponding to the system of regular parameters (#, v), we introduce the following valuation v of K

v(f)

v(u)
forall f € K. Then v(#) = 1 and we use the construction above with v replaced by the equivalent valuation v. This
procedure is equivalent to normalizing the value group I so that v(u) = 1.

v(f) =

5. Properties of jumping polynomials

In this section assumptions and notations are as in Section 4. Our first goal is to show that sequences of jumping
polynomials form generating sequences of valuations. See [3,4,7,8] for more considerations on this topic.

Let & = v(R\{0}) be the semigroup of I" consisting of the values of nonzero elements of R. For y € &, let
I, = {f € R|v(f) = y}. Then a possibly infinite sequence {Q;} C R is a generating sequence of v if for every
y € & the ideal I, is generated by the set {[[; Q;“|a; € No, Y ; ajv(Q;) > y}. A generating sequence of v is
minimal if none of its proper subsequences is a generating sequence of v.

If y € @ we denote by A,, the ideal of R generated by {[ =0 TIm’ lk,m; e Ny, Z’;zo m;Bj > y}, and we denote

by Af the ideal of R generated by (I j=0 T Mk, m i € No, ZI;‘:O m;B; > y}. We observe the following basic
properties of the ideals A, and .A+
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A, Cl,.

) Ify1 < yathen A, C A}, C Ay,

(3) Ayl AVZ C .Ay1+y2 and .A AVZ C AV1+VZ

(4) Let B = min(Byp, B1)- If f € mg then f = ufi + vfp for some f1, f> € R and therefore f € Ag. Thus
mg C Ag C AZ.

(5) For any y € & there exists y’ € & such that .A;,“ = A,. Indeed, notice that the set {& € |y < a <y + fo}is
finite, since it is bounded from above, and it is nonempty. Then set ' = min{a € @]y < o <y + Bo}.

Lemma 5.1. Let [ = ]_[1;:0 T;"j, where k,mg,...,myp € No, and let y = v(f) = Zl;zomjﬂj. There exist
nonnegative integers do, d1, ..., dy such that Zl;zo dij = yand d; < qjforall0 < j < k, aunit u € R
and f' € AY such that f = I—[I;-:O Tjdj + 7.

Proof. We apply induction on k. If k = O then f = Tomo is the required presentation. If k > 0, write my = rqx + di
for some r > 0 and 0 < diy < g. Recall that v(]_[';;g) Tj"k‘j) = giBr and v(Tx+1) > qi Bk. Thus

k=1 r k=1
Tt = (Tk+1 + e [ Tf“) =as [ 77 + s

j=0 J=0

where h € A’Qkﬂk Furthermore, since difr + Z Om],BJ = y — rqifBr we have that th" ]_[ _0 j €
Aquﬂk‘AV*WIkﬁk c Ay .

Let g = ]—[l;;(l) ij_,- T and let o = = y — diPx. Notice that v(g) = «. Then by the inductive assumption there
exist nonnegative integers do, d1, . . ., dk—1 such that Zj Od Bj =aandd; < gjforall0 < j < k —1, aunit
w € Rand g’ € A} suchthat g = ]_[ /4 g’. We also notice that g T e AT Agp, C A . Thus

4 k—1 k—1 4 k—1
r rng, mj r mj
f=T" (xks,z [T +h> []7" =1 ()\,ﬁakg+h]_[Tj ’)
=0 j=0 j=0
k—1
= A8 l_[T + Mo T + R ] 1 _MHT +f,
j=0 j=0

where jt = A8;p/ isaunitin Rand f € AY. O

Remark 5.2. The integers dy, di, ..., d; of Lemma 5.1 depend only on y: there exists a unique (k + 1)-tuple of
nonnegative integers do, di, . . ., dy such that ZI;‘:O diBj =y andd; < gjforall0 < j <k

The statement above is equivalent to the one claiming that if Z’;:O cjBj = 0 for some integer coefficients
—qj <cj <gqjthenc; =0forall 0 < j < k. We refer the reader to Proposition 5.8 of [5] for the proof.

Lemma53. If y € &, thenl, = A,.

Proof. We only need to check that I, C A, forall y € &.

Lety € @ andlet f € I,,. We will show that f € A, . First notice that if f € A, for some o € @ then o < v(f).
Thus the set 2 = {@ € ?|f € Ay} is finite since it is bounded from above and it is nonempty since f € Ag. We
choose o to be the maximal element of 2. Then there exists a presentation

N k
=y allr™ +7r,
=1 j=0

where Y5 _my j;j = o forall 1 <1 <N,g € Rforalll </ < N,and f' € A7
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We now apply Lemma 5.1 to ]_[ =0T " foralll <1 < N.We get ]_[ oT /’ = m]_[ o T’ + hy, where
W € R is a unit, Z?:O djBj = o and h; € A}. Thus

N k N X
= (ng/) ]_[ Tjdf + Zh[gl +f=n l—[ Tjdj th
I=1 Jj=0 =1 j=0

where h € AY. If u € mg then u ]_[];:0 Tjdj € Aa’ A, C Al and therefore f € A}. Let o € & be such that
AY = Ay. Thena > o and f € Ag, a contradiction to the choice of . So w is a unit in R and v(u) = 0. Then
v(f) = mln(v(,u]_[ —0 ’) v(h)) = 0. Thus we get thato > y,andso f € A, C A,. [

Theorem 5.4. {T;};>0 is a generating sequence in R.

Proof. The statement follows at once from Lemma 5.3 and the definition of generating sequences. [
5.1. Non-discrete case

We will now assume that the value group of v is not finitely generated and, therefore, the sequence of independent
jumping polynomials {H;};>o is infinite. If y € & denote by B, the ideal of R generated by {H’;zo Hl’."’ lk,mj €
No. Y-%_gm;B; = v} and denote by B), the ideal of R generated by {[]_, H H}'lk,m; € Ny, Yk miBj =y} We

notice that By, By, C By, +,,, B, B), C By1+yz’ and B, C B, C A, for all Y yl, 2 € ®.

Lemma 5.5. Suppose that I' is a non-discrete subgroup of Q. Then Ty € Bg, for all k > 0. Furthermore, if p1 =1
then Hy € B/’%.

Proof. We fix k > 0. Since {H;};> is infinite there exists / such that i; | < k < i;. Then since g; = 1 for all
k < j < i; we have

k—1 k -2

Nk, j k1, nip—-1,j

T, = Tk — MiSi | | T = 18k | | T, = = hm18ip- | | T,
j=0 j=0 j=

We notice that n; ; = 0 whenever T is not an independent jumping polynomial. Thus

ij—1 i'—1 ii—1

Te =T, + > drdi [] Tj”"’f H +Z,\ Si HH
i'=k j=0

Whereﬂ1>ﬂk andZ—o”z l,ﬁj —V(l_[l ! H J)—V(l_[17] ’j)—ql ﬂl/_ﬂl/>ﬂkfora]]k<l < i;. So
Ty € Bﬁk
Assume now that p; = 1. Then since pj = (p1 +-- -+ pi,—1)q1 + pi, we have iy = 1,1 = p; = p1, g1 = ¢ and
Hy = u, Hy = v. Also
ir—1
Hy = v" = Ay81u — ) hipSpu™ 00",
i'=2
where ny | < g forall 2 < i’ < iy — 1. Since v(u"7.0v""1) = By > q181 = 1 and v(V""1) = ny 1 /q1 < 1 we see
that n; o > O forall 2 < i’ <ip — 1. Thus

. -1
ir—1

Ho = u = (v"" — Hy) (xlal + ) hdpuo” ! ) = (H{" = H)A,
i'=2

where Aisaunitin R and g181 =1, B2 > 1. So Hy € B} = B:%. O

Lemma 5.6. Suppose that I is a non-discrete subgroup of Q. If y € &, then B, = A,. Furthermore, if p1 = 1 then
B, =A,.
14 14
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Proof. To prove that B, = A, it suffices to show that if Z’;zo m;B; > y then H’;zo T;nj € B,.By Lemma 5.5 we
k m; k  j
have that [Tj_o 7} € [Tj—o B, C By | )
Now assume that p; = 1 and consider ]_[];:O H;.n" with Z];:() m;jBj > y. By Lemma 5.5 we have that
k mj k .
[5=o H}'" € [Tj=g(B; )" C By, Thus B, = B, = A,. O

Theorem 5.7. If I is a non-discrete subgroup of Q then {H;};>0 forms a generating sequence in R. Moreover, if
p1 # 1 then {H};>0 is a minimal generating sequence in R and if py = 1 then {H|};~¢ forms a minimal generating
sequence in R.

Proof. It follows from Lemmas 5.3 and 5.6 that I, = B, for all y € &. Thus {H,};>( is a generating sequence for v.
If p1 = 1 then we have I, = Bg/ for all y € &. Thus in this case { H;};~o forms a generating sequence for v.

To prove the statement about minimality we introduce the following notation: for k > 0 denote by I’y the group
generated by (B i }k_o, denote by & the semigroup generated by {5 j}k_o, and denote by @; the semigroup generated

by {ﬁ,} U {,3/}/>k We will prove first that if k > 0, then f; ¢ ®;. Therefore, ¢ # &; for all k > 0.

It is shown in [5, 5.6] that I} = (l/Qk)Z for all k > 0. Thus I_; #+ I, and we have ﬂk 4 TIi—1.So ﬂk g Dp_1.
On the other hand ﬁk+j > By forall j,k > 0,s0if By € &; for some k > 0 then Bi € $r_1. Thus B & & for all
k > 0.

It follows that if some subsequence H = {H; i }j>0 is a generating sequence for v then {H;};~0 C 'H, since
{v(H};)}j>0 needs to generate 9.

Assume now that p; # 1. Then By is not a multiple of 8 and for all j > 2 we have Bj >P>qipr=pr>1=
,30. Thus B() 4 5156 and, therefore, any generating sequence { H; i }j=0 has to contain Hy. [J

5.2. Discrete case

Suppose now that the value group of v is isomorphic to Z. Then by [8] (p. 154) every generating sequence of v is
infinite and there are no minimal generating sequences in R. In our construction we will be mostly concerned with
the situation when R has a system of regular parameters («, v) such that v(u) generates I'. In this case sequences of
jumping polynomials in R have the following property.

Theorem 5.8. Suppose that I' = Z and that B generates I'. Then any infinite subsequence {T;,} j>o containing To is
a generating sequence in R.

Proof. We will follow the same line of arguments as in Lemmas 5.5 and 5.6. If y € & denote by A/ the ideal of
R generated by {]_[] -0 l "k, m; € Np, Z i—omjBi; = v}. We will show that .A = A, forall y € &. Then
Lemma 5.3 implies that {T }j>0 is a generating sequence of v.

We notice first that since I is generated by By = 1, for alli > 0 we have B; € N and ¢; = 1. It follows that
nio= Biandn; y =0forall0 <i’ <i.

Fix k > 0. Since {7}, } j>0 is infinite there exists j such thatij_; <k <i;. Then we have

Bi. -
Ti = Ti; + hi;—18i;-17T, / +---+)»k8kTﬂ",

where v(T;;) = Bi; > px and v(Tﬂ"/) = Bir = Prforallk <i’ <i; —1.Thus Ty € A/ To prove that A;, =A,
it suffices to show that if Z _omjBj >y then ]_[ 0T m’ 1’ € ]_[];:0(.,4;31_)”1/ C
A, O

Our next goal is to understand the relationship between jumping polynomials in R and S when the inclusion R C §
satisfies the conclusions of the Strong Monomialization theorem. We fix regular parameters («, v) in R. Let {T;};>0
be the sequence of jumping polynomials in R corresponding to (u, v) and the trivial sequence of units. For alli > 0
let (p;, g;) be the pair of coprime integers defined in the construction of the jumping polynomials, let A; be the scalar

and for 0 < j < i let n; ; be the powers defined in the construction of {7;};>o. We also fix regular parameters (x, y)
in S and a unit § € S such that (§ — 1) € mg. Let {T/};>0 be the sequence of jumping polynomials in S corresponding

€ A,. This is true since ]_[ oT
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to (x, y) and the sequence of units {8"-0};.¢. For all i > 0 let (p., g) be the pair of coprime integers defined in the
construction of the jumping polynomials, let A be the scalar and for 0 < j < i let n; j be the powers defined in the

construction of {T/};>o.

Theorem 5.9. With notations as above, suppose that the inclusion of two-dimensional regular local rings R C S
satisfies the equation
u=x's
v=y,
where t is a positive integer. If (t, Qi) = 1 for some k > 0 then
(D) T/ =T, forall0 <i <k+1;
(2) q/ = qi and p; = tp; forall0 <i <k;
3) n;] =n;jforall0 < j <i <kandnj,=tn;oforall0 <i <k

Proof. We may assume that v(z) = v*(u) = 1. Then v*(x) = 1/¢ and in order to construct a sequence of jumping
polynomials corresponding to the regular parameters (x, y) in S we define the following valuation v of K*:

U(f) =tv*(f) forall f € K*.

We have Ty = u, Ty = x, Ti = vand T = y. Thus Ty = (STO” and Ty = TJ.

Suppose that (¢, g1) = 1. The coprime integers p} and ¢/ are such that p|/q; = V(y) = rv*(v) = tp1/q;. Since
(tp1,q1) = 1 we get p| = tpy and g| = ¢qi. Since n1,0 = p; and ”,1,0 = p} we also have ”/1,0 = tny 0. Furthermore,
T/% = T and §".0T;"0 = T,"". Then, since the residue of 8 is 1 and T{917] ™0 = T T, "0, taking the
residue of both sides of the above equality we get that 1) = A1. Thus 7, = 7> and the statement is proved for k = 1.

We apply induction on k. Suppose that (¢, Qx) = 1. Then (¢, Qx—1) = 1 and by the inductive assumption we have
thatg, | =qr—1, Q,_, = Qk—1and T]f = Tjforall0 < j < k. The coprime integers p; and g satisfy the following
equality:

Pilar = Qi () — i 9(Ty_)) = t Q1 V™ (Tk) — qe—1v™ (Ti—1)) = tpx/ G-

Since (1, qx) = 1 we get p; = tp; and q;, = gi. Since D(T;) = 1, by the construction of jumping polynomials {7}};>o
in S we get

k—1 k—1
Gt (T) =t DT =171 “mp V(T =np o/t + D mp v (T)).
Jj=0 j=1

On the other hand by the construction of jumping polynomials {7;};>0 in R we get that gxv*(T}) = Z];;(l) ng, jv:(T;)
and this representation is unique. Therefore, ”;c,o = tny,o and n}( =Nk forall0 < j <k.

Ij“inally, Tk/qf = T and 8" Hl;;(l) ij";w' = ]—[/;;(1) T;lk“’ . Then, since the residue of § is 1 and
T % (]_[];;g) ij"kn/)_l = qu" (]_[];.;(1) T;k” )~187%0, taking the residue of both sides of the above equality we get that

A = Ak Thus T} 41 = Ti+1 and the theorem is proved. [

6. Behavior of jumping polynomials under blow-ups

Throughout this section we work under the assumption that the value group of v is a subgroup of Q and
trdeg, (V/my) = 0.

We now introduce the notations used in the rest of the paper.

If p and g are positive integers such that (p,q) = 1, the Euclidian algorithm for finding the greatest common
divisor of p and g can be described as follows:

ro= fir1 +nr2
r = foro+r3
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rN-2 = fN-1rn—1 + 1
rN-1= fn -1,

where ro = p,rp =qandry > ry > --- > ry_1 > ry = 1. Denote by N = N(p, q) the number of divisions in
the Euclidian algorithm for p and ¢, and by f1, f2, ..., fn the coefficients in the Euclidian algorithm for p and g.
Define F; = fi+---+ fiande(p,q) = Fy = fi+ -+ fn, i(p,q9) = fi =[p/q].

Suppose that R is a two-dimensional regular local ring dominated by V and E is a nonsingular irreducible curve
on Spec R. Let

R=Ry— Ri—-Ry—--+-—> R — -

be the sequence of quadratic transforms along v. We denote by m; the map Spec R; — Spec R and by E; the reduced
simple normal crossing divisor nfl (E)red- We say that R; is free if E; has exactly one irreducible component. For
a free ring R; and a regular parameter u#; € R; we will say that u; is an exceptional coordinate if u; is supported on
E;. A system of parameters (u;, v;) of a free ring R; is called permissible if u; is an exceptional parameter. The next
lemma gives a description of the sequence of quadratic transforms of R along v. See Section 6 of [5] for the proof.

Lemma 6.1. Suppose that R is a free ring and (u,v) is a permissible system of parameters in R such that
v(v)/v(u) = p/q for some coprime integers p and q. Let k = €(p, q), f1 = f1(p, q) and let a and b be nonnegative
integers such that a < p, b < q, and aq — bp = 1. Then the sequence of quadratic transforms along v

R=Ry— Ri— - -+— Ry > Rp11—> -+ —> Re1 —> R 6.1)
has the following properties:

(1) Ro, Ry, ..., Ry, and Ry are free rings.
(2) Non-free rings appear in (6.1) if and only if k > fi, that is, if g # 1. In this case Ry, 11, ..., Rx_1 are non-free.
(3) Ry has a permissible system of coordinates

X

a yq
(va): <_bv__c>v
yooxP
where ¢ € K is the residue of y1/xP?, and v*(X) = v*(x)/q. Moreover, x = X4(Y + ¢c)?, y = XP(Y + ¢)“.

Definition 6.2 (/3, 7.8]). A permissible system of parameters (u, v) of a free ring R is called admissible if v(v) is
maximal among all regular systems of parameters containing u.

Lemma 6.3. Suppose that (u, v) is a permissible system of parameters of a free ring R and v(v)/v(u) = p/q for
some coprime integers p and q. Then (u, v) are admissible if and only if q # 1.

Proof. Assume by contradiction that ¢ = 1. Then v(v)/v(u) = p. Denote by c¢ the residue of vu™? and set
v = v — cu”. Then (u, v') are permissible parameters with v(v’) > v(v). So (u, v) are not admissible.

Now assume by contradiction that (u, v) are not admissible. Then there exists v’ such that (u, v") are permissible
parameters and v(v') > v(v). By the Weierstrass Preparation Theorem (Theorem 5, Section 1, Chapter VII [10]), we
have that yv' = v — P(u), where y is a unit, and P € K[[u]] has order n > 1. Since v(v') > v(v), it follows that
nv(u) = v(v), and so v(v)/v(u) = n. Thus p = n and g = 1, a contradiction. [J

Lemma 6.4. Suppose that (u, v) and (u, v) are admissible systems of parameters of a free ring R. Then v(u) = v(u)
and v(v) = v(v).

Proof. Since u and u are supported on the same curve in Spec R we have u = uy for some unit y € R; in particular
v(u) = v(u). The equality u = uy also implies that (i, v) is a permissible system of parameters in R. Since (i, v)
are admissible parameters we have v(v) < v(v). Symmetrically, v(v) < v(v). Thus v(v) = v(v). O

Remark 6.5. If the value group I" of v is a non-discrete subgroup of Q, it follows from [3, 7.7] that an admissible
system of parameters of R always exists. If I" is a discrete subgroup of Q, after performing a sequence of quadratic
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transforms along v we may assume that the value of the exceptional parameter u generates I'. It follows from
Lemma 6.3 that R does not have an admissible system of parameters.

We now fix regular parameters (¢, v) of R and assume that (u, v) is a permissible system of parameters in R by
setting E to be the curve on Spec R defined by u = 0. Recall the definition of p; and g; given in Section 4. In what
follows, for all [ > 0 let a; and b; be nonnegative integers such that a;q; — b;p; = 1 and a; < p;, by < q;. Let k=0
and k; = kj_; + €(pr,qr). Alsosetko =0and k; = ki1 + €(pi, gi) ifi > 0.

The next theorem describes the images of independent jumping polynomials under blowups of R along v.

Theorem 6.6. With notations as above, let R = Ry — Ry — -+ — R,;l_] — th — R121+1 e R,;[ —
be the sequence of quadratic transforms along v. Assume that the value group of v is a non-discrete subgroup of Q.
Then for alll = 0, Ry, is free and has an admissible system of parameters (uy, vy) such that

(1) ujisan exceptional pammeter and v(u;) = 1/0y,

2) vy = Hl+1/1_[ H M s the strict transform of Hyyy in Ry, and v(v;) = /00 - (Pra1/Gi+1),

(3) forall 0 < j <[ there exists a unit yj; € Ry, such that H; = u[Q”g’yj,l.

Proof. We first show that (3) implies that for all 1 < m <[+ 1 and for all i; < i’ < i;4 there exist units 7, ; and
7;,, in Ry, such that

1
Rip i N - R ni,,i-
1—[ H. mstj — ulqumﬂme,l and HH] i Q]ﬂl/t//l.

Indeed, the following lines of equalities hold:

m—1

- n (] Z Ripy, ij ﬂ] m—1 n
=0 j=0
and
1 Ql Z n/, ,B/ [ _
0 j , )
1_[ l_[(” ﬂIV/l) T=u HVJ 7= Q[ql/ﬂ Ty = ”leﬂ'/fi/',z-
j=0

We will prove the theorem by induction on /. For I = 0 the system of parameters (uq, vo) = (u, Hy) in R clearly
satisfies all the conclusions. Assume now that the statement holds for / — 1. Then by Lemma 6.1 the ring Ry, is free
and has a permissible system of parameters (u;, z;) such that

u | o0

l 1 l 1
R viuy)) = — and gz = 5 cl,
v, 0 uy',

uy =

where ¢; € k — {0} is the residue of vl g, ] It follows that u; satisfies conclusion (1). We will now show that u; also
satisfies conclusion (3).
If j <I—1then

Qb 01,
Hj = w2 "y = (“11(21+Cz)h’)Q1 Piyiioi =u; v
and
-2 " N Q ﬂ
H; = vj_1 HHj Uy 1 11141 P
j=0

Pl qul 1Bi-1 b 0:1h
u) (@ + et Qmdiboig =@y,

where y;; and y;; are units in RE:'
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1 j > - = A — _
Let us set v) = H1+1/]_[l H; M Then v(w) = Bret — @B = (1/01) - (B /Gis1)-
It only remains to show that (ul, vy) is an admissible system of parameters in R,;]. To this end we will present v; in
terms of u; and z;. We have that

! ni i
qi irp1—1 l_[ Hj
Hl ]:O
v = Ai i, E K,/Sl/[ n
"tl' i'=i il
=ij+1 i
H [1H,
: ]:0

Denote by 1; the unit rlqi L1 rlfll_ 1 in R,;H and denote by #; the residue of 7;. Then the following line of equalities
holds:

q a . 0idi—1Bi-1 fﬂ qi

H, _ Yt T10-1 Vg
7 = —1=(+c)Tu =7+l +uwy,

- iy O1-1q1B ul?

1_[ H] J ul 1 Tl‘lfl -1

Jj=0
where w; € R,;I is such that u;w; = ¢;(r; — 1), and the existence of w; is guaranteed by the inclusion (t; — #;) €
MRy IR,;H C "”Rl?z' We also notice that taking the residues of both sides of this equality gives A;, = cy1.
Furthermore, since (§;, — 1) € mgR C u; Ry, we have )\1'151'1 = A, —|: ujw; for some w; € Ry,
For i; < i’ < ij41 denote by Py the positive integer Q;(Bir — @181) = pij+1 + Pi+2 + -+ + pir. Then

i’
a1 -1 /E[OHj ! iry1—1 quﬁi’ / ij+1—1
Z )»,-/Si/ﬁ = Z A,v&v ]q] ] Z )\ (S/‘L'/I'L'[[ Ml
i'=ij+1 I‘[ Hj'l”j i'=ij+1 u; 7,1 i'=ij+1
j=0
ir+1—1 o
= Z A/B/r,lr” ”1 = wwy,
1—11+1

where w € Rk In particular, wl =0ifij =i+ 1.

Combmmg all the above we get v; = z;7; +ujw; — ulwl’ — ulwl”. Thus (7, v;) form a system of regular parameters
in R,;l. Moreover, (u;, v;) is an admissible system by Lemma 6.3, since v(v;)/v(u;) = pi+1/qi+1 and g;4+1 7 1. This
completes the proof of the theorem. [

Using the same line of arguments with H; replaced by T; and k; replaced by k;, we obtain the following property
of the sequence of jumping polynomials in R.

Remark 6.7 (See also [5, 7.5]). Let R = Ry - Ry - -+ — Ry-1 = Ry, = Ryyy1 > -+ = Ry, — ---be
the sequence of quadratic transforms along v. Then for all i > 0, Ry, is free and has a system of regular parameters
(u;, v;) such that

(1) u; is an exceptlonal parameter and v(u;) = 1/0;,

2) v = ,+1/]_[j _o " is the strict transform of T; 11 in Ry, and v(v;) = (1/Q;) - (pi+1/gi+1)s

3) forall0 < j <i there exists a unit y;; € Ry, such that 7; = uQ ifi Vi

Bemark 6.8. For every [ > 0 we have that 121 = k;,. This is trivial for / = 0. By induction on [/, assume that
kl 1 = kl] 1* We have that 6(1_71 51) = 5((Pi,,1+1 + -+ Pi,—l)qn + Pi;» qil) = Pij_1+1 + -+ Pi—1 +

E(pllr ql]) = G(le 1+1s i 1+1) + - +€(P11 1, 4qi;— 1) +5(Pi1, qu)a since qiy_1+1 = - = {4ij—1 = 1. Therefore
kl = kl 1 +€(Pl Cll) = kl[ 1 +6(pl[ 1+1s 4qi;_ 1+1) + - +6(Pil—1» qil—l) +5(Pi1s qi[) = kil~

Remark 6.9. Notice that (u;, v;) of Remark 6.7 are not in general admissible parameters of Ry, . If the index k;
corresponds to an admissible choice of parameters then i + 1 = i; for some [, that is, k; = k;;—1 = k; — €(p;,, g;)).
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7. Strong monomialization

In this section we recall definitions and results from Section 7 of [3] that will be needed in this paper.

Let k be an algebraically closed field of characteristic p > 0, and let K*/K be a finite and separable extension of
algebraic function fields of transcendence degree two over k. Let v* be a k-valuation of K* with valuation ring V* and
value group I'*. Let v be the restriction of v* to K with valuation ring V and value group I". Consider an extension
of algebraic regular local rings R C S where R has quotient field K, S has quotient field K*, R is dominated by S
and S is dominated by V*. We assume that /™ and I" are non-discrete subgroups of Q. In particular we have that
trdegy (V*/my+) = 0, and so V*/my+ ~ K, since k is algebraically closed. Let S = Sp — S > S — -+ = §; —
- - - be the quadratic sequence along v*, andlet R = Ry - Ry — Ry — --- — R, — - - be the quadratic sequence
along v. Fori > 1 we denote the reduced exceptional locus of Spec R; — Spec R by E;, and the reduced exceptional
locus of Spec S; — Spec S by F;.

Definition 7.1. Given a pair (r, s) of positive integers, the pair (R,, S5) is said to be prepared if the following
properties hold:

(i) Sy dominates R,.
(ii) R, and S; are free.
(iii) The critical locus of Spec S — Spec R, is contained in Fj.
(iv) We have u = x'8, where u (resp. x) is a regular parameter of R, (resp. Sy) whose support is E, (resp. Fy), and 8
is a unit in Sj.

It is shown in [3, 7.6] that given a prepared pair (R,, Sy), any pair (R,s, Sy/) with ¥’ > r, s’ > s, and such that both
R, and Sy are free and Sy dominates R,, is also prepared.

Let (R,, Ss) be prepared. Recall that a regular system of parameters (r.s.p.) (u, v) of R, is said to be admissible if
the support of u is equal to E, and if v(v) is maximal among all such r.s.p. containing u.

Now we briefly recall the algorithm described in Section 7.4 of [3]. We fix a prepared pair (R, S) =: (R, Ss,)
such that m g S is not a principal ideal. By induction on n > 0, we associate with a given prepared pair (R, , S, ) such
that mg, S, is not a principal ideal, a new prepared pair (R Sspi1)s With rpi1 > r, Syt1 > sy, and such that
MR, | Ss,.; 1s not a principal ideal.

Let (u,,, v,,) be an admissible r.s.p. of R,,. Let (x;,, ys,) be an r.s.p. of S, such that the support of x;, is Fj, .
Write

Tn+1°

— t)l
Ur, = X' Sn

(7.1)
U, = xsﬂnn Jn
where §, is a unit in Ss,, and x5, does not divide f,. Notice that f, is not a unit, since mg, S, is not a principal
ideal. Among all s > s, there is a least integer s,41 such that S; , is free and the strict transform of div (f;) in
S5, 1s empty. It follows that 5,1 > s,. By construction, mg, S, ., is a principal ideal. The nonempty set of integers
r > ry such that Ss, ., dominates R, has a maximal element denoted by r,, 1 1. This completes the definition of the pair
(R, 15 Ss,.1). Itis shown in [3, 7.18] that the algorithm is well defined, that is, the pair (r;41, 4+1) does not depend
on the choice of an admissible r.s.p. (4, , vy,) of Ry, . Moreover, (R, ., Ss,, ) is prepared.
We are now ready to state Cutkosky and Piltant’s Strong Monomialization Theorem for defectless extensions.

Theorem 7.2 (Strong Monomialization [3, 7.35]). In the above set-up and notations, assume that V* |V is defectless.
The inclusion R,, C S;, is given for n >> 0 by
U, = x;n 8n

n

(7.2)
VUry = Ysyu
where t is a positive integer, 8, is a unit in Ss,, and (xs,, ys,) is an admissible r.s.p. of S, .
In particular the theorem shows that the equation defining the inclusion R,, C Ss, gets a stable form. We recall

that Strong Monomialization may not hold if the extension V*/V has a defect [3, 7.38]. It is not known if the weaker
form of the monomialization theorem [3, 4.1] holds in this case.
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8. Quadratic transforms

In this section we discuss several preparatory results that we will need in the proof of the main theorem.

Throughout this section let R C S be an extension of two-dimensional algebraic regular local rings with quotient
fields K and K* respectively, such that V* dominates S and S dominates R. We further assume that /™ and I are
non-discrete subgroups of Q. Suppose that R has regular parameters (u, v) and S has regular parameters (x, y). Let p
and g be positive coprime integers such that v(v)/v(u) = p/q and let k = €(p, q). Let p’ and ¢’ be positive coprime
integers such that v*(y)/v*(x) = p’/q’ and let k' = e(p/, ¢').

Remark 8.1. Suppose that the inclusion R C S is given by

u==x's

v=yYy,

8.1

where ¢ is a positive integer and § is a unit in S. We have that v(v)/v(u) = v*(y)/tv*(x) = p’/tq’. Suppose that
(x, y) are admissible parameters. Then by Lemma 6.3 (u, v) are admissible, since ¢’ # 1 implies g # 1. Vice versa,
if (u, v) are admissible and ¢ divides p’, then (x, y) are admissible, since in this case ¢’ = g.

Remark 8.2. Suppose that the inclusion R C § is given by
(8.2)

where 7 is a positive integer and § is a unit in S. Let g be the greatest common divisor of ¢ and p’. Recall that
v(v)/v(u) = v*(y)/tv¥*(x) = p'/tq’. Writing t = gf and p’ = gp, where (7, p) = 1, gives p = p and ¢ = ¢'1. After
possibly multiplying u by a constant we may assume that § = 1 + w for some w € mg. Leta, b, a’, b’ be nonnegative
integers such thata < p,a’ < p’,b < q,b’ <q' andaq —bp =1,d'q’ —b'p' = 1.

By Lemma 6.1 applied to S and R respectively, we get that Sy has a permissible system of parameters (X, Y') =
(x“/ / yh/, yq/ /xl’/ - c’), where ¢’ € Kk is the residue of yq/ /x/’/, and Ry has a permissible system of parameters
(U, V) = (u®/v, v1 /uP — c), where ¢ € kis the residue of v? /u”. Moreover, x = XY+, y =XV (Y +)*
andu = U9V +c)’,v=UP(V + )"

Now

u xtaga [Xq’(y/ + C/)b’]m(sa Xq’ta

=" _ _ : / _ : sUY + ¢ b'ta—a'b _ XA,
T T S CU

vb

where A = §9(Y’ + ¢/)?"@=4'? is a unit in Sy Notice that the last equality holds since g'ta — p'b = q'gia — gpb =

g(q'ta — pb) = g(ga — pb) = g.
Furthermore notice that

g ’ t ! [
vl q q' a q
— = yTpgfp A S <y_/) 5P — (y_) (14 w)~".
u X x8tp xP xP

Therefore ¢ = (¢’)!, and

s\t A\t
v=_.o <ﬁ> (I+w)™? = () = (ﬂ> — ) +w
xP xP
where W € wS C my. Since mgs C (X)Sy we have that W = X Z for some Z € Sy. Write f = p"*t/, where n > 0
and p does not divide ¢’.
Then
pn

/ t ’ p"

_ yq N _ yq / p" _ (v\P"

v=lZS) @ | +xz=(5-¢) W Hxz=0"'n+x2,
xP xP
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and y; = P" is a unitin Sp.. In particular S dominates Ry.

Remark 8.3. In the set-up of Remark 8.2 we will be interested in the case when (¢, g) = 1, or equivalently ¢ divides
p'.Inthiscase g =t,7 = 1,t' = 1 and n = 0. In particular we have that V = Y'y; + XZ. Setting Y = Y'y; + X Z,
we have that (X, Y) is a permissible system of parameters of S;/, and the inclusion Ry C Sy is given by

U=X'A 8.3)
V=Y. '
Remark 8.4. Suppose that the inclusion R = R,; C S = §;, is given by
u=x's
(8.4)
v=y,

where ¢ is a positive integer and ¢ is a unit in S. Suppose also that (u, v) are admissible parameters of R. We claim
that (R, Sp) = (R, S5;). By definition (see Section 7), Sy, is the first free ring in the quadratic sequence for S such
that the strict transform of y in such ring is empty. The sequence S = So — S1 — --- — Sp has been explicitly
described in Section 6 of [5] (see also Lemma 6.1). It follows from this description that S5, = Sy/. Furthermore, by
Remark 8.2 Sy dominates Ry, and Ry is the biggest free ring in the quadratic sequence for R with this property. So
Ry = R,,.

As in Section 4, for all i > 0 let (p;, ¢;) be the pair of coprime integers defined in the construction of jumping
polynomlals {Ti}iz0 in R. Let {T},};>0 be the sequence of independent jumping polynomials in R. For [ > 0 let
q = qip» Pt = Pi_y+1 + -+ pi-Dq + pi- Let ko = 0, ki = k-1 + €(pr,q1) if I > 0. Let ko = 0 and
ki =ki—1 +€e(pi,qi)ifi > O Foralli > Olet ( pl ‘11) be the pair of coprime integers defined in the construction of
jumping polynomials {T/};>¢ in S. Let {T]fl }i>0 be the sequence of independent jumping polynomials in S. For/ > 0
letq; = ¢, pj = (P, 1y + -+ P),_)d + Pl Letkg = 0,k; = k_, +€(pj, g)) if | > 0. Finally, let k = 0, and
ki=kl_,+e(pl,q)ifi>0.

Lemma 8.5. Assume that the equation defining the inclusion R, C Sy, for | > 0 has the stable form of Theorem 7.2.
Then Ry, = R, = Ry, and S5 = Sk/ = Skr . In particular, if (uy,, vy,) is an admissible system of parameters of Ry,

we have that v(vy,)/v(u,) = p1+1/q1+1 Stmzlarly, if (xg, ys,) is an admissible system of parameters of S5, we have
that v*(ys,)/v*(xg) = p[+1/ql+1

Proof. It suffices to show that for every / > 0 we have that R, = R,;l and S5, = S,;;. Then the other claims follow
from Remark 6.8, Theorem 6.6 and Lemma 6.4.
We apply induction on [. The case | = 0 is trivial since by definition R = R,, = Rp and § = S5, = S,;(,).

Now assume that R, | = R; and Sy, , = S,;l/il, that is, r;_; = ki and s;_; = 121’71. By Remark 8.4
applied to the inclusion R, , C S_,, we have that r, = r_y + €(p, @) = ki—1 + €(p1,q)) = k and
si=si1+e(p) ) =ki_, +e(p.qp=k. O

9. Monomialization of generating sequences

The goal of this section is to prove the following theorem.
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Theorem 9.1. Let kK be an algebraically closed field of characteristic p > 0, and let K*/K be a finite separable
extension of algebraic function fields of transcendence degree 2 over K. Let v* be a K-valuation of K*, with valuation
ring V* and value group I'*, and let v be the restriction of v* to K, with valuation ring V and value group I.
Assume that V*/V is defectless. Suppose that R C S is an extension of algebraic regular local rings with quotient
fields K and K* respectively, such that V* dominates S and S dominates R. Then there exist sequences of quadratic
transforms R — R and S — § along v* such that S dominates R and the map between generating sequences of v
and v* in R and S respectively, has a toroidal structure.

Proof. By the discussion of Section 3 we only need to consider the case when I'* is a subgroup of QQ and
trdeg, (V*/my«) = 0.

By [3, 7.3] if "™ and I are discrete, and by Theorem 7.2 if I'* and I" are non-discrete, we may assume that R has
a regular system of parameters (u, v), S has a regular system of parameters (x, y) such the inclusion R C S is given
by

u==x's

v=Yy,

9.1

where ¢ is a positive integer and § is a unit in S. After possibly multiplying # by a constant we may assume that
8 = 14w for some w € mg. If t = 1 then the conclusion of the theorem is trivial, so assume that # > 1. We may also
assume that I" is normalized so that v(u) = 1.

As in Section 4, let {T;};>0 be the sequence of jumping polynomials in R corresponding to (u, v) and the trivial
sequence of units {1};-0. For all i > 0 let the coprime integers p; and ¢; be defined as in the construction of {7;};>0.
Let {ni0}i>0 be the powers defined in the construction of {7;};>0. For [ > 0 let the coprime integers p; and g; be
defined as in the construction of the subsequence {T;, };>0 = {H;};>0 of independent jumping polynomials.

Similarly, let {T/};>0 be the sequence of jumping polynomials in S corresponding to (x, y) and the sequence of
units {"9};~g. For all i > 0 let the coprime integers p; and qlf be defined as in the construction of { Ti/ }i>0. For
I > 0 let the coprime integers p; and g; be defined as in the construction of the subsequence {H, };>0 of independent
jumping polynomials.

First, let us assume that I'* and I" are discrete subgroups of Q. After performing a sequence of quadratic transforms
along v and normalizing I' we may further assume that v(u) = 1 generates I'. Since q; = 1 for all i > 0, by
Theorem 5.9 we have that T/ = T; for all i > 0. Then by Theorem 5.4 {T}};>0 is a generating sequence in R and
{Ti/}iZO = {x, {T;}i>0} is a generating sequence in S. Notice also that [ is generated by the set of values {V*(Ti/)}izo,
and that for any i > 0 the value v*(7/) = v(T;) is an integer. Thus v*(x) = v(u)/t = 1/t generates I'*. This
concludes the proof of the theorem in the discrete case.

Now let us assume that I™* and I" are non-discrete subgroups of Q. By Theorem 7.2 we may assume that Eq. (9.1)
is stable and that (u, v) = (uyy, Vry), (x, ¥) = (Xg,, Vs,) are admissible parameters of R = Ry, S = S, respectively.

First, let us assume that (#, Qx) = 1 for all k > 0. By Theorem 5.9 we have that T/ = T; forall i > 0. Since
g; = g; forall i > 0, we have that T/ is an independent jumping polynomial in S if and only if 7; is an independent
jumping polynomial in R. If follows that {H,};>0 = {x, {H;}/>0)}.

By Theorem 5.7 { H;};>0 is a generating sequence in R and {x, {H;};~0} is a generating sequence in S. Moreover,
{x, {H;};=0} is a minimal generating sequence of v* since ]3/1 > p’1 = tp1 > 1,sincet > 1. The conclusion of the
theorem follows.

Otherwise let M be the integer such that (¢, Qy) = 1 forall 0 < k < M and (¢, qp) # 1. Since (¢, qp) # 1 it
follows that gp; # 1, and so M = i; for some [. The inclusion R,,_, C S;,_, is given by the stable monomial form

Wt
U, = X5 81-1

9.2)
Uriop = Ysig
where §;_1 is a unit in S;,_,, (x5_,, y5,_,) are admissible parameters of S5, |, and (u,,_,,v,_,) are admissible
parameters of R,_,.
By Lemma 8.5 we have that v(v,,_,)/v(u,_,) = pi/qi, and v*(y5_,)/v*(x5_,) = p;/q,. Recall that g; = g;, =
gm- We have that (1, g;) # 1, or equivalently ¢ does not divide p;. Now we apply Remarks 8.2 and 8.4 with R and §
replaced by R,,_, and S;, | respectively.
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It follows that R, has permissible regular parameters (uy,, v5,) and Sy, has permissible regular parameters (x;,, ys,)
such that uy, = xf, A, where A is aunitin Sy, and g = ( 131’ ,1) < t. Hence we obtain a contradiction to the stable form
of Eq. (9.1).

We then conclude that (¢, Qx) = 1 forallk > 0. [

Remark 9.2. In the proof of Theorem 9.1 we have { H;};>¢ is a minimal generating sequence of v in R if p; # 1, or
equivalently, pj # t. Otherwise { H;};~ is a minimal generating sequence of v in R.

Recall that the integers k; are defined as ko = 0 and k; = ki_1 + €(pi,g;) if i > 0. Similarly k(’) = 0 and
ki =k!_, +e€(p.,q}) foralli > 0.

Corollary 9.3. In the set-up of Theorem 9.1, assume that the inclusion R C S is given by the stable form (9.1). The
sequences of quadratic transforms

R=Ry—> Riy,—> - —> Ry, , —> Ry, — -~
and
S:SO—>Ski —)---—)Sk(_l — Sy = -

have the following properties: for all i > O the rings Ry, and Sk[( are free, there exist permissible systems of parameters
(u;, v;) in Ry, and (x;, y;) in Sy and a unit §; € Sy such that

u; = x!8;
T 9.3)
Vi = Yi,

and v*(y;) /v*(xi) = pi, 1 /q} 41

Proof. The proof of Theorem 9.1 shows that for all i > 1 we have (7, ¢;) = 1, ¢/ = g;, and p] = tp;. The conclusion

is trivial for i = 0. Assume that i > 0 and that the statement holds for i — 1. We apply Remark 8.3 to Ry, , C Skz{—l'

Notice that v*(y;—1)/v*(x;—1) = p}/q] and v(v;_1)/v(u;—1) = p;/tq] = pi/qi, and therefore k = €(p;, g;) and

k/ = €(p;.q}). Thus Ry, and Sk/ are free rings and there exist permissible systems of regular parameters (#;, w;) in
 and (x;, z;) in Sk/ such that u; = x’8 and w; = z; for some unit §; € Sk/

Now by Remark 6.7 we get that Rk has a system of regular parameters (hi, v;) such that h; is an exceptional
parameter, v(h;) = 1/Q; and v(v;) = (1/Q;) - (pi+1/qi+1)- Since u; is also an exceptional parameter in Ry; we have
u; = h;y for some unit y € Ry,. Therefore (u;, v;) form a permissible system of parameters in Ry, and v(u;) = 1/0Q;.
Notice also that v; = au; + fw;, where o, B € Ry,. Moreover, 8 is a unit in Ry;, since the image of v; is a regular
parameter in Ry, /(u;)Ry,. This implies that v; = axi‘ 8; + Bz; is also a regular parameter in Sk’{ and (x;, v;) form a
permissible system of parameters in Skf' We set y; = v; and observe that

1 1 1 ; 1 !
V) = o) = - and i) = v(e) = o 20— L

tQ; Qi qiv1 Qi tql.,

Therefore v*(y;)/v*(x;) = pj 1 /q},,- O

Remark 9.4. Corollary 9.3 shows that for every i > 0 the inclusion Ry, C S, has the stable form (9.1). However, the
permissible parameters (x;, y;) of S;; are not admissible if q; L= 1.
Notice also that by Lemma 8.5 and Corollary 9.3 for all / > 1 we have a commutative diagram

SSl—l = Skf e Sk/ —> e Sk{ —> Sk{ = Ssl
i_1 ij_1+1 ij—1 i
) 1 1 t 04
R, , = Rk"lfl — Rkil,ﬁl - ... = Rki,—l — Rkil = R,

where the sequences satisfy the conclusions of Corollary 9.3.
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