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#### Abstract

This paper describes an algorithm for determining whether two polyhedra are congruent. The asymptotic time complexity of the algorithm is bounded by a constant times $n \log n$ where $n$ is the number of edges of the polyhedra. It is also shown that under some conditions the problem of partial congruity can be solved in $O\left(n^{2}\right)$ time.


## 1. Introduction

Because of recent development of computational geometry, many new and useful results have been obtained for the processing of geometric information in a twodimensional space. In the case of three-dimensional geometry, on the other hand, we can find only a few results, such as the construction of a convex hull [2,17], the construction of a plane which separates two families of points [15], and the detection of interference of two polyhedra [5,14].

In the present paper we consider another computational problem in a threedimensional space, the problem of determining whether two polyhedra are congruent. This problem arises out of several fields of engineering. In CAD systems for the design of mechanical parts $[6,8]$, we sometimes have to judge whether a part fits a hole of another part. In scene analysis using multi-view techniques [3,19], we have to identify objects by searching for prototypes that have the same shapes as the observed objects. These problems are reduced to the problem of recognizing the congruity of polyhedra.

Vertices and edges of a polyhedron form an undirected simple graph. Hence, it seems natural to expect that we may be able to use some techniques for graph isomorphism in order to construct an algorithm for the congruity of polyhedra. The graph isomorphism in a general case is a hard problem [7]. For planar graphs, however, polynomial-order algorithms are known. Especially for triply connected planar graphs, Weinberg [20] found an algorithm of $O\left(n^{2}\right)$, Hopcroft and Tarjan [10] of $O(n \log n)$, and Hopcroft and Wong [11] of $O(n)$.

In the present paper we shall show that the technique in Hopcroft and Tarjan [10] can be applied to the congruity of polyhedra, and thus construct an $O(n \log n)$ algorithm for determining whether two polyhedra are congruent. The

Hopcroft-Tarjan algorithm can be applied only to triply connected planar graphs, whereas the present algorithm works even if the graphs composed of the vertices and the edges of the polyhedra are not planar or triply connected. This is because the Hopcroft-Tarjan algorithm is essentially for isomorphism of embedded graphs, and a polyhedron can be thought of as a graph embedded on the surface of a solid object. Thus the present algorithm is available also to polyhedra that are neither convex (if a polyhedron is convex, the associated graph is triply connected [4]) nor homeomorphic to a sphere (if a polyhedron is homeomorphic to a sphere, the associated graph is planar).

We shall also show that we can judge in $O\left(n^{2}\right)$ time whether a part of a polyhedron is congruent with some part of another polyhedron. This result seems interesting when we recall that the subgraph isomorphism problem is $N P$-complete [9].

## 2. Definitions and Notations

Let $\mathbb{R}^{3}$ denote a three-dimensional Euclidean space. A polyhedron is a closed subset of $\mathbb{R}^{3}$ with finite volume bounded by a finite number of planar polygons. We call the polygons faces, the line segments shared by two faces edges, and the points shared by three or more faces vertices, respectively, of the polyhedron. For a polyhedron $P$, let $F(P), E(P), V(P)$ denote the set of faces, that of edges, and that of vertices, respectively, of $P$. Furthermore, let $\partial P$ denote the boundary of $P$, that is,

$$
\partial P=\bigcup\{f: f \in F(P)\} .
$$

For any two points $x$ and $y$ in $\mathbb{R}^{3}$, let $d(x, y)$ denote the Euclidean distance between $x$ and $y$. A mapping $T$ of $\mathbb{R}^{3}$ onto itself is said to be isometric if $d(x, y)=$ $d(T(x), T(y))$ for any $x, y \in \mathbb{R}^{3}$. An isometric mapping $T$ is said to be orientationpreserving if $T$ maps any right-handed coordinate system onto some right-handed coordinate system. For any subset $X$ of $\mathbb{R}^{3}$, we define

$$
T(X)=\{y: y=T(x) \text { for some } x \text { in } X\} .
$$

Let $P_{1}$ and $P_{2}$ be two polyhedra. If an isometric orientation-preserving mapping $T$ satisfies $P_{2}=T\left(P_{1}\right)$, then the mapping obtained when we restrict the domain of $T$ to $P_{1}$ is called a congruent mapping of $P_{1}$ onto $P_{2}, P_{1}$ and $P_{2}$ are said to be congruent if there exists a congruent mapping of $P_{1}$ onto $P_{2}$.

For a polyhedron $P$, let $F G(P)$ denote the undirected graph whose node set is $F(P)$ and whose arc set is defined by

$$
\left\{\left\{f, f^{\prime}\right\}: f, f^{\prime} \in F(P) \text {, the faces } f \text { and } f^{\prime} \text { share a common edge }\right\} .
$$

We call $F G(P)$ the face-edge graph of the polyhedron $P$. For any point $x$ in $\mathbb{R}^{3}$, we define ball $B(x ; r)$ of radius $r$ at $x$ by

$$
B(x ; r)=\left\{y: y \in \mathbb{R}^{3}, d(x, y) \leqslant r\right\} .
$$

In the present paper we consider polyhedra $P$ 's that satisfy the following three conditions.

Condition 1. The face-edge graph $F G(P)$ is connected.
This condition excludes those polyhedra in which two parts are disconnected or they touch only at vertices.

Condition 2. For any point $x$ in $\partial P$, there exists a positive real $t(x)$ such that $B(x ; r) \cap P-\partial P$ is nonempty and simply connected for any $0<r \leqslant t(x)$.

This condition excludes some "unusual" polyhedra. Since $B(x ; r) \cap P-\partial P$ is nonempty, the polyhedron $P$ must be thick, that is, $P$ can not be something made of "thin" paper. Furthermore, since $B(x ; r) \cap P-\partial P$ is simply connected, $P$ can not have unusual vertices or edges such as those in Fig. 1. Therefore, if $P$ satisfies Condition 2, we can distinguish between the outside and the inside of a face, and we can in a unique order visit all the faces and edges touching a vertex counterclockwise around it from an arbitrarily chosen initial face or edge.

Condition 3. For any face $f$ of $P, f-\bigcup\{e: e \in E(P)\}$ is simply connected.
This condition excludes faces with holes (except for holes that touch the boundary of the faces). Hence, if $P$ satisfies Condition 3, we can travel from any edge on $f$ to any other edge on $f$ along some sequence of edges on $f$.

For a polyhedron $P$, let $G(P)=(V(P), E(P))$ be the undirected graph having the node set $V(P)$ and the arc set $E(P)$, where $e \in E(P)$ is considered as an arc connecting the two end vertices of the edge $e$. We call $G(P)$ the vertex-edge graph of $G$. Every node of $G(P)$ has at least three arcs, because three or more faces of $P$ meet at every vertex. Let $\bar{G}(P)=(V(P), \bar{E}(P))$ be the directed graph that is obtained when we replace every arc of $G(P)$ with the two directed arcs of each direction, that is,

$$
\bar{E}(P)=\left\{\left(v_{1}, v_{2}\right),\left(v_{2}, v_{1}\right):\left\{v_{1}, v_{2}\right\} \in E(P)\right\} .
$$

For any $e=\left(v_{1}, v_{2}\right)$ in $\bar{E}(P), v_{1}$ and $v_{2}$ are called the initial node and the terminal


Fig. 1. Polyhedra which do not satisfy Condition 2.
node, respectively, of the directed arc $e$, and the reversal $\left(v_{2}, v_{1}\right)$ of $e$ is denoted by $e^{r}$. A sequence $\left(\left(v_{1}, v_{2}\right),\left(v_{2}, v_{3}\right), \ldots,\left(v_{n-1}, v_{n}\right)\right)$ of elements of $\bar{E}(P)$ is called a directed path starting with the edge ( $v_{1}, v_{2}$ ) and ending with the edge ( $v_{n-1}, v_{n}$ ).

The graph $\bar{G}(P)$ defined above is an "abstract" graph. In what follows, however, we will mean by $\bar{G}(P)$ the actual three-dimensional configuration composed of the vertices and the edges of $P$, and will use the terms "vertices" and "edges" to indicate the "nodes" and "arcs" of $\bar{G}(P)$. Therefore, for example, a vertex of $\bar{G}(P)$ has its location in $\mathbb{R}^{3}$, and an edge of $\bar{G}(P)$ has its length. Moreover, for any $v \in V(P)$ and $e=\left(v, v^{\prime}\right) \in \bar{E}(P)$, we can uniquely define the order in which we, starting with the edge $e$, visit counterclockwise all the edges out of the vertex $v$.
For any $e \in \bar{E}(P)$, let $f_{\mathrm{R}}(e)$ denote the face to the right of the directed edge $e$, and $f_{\mathrm{L}}(e)$ the face to the left of $e$ (see Fig. 2). By $H_{\mathrm{R}}(e)$ and $H_{\mathrm{L}}(e)$, respectively, we indicate the oriented planar surfaces on which $f_{\mathrm{R}}(e)$ or $f_{\mathrm{L}}(e)$ lies, where an "oriented" surface means that the one side of the surface is labeled as the outside and the other as the inside. Let $e$ be any edge of $\bar{G}(P)$, and $e^{\prime}$ be any edge going out of the terminal vertex of $e$. We say that $e^{\prime}$ is to the immediate right of $e$ if $f_{\mathrm{R}}(e)=f_{\mathrm{R}}\left(e^{\prime}\right)$, and to the immediate left of $e$ if $f_{\mathrm{L}}(e)=f_{\mathrm{L}}\left(e^{\prime}\right)$. We represent the edge to the immediate right of $e$ by $g_{\mathrm{R}}(e)$, and that to the immediate left of $e$ by $g_{\mathrm{L}}(e)$. Thus $g_{\mathrm{R}}$ and $g_{\mathrm{L}}$ are one-to-one mappings of $\bar{E}(P)$ onto itself, and consequently the inverses $g_{\mathrm{R}}^{-1}$ and $g_{\mathrm{L}}^{-1}$ are also one-to-one mappings of $\bar{E}(P)$ onto itself, as shown in Fig. 2.

For an edge $e \in \bar{E}(P)$, let $l(e)$ denote the length of the edge $e$, and $\psi(e)$ the angle between the two side faces $f_{\mathrm{R}}(e)$ and $f_{\mathrm{L}}(e)(0<\psi(e) \leqslant 2 \pi, \psi(e) \neq \pi)$, where the angle is assumed to be measured in the inside of the polyhedron and hence $0<\psi(e)<\pi$ means that the edge $e$ forms a ridge and $\pi<\psi(e)<2 \pi$ means a valley. Furthermore, let $\theta_{\mathrm{R}}(e)$ be the angle between $e$ and $g_{\mathrm{R}}(e)$ and $\theta_{\mathrm{L}}(e)$ the angle between $e$ and $g_{\mathrm{L}}(e)$ $\left(0<\theta_{\mathrm{R}}(e), \theta_{\mathrm{L}}(e)<2 \pi\right)$. We define $\lambda(e)$ by

$$
\lambda(e)=\left(l(e), \psi(e), \theta_{\mathrm{R}}(e), \theta_{\mathrm{L}}(e)\right) .
$$

A directed path $\left(e_{1}, \ldots, e_{n}\right)$ of $\bar{G}(P)$ is said to be primary if for each $i, 1 \leqslant i \leqslant n-1$,


Fig. 2. Definition of $g_{\mathrm{R}}, g_{\mathrm{L}}$, and $\lambda$.
$e_{i+1}$ is either to the immediate right of $e_{i}$ or to the immediate left of $e_{i}$. For a primary path $p=\left(e_{1}, \ldots, e_{n}\right)$, we define $\alpha(p)=\left(c_{1}, \ldots, c_{n-1}\right)$ by

$$
c_{i}= \begin{cases}1 & \text { if } \quad e_{i+1}=g_{\mathrm{R}}\left(e_{i}\right) \\ -1 & \text { if } \quad e_{i+1}=g_{\mathrm{L}}\left(e_{i}\right) .\end{cases}
$$

Note that $g_{\mathrm{R}}(e) \neq g_{\mathrm{L}}(e)$ for any $e \in \bar{E}(P)$ (because any vertex of $G(p)$ has three or more edges) and hence $c_{i}$ is determined without ambiguity.

Suppose that $P$ and $P^{\prime}$ are two polyhedra. Let $p=\left(e_{1}, \ldots, e_{n}\right)$ and $p^{\prime}=\left(e_{1}^{\prime}, \ldots, e_{n}^{\prime}\right)$ be primary paths of $\bar{G}(P)$ and $\bar{G}\left(P^{\prime}\right)$, respectively. If $\alpha(p)=\alpha\left(p^{\prime}\right)$, then $p^{\prime}$ is said to be the path corresponding to $p$ starting with the edge $e_{1}^{\prime}$. An edge $e_{1} \in \bar{E}(P)$ and an edge $e_{1}^{\prime} \in \bar{E}\left(P^{\prime}\right)$ are said to be indistinguishable if any primary path $p=\left(e_{1}, \ldots, e_{n}\right)$ starting with $e_{1}$ and the path $p^{\prime}=\left(e_{1}^{\prime}, \ldots, e_{n}^{\prime}\right)$ corresponding to $p$ starting with $e_{1}^{\prime}$ satisfy $\lambda\left(e_{i}\right)=$ $\lambda\left(e_{i}^{\prime}\right)$ for any $i, 1 \leqslant i \leqslant n$, and distinguishable if otherwise. Note that if $P=P^{\prime}$, then to be indistinguishable is an equivalence relation in $\bar{E}(P)$, and thus the indistinguishability introduces an equivalence relation in edge set $\bar{E}\left(P_{1}\right) \cup \cdots \cup \bar{E}\left(P_{s}\right)$ of any number $s$ of polyhedra $P_{1}, \ldots, P_{s}$.

## 3. Basic Results

In this section we derive some results on which our algorithm is based.
Lemma 1. Let $P$ be a polyhedron satisfying Condition 2 , and $p=\left(e_{1}, \ldots, e_{n}\right)$ be any primary path of $\bar{G}(P)$. If the locations of $e_{1}$ and $H_{R}\left(e_{1}\right)$ in $\mathbb{R}^{3}$ and the values $\lambda\left(e_{i}\right), 1 \leqslant i \leqslant n$, are given, then the locations of $e_{n}, H_{R}\left(e_{n}\right), H_{L}\left(e_{n}\right)$ in $\mathbb{R}^{3}$ can be determined uniquely.

Proof. It suffices to show that if the locations of $e_{i}$ and $H_{\mathrm{R}}\left(e_{i}\right)$ are given, then the locations of $e_{i+1}, H_{\mathrm{R}}\left(e_{i+1}\right), H_{\mathrm{L}}\left(e_{i+1}\right)$ are determined uniquely. Now suppose that the locations of $e_{i}$ and $H_{\mathrm{R}}\left(e_{i}\right)$ in $\mathbb{R}^{3}$ are given.

Case (i) Suppose that $e_{i+1}=g_{\mathrm{R}}\left(e_{i}\right)$. Since $H_{\mathrm{R}}\left(e_{i+1}\right)=H_{\mathrm{R}}\left(e_{i}\right)$, the location of $H_{\mathrm{R}}\left(e_{i+1}\right)$ in $\mathbb{R}^{3}$ is uniquely determined. Noting that the angle between $e_{i}$ and $e_{i+1}$ is given by $\theta_{\mathrm{R}}\left(e_{i}\right)$ (the third component of $\lambda\left(e_{i}\right)$ ) and the length of $e_{i+1}$ by $l\left(e_{i+1}\right)$ (the first component of $\lambda\left(e_{i+1}\right)$ ), we can uniquely determine the location of $e_{i+1}$ in $\mathbb{R}^{3}$. The location of $H_{\mathrm{L}}\left(e_{i+1}\right)$ is also determined because the angle between $H_{\mathrm{R}}\left(e_{i+1}\right)$ and $H_{\mathrm{L}}\left(e_{i+1}\right)$ is given by $\psi\left(e_{i+1}\right)$ (the second component of $\left.\lambda\left(e_{i+1}\right)\right)$.

Case (ii) Suppose that $e_{i+1}=g_{\mathrm{L}}\left(e_{i}\right)$. From $\psi\left(e_{i}\right)$, we can determine the location of $H_{\mathrm{L}}\left(e_{i}\right)$. Exchanging the right and the left in the case (i), we can easily see that the locations of $e_{i+1}, H_{\mathrm{R}}\left(e_{i+1}\right), H_{\mathrm{L}}\left(e_{i+1}\right)$ in $\mathbb{R}^{3}$ are determined uniquely. Q.E.D.

Lemma 2. Let $P$ and $P^{\prime}$ be two polyhedra satisfying Condition 2. Let $p=$
$\left(e_{1}, \ldots, e_{n}\right)$ be a primary path of $\bar{G}(P)$ and $p^{\prime}=\left(e_{1}^{\prime}, \ldots, e_{n}^{\prime}\right)$ be the path corresponding to $p$ starting with any edge $e_{1}^{\prime}$ of $\bar{G}\left(P^{\prime}\right)$ such that $\lambda\left(e_{i}\right)=\lambda\left(e_{i}^{\prime}\right)$ for each $i, 1 \leqslant i \leqslant n$. Then, the isometric orientation-preserving mapping $T$ of $\mathbb{R}^{3}$ onto itself such that $e_{1}^{\prime}=T\left(e_{1}\right)$ and $H_{R}\left(e_{1}^{\prime}\right)=T\left(H_{R}\left(e_{1}\right)\right)$ also satisfies $e_{n}^{\prime}=T\left(e_{n}\right), H_{R}\left(e_{n}^{\prime}\right)=T\left(H_{R}\left(e_{n}\right)\right), H_{L}\left(e_{n}^{\prime}\right)=$ $T\left(H_{r}\left(e_{n}\right)\right)$.

Proof. From Lemma 1, the relative position of $e_{1}, H_{\mathrm{R}}\left(e_{1}\right), e_{n}, H_{\mathrm{R}}\left(e_{n}\right), H_{\mathrm{L}}\left(e_{n}\right)$ is the same as that of $e_{1}^{\prime}, H_{\mathrm{R}}\left(e_{1}^{\prime}\right), e_{n}^{\prime}, H_{\mathrm{R}}\left(e_{n}^{\prime}\right), H_{\mathrm{L}}\left(e_{n}^{\prime}\right)$. Hence we get the lemma. Q.E.D.

Lemma 3. Let $P$ be a polyhedron that satisfies Conditions 1, 2, and 3. For any e, $e^{\prime} \in \bar{E}(P)$, there exists a primary path of $\bar{G}(P)$ that starts with $e$ and ends with either $e^{\prime}$ or $\left(e^{\prime}\right)^{\mathrm{r}}$.

Proof. From Condition 1, there exists a sequence $f_{1}, \ldots, f_{n}$ of faces of $P$ such that $f_{1}=f_{\mathrm{R}}(e), f_{n}=f_{\mathrm{R}}\left(e^{\prime}\right)$ and for any $i, 1 \leqslant i \leqslant n-1, f_{i}$ and $f_{i+1}$ share a common edge, say, $e_{i}$ (the direction of $e_{i}$ will be given a little later). Therefore, we can construct a primary path from $e$ to either $e^{\prime}$ or $\left(e^{\prime}\right)^{r}$ in the following way. Starting with $e$, we first travel from edge to edge along the boundary of the face $f_{1}$ until we arrive at $e_{1}$ (at this point we determine the direction of $e_{1}$ in such a way that the direction coincides with the direction of our travel). Next we travel along the boundary of the face $f_{2}$ until we arrive at $e_{2}$ (at this point we determine the direction of $e_{2}$ ). In a similar manner, we can travel until we arrive at $e_{n-1}$. Note first that because of Condition 3 we can always go from $e_{i-1}$ to $e_{i}$ along the boundary of $f_{i}$. Note secondly that the path we have taken is primary because we always choose as the next edge either the edge to the immediate right or that to the immediate left. Starting with $e_{n-1}$, we travel along the boundary of the face $f_{n}$ and eventually come across either $e^{\prime}$ or $\left(e^{\prime}\right)^{r}$.

Theorem 4. Let $P_{1}$ and $P_{2}$ be two polyhedra satisfying Conditions 1, 2, and 3, and let $e_{1}$ and $e_{2}$ be edges of $\bar{G}\left(P_{1}\right)$ and $\bar{G}\left(P_{2}\right)$, respectively. There exists a congruent mapping of $P_{1}$ onto $P_{2}$ that maps $e_{1}$ onto $e_{2}$ if and only if $e_{1}$ and $e_{2}$ are indistinguishable.

Proof. If there exists a congruent mapping of $P_{1}$ onto $P_{2}$ which maps $e_{1}$ onto $e_{2}$, then $e_{1}$ and $e_{2}$ are obviously indistinguishable. Now, supppose that $e_{1}$ and $e_{2}$ are indistinguishable. Then, there exists a unique isometric orientation-preserving mapping $T$ of $\mathbb{R}^{3}$ onto itself that satisfies $e_{2}=T\left(e_{1}\right)$ and $H_{\mathrm{R}}\left(e_{2}\right)=T\left(H_{\mathrm{R}}\left(e_{1}\right)\right)$. Let $e_{3}$ be any edge of $\bar{G}\left(P_{1}\right)$. It follows from Lemma 3 that there is a primary path, say, $p_{1}$, starting with $e_{1}$ and ending with either $e_{3}$ or $\left(e_{3}\right)^{r}$. Let $p_{2}$ be the path corresponding to $p_{1}$ starting with $e_{2}$, and let $e_{4}$ be the last edge of $p_{2}$. Since $e_{1}$ and $e_{2}$ are indistinguishable, it follows from Lemma 2 that $e_{4}=T\left(e_{3}\right), H_{\mathrm{R}}\left(e_{4}\right)=T\left(H_{\mathrm{R}}\left(e_{3}\right)\right)$, $H_{\mathrm{L}}\left(e_{4}\right)=T\left(H_{\mathrm{L}}\left(e_{3}\right)\right)$. Since $e_{3}$ is arbitrary, $T$ maps $P_{1}$ onto $P_{2}$ and hence $P_{1}$ and $P_{2}$ are congruent.
Q.E.D.

## 4. Algorithm for Congrutity Recognition

Theorem 4 has the same "form" as that in Hopcroft and Tarjan [10] on which they construct an algorithm for graph isomorphism. Therefore, we can use their technique for our problem. According to this policy we will in this section construct an algorithm for determining whether two polyhedra are congruent.

We use a random access machine [1] as the model of computation. We assume that the polyhedra $P_{1}$ and $P_{2}$ are described in some suitable data structure such as the one in [12] or [15], and hence for each $e \in \bar{E}\left(P_{i}\right)(i=1,2)$ we can retrieve $g_{\mathrm{R}}(e)$, $g_{\mathrm{L}}(e), g_{\mathrm{R}}^{-1}(e), g_{\mathrm{L}}^{-1}(e)$, the coordinates of the initial and the terminal vertices of $e$, the surface equations on which $f_{\mathrm{R}}(e)$ or $f_{\mathrm{L}}(e)$ lies, etc., in $O(1)$ steps.

Based on Theorem 4, we can construct the following algorithm for determining whether two polyhedra $P_{1}$ and $P_{2}$ are congruent.

Algorithm A .
(1) Calculate $\lambda(e)$ for all $e$ in $\bar{E}\left(P_{1}\right) \cup \bar{E}\left(P_{2}\right)$.
(2) Partition $\bar{E}\left(P_{1}\right) \cup \bar{E}\left(P_{2}\right)$ into blocks, say, $B(1), B(2), \ldots, B(k)(k \geqslant 1)$, in such a way that $e$ and $e^{\prime}$ belong to the same block if and only if $\lambda(e)=\lambda\left(e^{\prime}\right)$. If there exists $i, 1 \leqslant i \leqslant k$, such that either $B(i) \subseteq \bar{E}\left(P_{1}\right)$ or $B(i) \subseteq \bar{E}\left(P_{2}\right)$, then conclude that $P_{1}$ and $P_{2}$ are not congruent and stop the processing.
(3) Subdivide $B(1), \ldots, B(k)$ into blocks consisting of indistinguishable edges by the procedure SUBDIVIDE defined in Fig. 3. Let the resulting blocks be $B(1)$, $B(2), \ldots, B(l)(l \geqslant k)$.
(4) If $B(1) \cap \bar{E}\left(P_{1}\right) \neq \varnothing$ and $B(1) \cap \bar{E}\left(P_{2}\right) \neq \varnothing$, then conclude that $P_{1}$ and $P_{2}$ are congruent. If otherwise, conclude that they are not congruent.

The procedure in Fig. 3 is written in pidgin ALGOL [1]. The procedure subdivides the initial blocks $B(1), \ldots, B(k)$ into blocks consisting of mutually indistinguishable edges. An outline of the procedure is the following. First, all pairs of form (i,D) are stored in stack WAIT, where $i$ denotes a block number and $D$ is either R or L (line 1 ), and $l$ is set to be the number of blocks in the initial state (line 2). Elements of WAIT are used for checking whether the current partition of the edges is fine enough in the sense that each block consists of indistinguishable edges. An element $(i, D)$ is selected and deleted from the stack WAIT (line 4), and MOVE is defined as a set of edges in such a way that $e$ is in MOVE if and only if some edge in $B(i)$ is to the immediate right (if $D=\mathrm{R}$ ) or to the immediate left (if $D=\mathrm{L}$ ) of $e$ (line 5). Then, MOVE is used as a reference set for checking whether a block contains mutually indistinguishable edges. If block $B(j)$ contains both an element belonging to MOVE and an element not belonging to MOVE (this implies that $B(j)$ contains mutually distinguishable edges), then $l$ is replaced by $l+1, B(j)$ is divided into two smaller blocks $B(j) \cap$ MOVE and $B(j)-B(j) \cap$ MOVE, and they are renamed $B(l)$ and $B(j)$, respectively (lines 6-10). Moreover, if $(j, D)$ is in WAIT, $(l, D)$ is also added to WAIT for later checking, and if otherwise, either $(j, D)$ or ( $l, D$ ) that corresponds to a smaller block is added to WAIT (lines 11-13). Each time an element is added to

```
procedure SUBDIVIDE
begin
    WAIT \(\leftarrow\{(1, \mathrm{R}),(1, \mathrm{~L}), \ldots,(k, \mathrm{R}),(k, \mathrm{~L})\} ;\)
    \(l \leftarrow k\);
    while WAIT is not empty do
    begin
        select and delete \((i, D)\) from WAIT;
        MOVE \(\leftarrow\left\{g_{\mathrm{D}}^{-1}(e): e \in B(i)\right\}\);
        for each \(j\) such that \(B(j) \cap\) MOVE \(\neq \varnothing\) and \(B(j) \nsubseteq\) MOVE do
        begin
            \(l \leftarrow l+1 ;\)
            create new block \(B(l)\);
            \(B(l) \leftarrow B(j) \cap\) MOVE;
            \(B(j) \leftarrow B(j)-B(l) ;\)
            if \((j, D) \in\) WAIT then add \((l, D)\) to WAIT
            else
                    if \(|B(j)| \leqslant|B(l)|\) then add \((j, D)\) to WAIT
                    else add \((l, D)\) to WAIT
        end
    end
end
```

Fig. 3. Procedure SUBDIVIDE used in Step 3 of Algorithm A.

WAIT at line 12 or 13 , the corresponding block is not greater than half of its previous size. Hence, for each edge $e$, a block containing $e$ is used for checking at most $O(\log n)$ times, and consequently the total time complexity of the procedure is of $O(n \log n)$.

Lemma 5. Suppose that the blocks $B(1), \ldots, B(k)$ obtained in Step 2 of Algorithm A are given to the procedure SUBDIVIDE as input. Then the final output $\{B(1), \ldots, B(l)\}$ from the procedure SUBDIVIDE coincides with the partition of $\bar{E}\left(P_{1}\right) \cup \bar{E}\left(P_{2}\right)$ into mutually indistinguishable edges. Furthermore, if $\left|E\left(P_{1}\right)\right|=$ $\left|E\left(P_{2}\right)\right|=n$, then procedure SUBDIVIDE executes the processing in $O(n \log n)$ time.

We omit the proof, because it is the same as that given by Hopcroft and Tarjan [10]. (We can also find the proof in a more general framework in Section 4.13 of Aho et al. [1].)

Theorem 6. Suppose that polyhedra $P_{1}$ and $P_{2}$ satisfy Conditions 1, 2, and 3, and $\left|E\left(P_{1}\right)\right|=\left|E\left(P_{2}\right)\right|=n$. Then, Algorithm A correctly determines whether $P_{1}$ and $P_{2}$ are congruent, and its time complexity is $O(n \log n)$.

Proof. The algorithm terminates in either Step 2 or Step 4. If $B(i) \subseteq \bar{E}\left(P_{1}\right)$ for some $i$ in Step 2, edges in $B(i)$ are distinguishable from any edge of $\bar{G}\left(P_{2}\right)$ and hence from Theorem 4 the two polyhedra are not congruent. So is the case in which $B(i) \subseteq$ $\bar{E}\left(P_{2}\right)$. It follows from Lemma 5 that in Step 4 an edge in $B(1)$ is indistinguishable from any other edge in $B(1)$ and is distinguishable from any edge in the other blocks
$B(2), \ldots, B(l)$. Hence from Theorem $4, P_{1}$ and $P_{2}$ are congruent if and only if $B(1)$ contains both an edge in $\bar{E}\left(P_{1}\right)$ and one in $\bar{E}\left(P_{2}\right)$. Therefore, the judgment in Step 4 is also correct.

Step 1 takes no more than $O(n)$ time, because we assume that for each $e \in$ $\bar{E}\left(P_{1}\right) \cup \bar{E}\left(P_{2}\right)$ we can calculate $\lambda(e)$ in a constant time. Using any technique for sorting four-character words in the lexicographic order, we can execute Step 2 in $O(n \log n)$ time [1]. From Lemma 5, Step 3 can be executed in $O(n \log n)$ time. Step 4 takes $O(n)$ time. Therefore, the total amount of time needed in Algorithm A is $O(n \log n)$.
Q.E.D.

Remark 1. The initial partition of $\bar{E}\left(P_{1}\right) \cup \bar{E}\left(P_{2}\right)$ at Step 2 can be any one provided that it is not coarser than the partition defined by $\lambda(e)$ and is not finer than the partition into indistinguishable edges. Hence, in order to shorten the time for the later processing we can also use miscellaneous information other than $\lambda(e)$. For example, for any $e \in \bar{E}(P)$ we define 8 -tuple $\lambda^{\prime}(e)=\left(m_{1}(e), m_{2}(e), m_{3}(e), m_{4}(e), \lambda(e)\right)$, where $m_{1}(e), m_{2}(e)$ are the degrees of the initial vertex and the terminal vertex, respectively, of $e$, and $m_{3}(e), m_{4}(e)$ are the numbers of edges belonging to the boundaries of $f_{\mathrm{R}}(e)$ and $f_{\mathrm{L}}(e)$, respectively. If we partition $\bar{E}\left(P_{1}\right) \cup \bar{E}\left(P_{2}\right)$ according to $\lambda^{\prime}(e)$ rather than $\lambda(e)$, we in general obtain a finer partition as the initial partition for the algorithm, and thus improve the processing time.

Remark 2. In practical situations data usually contain errors due to digitization, etc., and hence $\lambda(e)=\lambda\left(e^{\prime}\right)$ does not make sense. We have to judge whether $\lambda(e)$ and $\lambda\left(e^{\prime}\right)$ are "nearly equal" under some criterion. For example, we can judge $\lambda(e)$ and $\lambda\left(e^{\prime}\right)$ are nearly equal if and only if

$$
\max \left(\left|l(e)-l\left(e^{\prime}\right)\right|,\left|\psi(e)-\psi\left(e^{\prime}\right)\right|,\left|\theta_{\mathrm{R}}(e)-\theta_{\mathrm{R}}\left(e^{\prime}\right)\right|,\left|\theta_{\mathrm{L}}(e)-\theta_{\mathrm{L}}\left(e^{\prime}\right)\right|\right) \leqslant \varepsilon,
$$

where $\varepsilon$ is a small positive constant. However, being nearly equal itself is not an equivalence relation, and hence in order to define the initial blocks $B(1), \ldots, B(k)$ we have to use the transitive closure of "being nearly equal." Note that this revision of the algorithm does not affect the time complexity estimated in Theorem 6, because we can still make use of the techniques for sorting elements in the lexicographic order if we adopt the above criterion for being nearly equal. When, on the other hand, errors in the data are not small, we have to use other approaches such as the one proposed by Ikeuchi [13], because the abstract graph $G(P)$ itself may contain errors.

Remark 3. The procedure SUBDIVIDE decomposes the initial blocks into the blocks of indistinguishable edges. However, it is not always necessary to execute the whole processing: if we come across on the way of the execution a block which is contained by either $\bar{E}\left(P_{1}\right)$ or $\bar{E}\left(P_{2}\right)$, then we can conclude that the polyhedra are not congruent and stop the processing. This check should be executed between line 10 and line 11 of the procedure SUBDIVIDE.

Remark 4. The algorithm can be modified to partition a family of three or more polyhedra $P_{1}, P_{2}, \ldots, P_{s}$ into subfamilies consisting of congruent polyhedra. For this
purpose we use $\bar{E}\left(P_{1}\right) \cup \bar{E}\left(P_{2}\right) \cup \cdots \cup \bar{E}\left(P_{s}\right)$ instead of $\bar{E}\left(P_{1}\right) \cup \bar{E}\left(P_{2}\right)$ as an object to be partitioned. Moreover, if we use $\bar{E}\left(P_{1}\right)$ instead of $\bar{E}\left(P_{1}\right) \cup \bar{E}\left(P_{2}\right)$, we can enumerate all of the congruent mappings of $P_{1}$ onto itself.
Remark 5. The algorithm is also used for determining whether two polyhedra are similar in the sense that they differ only in their sizes. The only thing we have to do for this purpose is to normalize the sizes of the two polyhedra. This can be done in $O(n)$ time by expanding or shrinking one of the polyhedra so that the length of its longest edge coincides with that of the other.

## 5. On Recognition of Partial Congruity

The partial congruity problem is to determine whether a part of a polyhedron is congruent with some part of another polyhedron. This problem often arises in scene analysis, where we have to identify objects from information only about "visible" parts of the objects (see, for example, Sugihara [18] and Oshima and Shirai [16]).
In the case of graphs the subgraph isomorphism problem is $N P$-complete, while a special case of it, the graph isomorphism problem, is not known to be $N P$-complete or not (Garey and Johnson [9]). It seems that the hardness of the subgraph isomorphism problem is partly due to the fact that we are not given information about what parts are deleted from the graphs. In the case of polyhedra, on the other hand, we are usually given information about what parts are "invisible." Making use of this information, we can construct an efficient algorithm for the partial congruity problem.
Suppose that the face set $F(P)$ of a polyhedron $P$ is partitioned into $F^{\mathrm{v}}(P)$, called the set of visible faces, and $F^{\mathrm{i}}(P)$, called the set of invisible faces, and that we are given data only about the visible faces. Let $E^{\vee}(P)$ and $V^{\vee}(P)$ be the set of edges and that of vertices, respectively, which belong to boundaries of the visible faces, that is,

$$
\begin{aligned}
& E^{\mathrm{v}}(P)=\left\{a: a \in E(P), a \in f \text { for some } f \in F^{\mathrm{v}}(P)\right\} \\
& V^{\mathrm{v}}(P)=\left\{v: v \in V(P), v \in f \text { for some } f \in F^{\mathrm{v}}(P)\right\} .
\end{aligned}
$$

The elements of $E^{\vee}(P)$ are called visible edges and those of $V^{\vee}(P)$ visible vertices. Let $P^{*}$ be another polyhedron, called a model, and let $X$ be a subset of $F\left(P^{*}\right)$. If an isometric orientation-preserving mapping $T$ of $\mathbb{R}^{3}$ onto itself maps $\bigcup\left\{f: f \in F^{v}(P)\right\}$ onto $\cup\{f: f \in X\}$ and moreover if it maps the outside of each face in $F^{\vee}(P)$ onto the outside of the corresponding face in $X$, then the mapping obtained when we restrict the domain of $T$ to $F^{v}(P)$ is called a partial congruent mapping of $F^{v}(P)$ onto $X$. We say that $P$ is partly congruent with $P^{*}$ with respect to $F^{v}(P)$ if there exists a subset $X$ of $F\left(P^{*}\right)$ and a partial congruent mapping of $F^{v}(P)$ onto $X$.

We restrict our consideration to a polyhedron $P$ whose visible part satisfies
Condition 4. The subgraph of the face-edge graph $F G(P)$ induced by the node set $F^{\mathrm{v}}(P)$ is connected.

Let $\bar{G}^{v}(P)=\left(V^{v}(P), \bar{E}^{\mathrm{v}}(P)\right)$ be the directed graph with the node set $V^{v}(P)$ and the arc set

$$
\bar{E}^{\mathrm{v}}(P)=\left\{\left(v_{1}, v_{2}\right),\left(v_{2}, v_{1}\right):\left\{v_{1}, v_{2}\right\} \in E^{\mathrm{v}}(P)\right\} .
$$

We partition $\bar{E}^{v}(P)$ into

$$
\begin{aligned}
& \bar{E}_{\mathrm{B}}^{\mathrm{v}}(P)=\left\{e: \text { both } f_{\mathrm{R}}(e) \text { and } f_{\mathrm{L}}(e) \text { are visible }\right\}, \\
& \bar{E}_{\mathrm{R}}^{\mathrm{v}}(P)=\left\{e: f_{\mathrm{R}}(e) \text { is visible but } f_{\mathrm{L}}(e) \text { is not }\right\} \\
& \bar{E}_{\mathrm{L}}^{\mathrm{v}}(P)=\left\{e: f_{\mathrm{L}}(e) \text { is visible but } f_{\mathrm{R}}(e) \text { is not }\right\}
\end{aligned}
$$

For any $e \in \bar{E}^{\mathrm{v}}(P)$, let us define $\mu(e)$ by

$$
\mu(e)= \begin{cases}\left(l(e), \psi(e), \theta_{\mathrm{R}}(e), \theta_{\mathrm{L}}(e)\right) & \text { if } e \in \bar{E}_{\mathrm{B}}^{\mathrm{v}}(P), \\ \left(l(e), *, \theta_{\mathrm{R}}(e), *\right) & \text { if } e \in \bar{E}_{\mathrm{R}}^{\mathrm{v}}(P), \\ \left(l(e),{ }^{*}, *, \theta_{\mathrm{L}}(e)\right) & \text { if } e \in \bar{E}_{\mathrm{L}}^{\mathrm{v}}(P),\end{cases}
$$

where ${ }^{*}$ means that the value is not defined. For the model $P^{*}$, we define $\mu(e)$ by considering all the faces as visible. Furthermore we define that $\mu\left(e_{1}\right)=\mu\left(e_{2}\right)$ if and only if they coincide componentwise except for the components in which $\mu\left(e_{1}\right)$ or $\mu\left(e_{2}\right)$ has *. A primary path $p=\left(e_{1}, \ldots, e_{n}\right)$ is called a visible primary path if the face $f_{i}$ on which both $e_{i}$ and $e_{i+1}$ lie is visible for any $i, 1 \leqslant i \leqslant n-1$.

An edge $e_{1} \in \bar{E}^{\mathrm{v}}(P)$ is said to be partly indistinguishable with respect to $F^{\mathrm{v}}(P)$ from $e_{1}^{\prime} \in \bar{E}\left(P^{*}\right)$ if any visible primary path $p=\left(e_{1}, \ldots, e_{n}\right)$ starting with $e_{1}$ and the path $p^{\prime}=\left(e_{1}^{\prime}, \ldots, e_{n}^{\prime}\right)$ corresponding to $p$ starting with $e_{1}^{\prime}$ satisfy $\mu\left(e_{i}\right)=\mu\left(e_{i}^{\prime}\right)$ for any $i$, $1 \leqslant i \leqslant n$. Then, we get the following theorem.

Theorem 7. Suppose that two polyhedra $P, P^{*}$ satisfy Conditions 1, 2, and 3 and the set $F^{v}(P)$ of visible faces of $P$ satisfies Condition 4. Let $e$ be any edge in $\bar{E}^{\mathrm{v}}(P)$ and $e^{\prime}$ be any edge in $\bar{E}\left(P^{*}\right)$. There exist a subset $X$ of $F\left(P^{*}\right)$ and a partial congruent mapping of $F^{v}(P)$ onto $X$ that maps $e$ onto $e^{\prime}$ if and only if $e$ is partly indistinguishable with respect to $F^{\mathrm{v}}(P)$ from $e^{\prime}$.

The proof is very similar to that of Theorem 4, and hence we omit it.
Using this theorem, we can determine whether $P$ is partly congruent with $P^{*}$ with respect to $F^{v}(P)$ in the following way. First, we select and fix an arbitrary element $e_{0}$ of $\bar{E}^{\mathbf{v}}(P)$. Next, for each element $e^{\prime}$ of $\bar{E}\left(P^{*}\right)$ we see if $e_{0}$ is partly indistinguishable with respect to $F^{\vee}(P)$ from $e^{\prime}$. If we happen to come across an edge $e^{*} \in \bar{E}\left(P^{*}\right)$ from which $e_{0}$ is partly indistinguishable, we conclude that $P$ is partly congruent with $P^{*}$ and end the processing. If $e_{0}$ is not partly indistinguishable from any edge in $\bar{E}\left(P^{*}\right)$, then we conclude that $P$ is not partly congruent with $P^{*}$. The test of whether or not $e_{0}$ is partly indistinguishable from $e^{\prime}$ can be executed by usual graph search techniques such as the breadth-first search in $O\left(\left|E^{\mathrm{v}}(P)\right|\right)$ time. Therefore, the time complexity is of $O(m n)$, where $n=\left|E\left(P^{*}\right)\right|$ and $m=\left|E^{\mathbf{v}}(P)\right|$.
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