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0. Introduction

In the setting of heat equation on Euclidean spaces, it is a classical topic to determine the uniqueness of solutions to the
Cauchy problem with zero initial condition

∂

∂t
u(x, t) − ∆u(x, t) = 0,

u|t=0+ = 0
(0.1)

on RN
× (0, T ] for some T ∈ (0, +∞). Here ∆ is the classical Laplace operator. We briefly review several important results

in this direction. Tichonov [1] proved that if

|u(x, t)| ≤ C exp

C |x|2


on RN

× (0, T ] for some constant C > 0, then u ≡ 0. (Later on we will preserve C for positive constants.) However if we
look for the solutions in a ‘‘slightly’’ larger class where

|u(x, t)| ≤ C exp

C |x|2+ϵ


for some ϵ > 0, Tichonov constructed nonzero solutions to the Cauchy problemwith zero initial condition. Then Täcklind [2]
gave a more general criterion by asserting that if the solution u to (0.1) satisfies

|u(x, t)| ≤ C exp (|x|h(|x|)) (0.2)

on RN
× (0, T ] with a nondecreasing, positive function h on (0, +∞) such that

∞

1

dr
h(r)

= ∞, (0.3)
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then u ≡ 0. For example, the following function satisfies (0.3):

h(r) = const r log r log log r. (0.4)

Täcklind also showed that the condition (0.3) is sharp in the sense that for any nondecreasing, positive function h not
satisfying (0.3), there exists a non-zero solution of (0.1) that satisfies (0.2). Oleĭnik and Radkevic̆ [3] and Gushchin [4]
proposed a new uniqueness condition in the form of an integral, that is, if the solution u to (0.1) satisfies T

0


B(x0,r)

u2(x, t)dxdt ≤ C exp(rh(r)), (0.5)

where x0 is some fix point in RN and h is a nondecreasing, positive function that satisfies (0.3), then u ≡ 0.
On a geodesically complete Riemannian manifold M , the Cauchy problem (0.1) with ∆ to be the Laplace–Beltrami

operator is even more interesting as it is related to the geometry in the large ofM as well as to the stochastic completeness
of Brownian motion on M . Brownian motion on M is stochastically incomplete if and only if for some/any T ∈ (0, +∞),
the Cauchy problem (0.1) has a nonzero bounded solution on M × (0, T ] (for details, see Grigor’yan [5]). Many authors
contributed to theproblemof decidingwhena given geodesically completemanifold is stochastically complete: Azencott [6],
Gaffney [7], Yau [8], Karp and Li [9], Grigor’yan [10], Hsu [11], and Davies [12] just to name a few. In particular, Grigor’yan
[10,5] proved the uniqueness of the Cauchy problem in the class of solutions satisfying (0.5) on an arbitrary geodesically
complete Riemannian manifold, where now dx is the Riemannian volume element, B(x0, r) is a geodesic ball, and h(r)
satisfies as before (0.3).

In the setting of weighted graphs, one can introduce a discrete analogue of the Laplace operator. It is then natural to study
the uniqueness of the corresponding Cauchy problem. In this paper, we will explore an integrated type uniqueness class for
the Cauchy problem with zero initial condition, which is similar to those of Oleı̆nik and Radkevič, Gushchin and Grigor’yan.
As we will see below, the uniqueness class for the Cauchy problem on graphs is drastically different from that on manifolds.
Namely, the optimal function h(r) in (0.5) is

h(r) = C log r,

where the borderline between uniqueness and non-uniqueness is determined by the value of the constant C , which is in
striking contrast to the conditions (0.3), (0.4) in the case of manifolds. The optimal value C is between 1/2 and 2

√
2, as can

be shown by our main result Theorem 0.8, and the example of physical Laplacian on Z. It would be interesting to determine
the optimal value of C .

We generally follow the framework of weighted graphs of Keller and Lenz [13] despite that we need some more
assumptions to avoid some subtle topological problems. In this paper, we always make the following assumption:

Assumption 0.1. All graphs are assumed to be locally finite, connected, infinite, undirected and without loops and multi-
edges.

Let (V , E) be such a graph. Here V is the set of vertices and E is the set of edges that can be viewed as a symmetric subset
of V × V . For (x, y) ∈ E, we write x ∼ y for short. We call a sequence of points x0, . . . , xn in V a chain connecting x and y
if x0 = x, xn = y and xi ∼ xi+1 for all i = 0, 1, . . . , n − 1. The number n is called the length of this chain. A natural graph
metric ρ can be defined on V as the minimal length of chains connecting two distinct points. Let µ(x) be a positive function
on V . Thenµ can be viewed as a Radonmeasure on (V , ρ)with full support. Letw(x, y) be a function on V ×V that satisfies:
(1) w(x, y) ≥ 0;
(2) w(x, y) = w(y, x);
(3) w(x, y) > 0 ⇔ (x, y) ∈ E.

The triple (V , w,µ) will be called a weighted graph. We call the quantity

deg(x) :=
1

µ(x)


y∈X

w(x, y) (0.6)

the weighted degree of x ∈ V to be distinct from the usual degree of locally finite graphs. Note that we do not require the
degree function to be bounded.

Following Keller and Lenz [13], we introduce the following formal Laplacian on (V , w,µ):

∆v(x) =
1

µ(x)


y∈V

w(x, y)(v(x) − v(y)). (0.7)

For any real valued function v on V , the expression ∆v makes sense since the sum in (0.7) is a finite sum for every x ∈ V .
A natural example is the case that µ(x) ≡ 1 and w(x, y) ∈ {0, 1}. The formal Laplacian then has a simple form:

∆v(x) =


y∈V ,y∼x

(v(x) − v(y)).

It is called the physical Laplacian for a graph by Weber [14].
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We are interested in the uniqueness class of the Cauchy problem with zero initial condition:
∂

∂t
u(x, t) + ∆u(x, t) = 0,

u|t=0+ = 0
(0.8)

on V × (0, T ] for some T ∈ (0, +∞). Note that because of convention, the sign before ∆ here is different from that in
(0.1). For each x ∈ V , u(x, t) is a real valued function that is differentiable in t on (0, T ] and has zero right limit at 0. Like in
the continuous setting, the uniqueness class problem is related to stochastic completeness of the weighted graph. Roughly
speaking, stochastic completeness is equivalent to that bounded functions form a uniqueness class. In this context, it is first
independently studied by Weber [14] and Wojciechowski [15–17] for the physical Laplacian case. Keller and Lenz [13] set
up the general framework of weighted graphs. See also [18–21] for further progresses.

Remark 0.2. For each x ∈ V , the function u(x, t) can be naturally extended to be a continuous function on [0, T ]. As observed
in [13],

∂

∂t
u(x, t) = −

1
µ(x)


y∈V

w(x, y)(u(x, t) − u(y, t))

can be extended continuously on [0, T ]. The existence of the right derivative of u(x, t) at 0 follows from the mean value
theorem.

To investigate the uniqueness class problem for weighted graphs, the graph metric is not adequate. Roughly speaking,
we need a family of distances which can ‘‘see’’ the weights.

Definition 0.3. We call a distance d on the weighted graph (V , w,µ) adapted if

1
µ(x)


y∈V

w(x, y)d2(x, y) ≤ 1 (0.9)

for every x ∈ V and d(x, y) ≤ 1 whenever x ∼ y.

A distance d on a weighted graph satisfying (0.9) is analogous to the geodesic distance on a Riemannian manifold which
satisfies |∇d(x, ·)| ≤ 1. There in fact exist such type distances for our weighted graphs.

Proposition 0.4. Define a function σ (x, y) for all x ∼ y by

σ(x, y) = min


1
√
deg(x)

,
1

√
deg(y)

, 1


. (0.10)

It naturally induces a distance d on X as follows: d(x, x) = 0, and for all distinct points x, y,

d(x, y) := inf


n−1
i=0

σ(xi, xi+1) : x0, x1, . . . , xn is a chain connecting x and y


. (0.11)

Proof. It is easy to see that d is nonnegative, symmetric and satisfies the triangle inequality. By locally finiteness, for each
x ≠ y ∈ V ,

d(x, y) ≥ min
z∼x

σ(x, z) > 0.

Hence d is a distance on V . �

Remark 0.5. The notion of adapted distance can also be viewed as an analogue of the integrability condition for a Lévy
measure. See the work of Masamune and Uemura [22] in the setting of stochastic completeness for jump processes. We are
inspired by a general notion of intrinsic metric introduced by Frank et al. [23] where they focus on applications to spectral
properties. Folz [24] also cameupwith similar ideas independently in the context of heat kernel estimates. In [21], Grigor’yan
et al. applied adapted distances to the stochastic completeness problem of weighted graphs using a general volume growth
criterion for jump processes.

For a weighted graph (V , w,µ) and an adapted distance d on it, we denote the closed balls by Bd(x, r) = {y ∈ V :

d(x, y) ≤ r}. We will frequently make use of the following assumption:

Assumption 0.6. There exists an adapted distance d on (V , w,µ) such that the balls Bd(x, r) are finite sets for any x ∈ V ,
r > 0.
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Remark 0.7. This assumption is not so restrictive as it appears. Any locally finite, connected weighted graph of bounded
weighted degree satisfies it with respect to the graphmetric (up to amultiple of some positive constant tomake it adapted).
For weighted graphs with unbounded weighted degree, under the mild assumption that there is a positive lower bound of
the measure µ, upper bounds on volume growth will naturally imply this assumption. So it fits quite well for the purpose
of obtaining criterion of stochastic completeness in terms of volume growth with respect to the adapted metric.

Note that since in Assumption 0.1we assumed that the graphs are infinite, aweighted graph that satisfies Assumption 0.6
is necessarily of infinite radius in the adapted distance there.

We are now ready to formulate our main theorem:

Theorem 0.8. Let (V , w,µ) be a weighted graph such that its underlying graph satisfies Assumption 0.1. We also assume that d
is an adapted distance on V such that Assumption 0.6 holds. Let u(x, t) be a solution to the Cauchy problem (0.8)with zero initial
condition. If there are an increasing sequence of positive numbers {Rn}n∈N with

lim
n→∞

Rn = +∞,

and two constants C > 0, 1
2 > c > 0 such that for some x0 ∈ V and for all n large enough, T

0


x∈Bd(x0,Rn)

u2(x, t)µ(x)dt ≤ C exp (cRn log Rn) , (0.12)

then u(x, t) ≡ 0 on V × [0, T ].

In the simple case of physical Laplacian on Z, it is possible to explicitly write down some solutions to the Cauchy problem
with zero initial condition. Then we can make estimates of the solutions to see that they just lie in a slightly larger class of
functions. As we will see, Theorem 0.8 is close to being sharp up to the constant in the exponent.

The following result is taken from the author’s thesis [25, Theorem 1.5.1], which explicitly states the relation between
uniqueness class and stochastic completeness for weighted graphs. We omit the proof here since it is essentially the same
as the case of manifolds (see Grigor’yan [5]).

Theorem 0.9. A weighted graph (V , w,µ) is stochastically incomplete if and only if for any/some T > 0, there exists a bounded,
nonzero solution to the Cauchy problem with zero initial condition (0.8).

Remark 0.10. It is also implicitly contained in Keller et al. [19]. The crucial step is aminimumprinciple for the heat equation
(Lemma 3.4 in [19], see also Theorem 1.3.2 in [25]).

Due to Theorem 0.9, we can apply easily Theorem 0.8 to recover the following volume growth criterion for stochastic
completeness in [21] in the setting of weighted graphs.

Theorem 0.11. Let (V , w,µ) be a locally finite, connected weighted graph with an adapted distance d. Furthermore assume that
there is a constant C0 > 0 such that µ(x) ≥ C0 for all x ∈ V . If for some point x0 ∈ V , the volume of balls µ(Bd(x0, r)) satisfies

µ(Bd(x0, r)) ≤ C exp (cr ln r) , (0.13)

for some constants C > 0, and 0 < c < 1
2 and for all r > 0 large enough, then (V , w,µ) is stochastically complete.

Proof. First we note that (V , w,µ) with d satisfies Assumption 0.6 since

#Bd(x0, r) ≤
µ(Bd(x0, r))

C0
< ∞,

where #A denotes the cardinality of a subset A of V .
Fix some T > 0. Let u(x, t) be a solution to the Cauchy problem with zero initial condition (0.8) with

sup
x∈V

u2(x, t) = M < ∞.

So we have that T

0


x∈Bd(x0,R)

u2(x, t)µ(x)dt ≤ MTµ(Bd(x0, R)) ≤ MTC exp (cr ln r) .

By Theorem 0.8, u ≡ 0 on V × [0, T ]. Hence by Theorem 0.9, (V , w,µ) is stochastically complete. �

Remark 0.12. In [21], Theorem 0.11 was proved for general jump processes on locally compact metric spaces. When
preparing this paper, we are informed that Masamune et al. [26] improved the volume growth criterion for jump processes
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in [21] by removing the restriction c < 1/2 in (0.13). Comparing their new result with our Theorem 0.8, it is interesting to
see a big difference between the setting of weighted graphs with manifolds. Namely, the sharp uniqueness class criterion
no longer leads to the sharp volume growth criterion for stochastic completeness in the generality of weighted graphs. It
should be interesting to study further the relation between these two for more specific classes of weighted graphs.

We organize the paper as follows. In the first sectionwe establish a key estimate, Lemma 1.1.We prove themain theorem
in Section 2. Section 3 contains a simple example to show the sharpness of our uniqueness class.

1. Discrete integrated maximum principle

The following estimate can be viewed as a discrete version of Grigor’yan’s ‘‘integrated maximum principle’’ [27].

Lemma 1.1. Let (V , w,µ) be a weighted graph that satisfies Assumption 0.1. Let u(x, t) be a solution to the Cauchy
problem (0.8) with zero initial condition. Take two auxiliary functions η(x) on V and ξ(x, t) on V × [0, T ] such that

(1) the function η(x) ≥ 0 is finitely supported and ξ(x, t) is continuously differentiable in t on [0, T ] for each x ∈ V ;
(2) the inequality (η2(x) − η2(y))(eξ(x,t)

− eξ(y,t)) ≥ 0 holds for all x ∼ y and t ∈ [0, T ];
(3) the inequality µ(x) ∂

∂t ξ(x, t) +
1
2


y∈V w(x, y)(1 − eξ(y,t)−ξ(x,t))2 ≤ 0 holds for any x ∈ V and t ∈ [0, T ].

Then for any τ ∈ (0, T ], we have the following estimate:
x∈V

u2(x, τ )η2(x)eξ(x,τ )µ(x) ≤ 2
 τ

0


x∈V


y∈V

w(x, y)(η(x) − η(y))2u2(x, t)eξ(y,t)dt. (1.14)

Remark 1.2. Folz [24] develops a different version of the discrete ‘‘integrated maximum principle’’ independently of us.
Note that in [28], Coulhon et al. developed a discrete integrated maximum principle to study discrete time Markov chains.

Before giving a proof of Lemma 1.1, we present an elementary fact that we will use frequently.

Lemma 1.3. Let {ai}∞i=1 and {bi}∞i=1 be two sequences of real numbers such that
∞
i=1

a2i < ∞,

∞
i=1

b2i < ∞.

The inequality

∞
i=1

aibi ≤
δ

2

∞
i=1

a2i +
1
2δ

∞
i=1

b2i (1.15)

holds for all δ > 0.

Proof. By the Cauchy–Schwarz inequality we have that

∞
i=1

aibi ≤


∞
i=1

a2i

 1
2


∞
i=1

b2i

 1
2

.

Then the desired inequality follows by the AM–GM inequality. �

Proof of Lemma 1.1. Wemultiply the heat equation in (0.8) by u(x, t)η2(x)eξ(x,t)µ(x) and sum over x ∈ V :
x∈V

∂

∂t
u(x, t) · u(x, t)η2(x)eξ(x,t)µ(x) +


x∈V


y∈V

w(x, y)(u(x, t) − u(y, t)) · u(x, t)η2(x)eξ(x,t)
= 0. (1.16)

Note that since η(x) is finitely supported, the sums in (1.16) are of finite type. By symmetry of w(x, y), we have
x∈V

∂

∂t
u2(x, t) · η2(x)eξ(x,t)µ(x)

+


x∈V


y∈V

w(x, y)(u(x, t) − u(y, t))(u(x, t)η2(x)eξ(x,t)
− u(y, t)η2(y)eξ(y,t)) = 0. (1.17)

Using the fact that

∂

∂t
u2(x, t) · eξ(x,t)

=
∂

∂t
(u2(x, t)eξ(x,t)) − u2(x, t) · eξ(x,t) ∂

∂t
ξ(x, t),
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and the finiteness of the sums, we obtain

∂

∂t


x

u2(x, t)η2(x)eξ(x,t)µ(x)


=


x

u2(x, t)η2(x)eξ(x,t)µ(x)
∂

∂t
ξ(x, t)

−


x


y

w(x, y)(u(x, t) − u(y, t))(u(x, t)η2(x)eξ(x,t)
− u(y, t)η2(y)eξ(y,t)). (1.18)

We split the sum in the last line:

−


x


y

w(x, y)(u(x, t) − u(y, t))(u(x, t)η2(x)eξ(x,t)
− u(y, t)η2(y)eξ(y,t)) (1.19)

= −


x


y

w(x, y)(u(x, t) − u(y, t))2η2(x)eξ(x,t) (1.20)

−


x


y

w(x, y)(u(x, t) − u(y, t))u(y, t)(η2(x) − η2(y))eξ(x,t) (1.21)

−


x


y

w(x, y)(u(x, t) − u(y, t))u(y, t)η2(y)(eξ(x,t)
− eξ(y,t)), (1.22)

which is a discrete analogue to the Leibniz rule. Then we apply Lemma 1.3 to (1.21) and (1.22) to cancel the term in (1.20).
First, for any δ1 > 0,

−


x


y

w(x, y)(u(x, t) − u(y, t))u(y, t)(η2(x) − η2(y))eξ(x,t)

≤
δ1

2


x


y

w(x, y)(u(x, t) − u(y, t))2(η(x) + η(y))2eξ(x,t)

+
1
2δ1


x


y

w(x, y)(η(x) − η(y))2u2(y, t)eξ(x,t).

Applying the elementary fact

(η(x) + η(y))2 ≤ 2(η2(x) + η2(y)),

we have that by the symmetry of w(x, y),

−


x


y

w(x, y)(u(x, t) − u(y, t))u(y, t)(η2(x) − η2(y))eξ(x,t)

≤ δ1

x


y

w(x, y)(u(x, t) − u(y, t))2(η2(x) + η2(y))eξ(x,t)

+
1
2δ1


x


y

w(x, y)(η(x) − η(y))2u2(y, t)eξ(x,t)

=
δ1

2


x


y

w(x, y)(u(x, t) − u(y, t))2(η2(x) + η2(y))(eξ(x,t)
+ eξ(y,t))

+
1
2δ1


x


y

w(x, y)(η(x) − η(y))2u2(y, t)eξ(x,t).

Using the condition (2) of Lemma 1.1, it follows that

−


x


y

w(x, y)(u(x, t) − u(y, t))u(y, t)(η2(x) − η2(y))eξ(x,t)

≤ δ1

x


y

w(x, y)(u(x, t) − u(y, t))2(η2(x)eξ(x,t)
+ η2(y)eξ(y,t))

+
1
2δ1


x


y

w(x, y)(η(x) − η(y))2u2(y, t)eξ(x,t)

= 2δ1

x


y

w(x, y)(u(x, t) − u(y, t))2η2(x)eξ(x,t)

+
1
2δ1


x


y

w(x, y)(η(x) − η(y))2u2(x, t)eξ(y,t). (1.23)
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Similarly, for any δ2 > 0,

−


x


y

w(x, y)(u(x, t) − u(y, t))u(y, t)η2(y)(eξ(x,t)
− eξ(y,t))

= −


x


y

w(x, y)(u(x, t) − u(y, t))u(x, t)η2(x)(eξ(x,t)
− eξ(y,t))

≤
δ2

2


x


y

w(x, y)(u(x, t) − u(y, t))2η2(x)eξ(x,t)

+
1
2δ2


x


y

w(x, y)(1 − eξ(y,t)−ξ(x,t))2u2(x, t)η2(x)eξ(x,t).

Choose δ1 = 1/4 and δ2 = 1 and apply the above estimates of (1.21) and (1.22) to (1.19). It follows that

−


x


y

w(x, y)(u(x, t) − u(y, t))(u(x, t)η2(x)eξ(x,t)
− u(y, t)η2(y)eξ(y,t))

≤ 2

x


y

w(x, y)(η(x) − η(y))2u2(x, t)eξ(y,t)
+

1
2


x


y

w(x, y)(1 − eξ(y,t)−ξ(x,t))2u2(x, t)η2(x)eξ(x,t).

And hence by (1.18),

∂

∂t


x

u2(x, t)η2(x)eξ(x,t)µ(x)


≤


x

u2(x, t)η2(x)eξ(x,t)µ(x)
∂

∂t
ξ(x, t)

+ 2

x


y

w(x, y)(η(x) − η(y))2u2(x, t)eξ(y,t)

+
1
2


x


y

w(x, y)(1 − eξ(y,t)−ξ(x,t))2u2(x, t)η2(x)eξ(x,t)

≤ 2

x


y

w(x, y)(η(x) − η(y))2u2(x, t)eξ(y,t),

where in the last inequality we used the condition (3) on the auxiliary function. Integrate the above inequality with respect
to t on [0, τ ], we get the desired inequality as u(x, 0) ≡ 0. �

Remark 1.4. In practical applications, η(x) is often chosen to be some kind of ‘‘cut off’’ function. The idea is that this estimate
together with the ‘‘cut off’’ property of η(x), allow us to compare the ‘‘energy’’

u2(x, t)µ(x)

at different places.

2. Uniqueness class

Nowwe can prove the main Theorem 0.8 by specifying the auxiliary functions in Lemma 1.1. In the following, (V , w,µ)
will be a weighted graph satisfying Assumption 0.1 and d is an adapted distance on V to make Assumption 0.6 hold.

Lemma 2.1. Fix a point x0 ∈ V . Define

ξ(x, t) = −
1
2
α2e2αt − α (d(x, x0) − δR)+

where α > 0, R > 0 and 0 < δ < 1
2 are to be chosen later. Then ξ(x, t) satisfies the condition (3) in Lemma 1.1, that is, the

following inequality holds for any x ∈ V and t ∈ [0, T ]:

µ(x)
∂

∂t
ξ(x, t) +

1
2


y∈V

w(x, y)(1 − eξ(y,t)−ξ(x,t))2 ≤ 0. (2.24)

Proof. Note the following elementary inequality for a ∈ R:

(ea − 1)2 ≤ e2|a|a2.
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Hence
1
2


y∈V

w(x, y)(1 − eξ(y,t)−ξ(x,t))2 ≤
1
2


y∈V

w(x, y)(ξ(y, t) − ξ(x, t))2e2|ξ(y,t)−ξ(x,t)|

≤
1
2


y∈V

w(x, y)α2d2(x, y)e2αd(x,y)

≤
1
2
α2µ(x)e2α,

where in the last inequality we used the facts that

w(x, y) > 0 ⇔ x ∼ y

and that d(x, y) ≤ 1 when x ∼ y. Then the inequality (2.24) follows easily. �

Remark 2.2. Note that eξ(x,t) is decaying quickly in space. This will help cancel the growth of T

0


x∈Bd(x0,Rn)

u2(x, t)µ(x)dt.

Lemma 2.3. Fix a point x0 ∈ V . Define

η(x) = min


(R − 1 − d(x, x0))+
δR

, 1


,

where R > 0 and 0 < δ < 1
2 are the same as in Lemma 2.1. Then η(x) satisfies the following inequality for any x ∈ V :

y∈V

w(x, y)(η(x) − η(y))2 ≤
1

δ2R2
µ(x)χ{(1−δ)R−2≤d(x,x0)≤R}, (2.25)

where χ is the characteristic function of a set.

Proof. For x ∈ V such that

d(x, x0) < (1 − δ)R − 2,

we see that if y ∼ x,

d(y, x0) ≤ d(x, x0) + d(x, y) ≤ (1 − δ)R − 1.

Hence η(x) = η(y) = 1. Similarly, for x such that

d(x, x0) > R,

if y ∼ x,

d(y, x0) ≥ d(x, x0) − d(x, y) ≥ R − 1.

And then η(x) = η(y) = 0.
Finally, for x such that

(1 − δ)R − 2 ≤ d(x, x0) ≤ R,

we have
y∈V

w(x, y)(η(x) − η(y))2 ≤
1

δ2R2


y∈V

w(x, y)d2(x, y) ≤
1

δ2R2
µ(x). �

Proof of Theorem 0.8. Recall the notations in Theorem 0.8, Lemmas 2.1 and 2.3. Let x0 be the fixed point there and
ϵ = 1 − 2c > 0. Choose 0 < δ < 1

2 small enough such that
1 −

ϵ

4


(1 − 2δ) ≥ 1 −

ϵ

2
. (2.26)

Define ξ(x, t) as in Lemma 2.1 with R > 2
1−2δ and α > 0 to be chosen later. Define η(x) as in Lemma 2.3.
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It is easy to check the conditions (1) and (2) in Lemma 1.1 and the condition (3) is proven in Lemma 2.1. So we can apply
Lemma 1.1 to assert that for any τ ∈ (0, T ],

x∈V

u2(x, τ )η2(x)eξ(x,τ )µ(x) ≤ 2
 τ

0


x∈V


y∈V

w(x, y)(η(x) − η(y))2u2(x, t)eξ(y,t)dt. (2.27)

Note that since R > 2
1−2δ , we have η(x) = 1 when d(x, x0) ≤ δR. For the left side of (2.27), we have

x∈Bd(x0,δR)

u2(x, τ )µ(x)e−
1
2 τα2e2α

≤


x∈V

u2(x, τ )η2(x)eξ(x,τ )µ(x).

For the right side of (2.27), the following estimate holds

2
 τ

0


x∈V


y∈V

w(x, y)(η(x) − η(y))2u2(x, t)eξ(y,t)dt

≤ 2eα

 τ

0


x∈V


y∈V

w(x, y)(η(x) − η(y))2u2(x, t)eξ(x,t)dt

= 2eα

 τ

0


x∈V

u2(x, t)eξ(x,t)

y∈V

w(x, y)(η(x) − η(y))2dt

≤
2

δ2R2
eα

 τ

0


x∈V

µ(x)χ{(1−δ)R−2≤d(x,x0)≤R}u2(x, t)e−α(d(x,x0)−δR)+dt

≤
2

δ2R2
e3α−(1−2δ)αR

 τ

0


x∈Bd(x0,R)

µ(x)u2(x, t)dt.

Put them together, we have
x∈Bd(x0,δR)

u2(x, τ )µ(x)e−
1
2 τα2e2α

≤
2

δ2R2
e3α−(1−2δ)αR

 τ

0


x∈Bd(x0,R)

µ(x)u2(x, t)dt. (2.28)

Let Rn be as in Theorem 0.8. As in (0.12), T

0


x∈Bd(x0,Rn)

u2(x, t)µ(x)dt ≤ C exp

1
2
(1 − ϵ)Rn log Rn


.

For n big enough such that Rn > max{ 2
1−2δ , 1}, choose α =

1
2 (1 −

ϵ
4 ) log Rn and let R = Rn in (2.28). We have

x∈Bd(x0,δRn)

u2(x, τ )µ(x) ≤
2

δ2R2
n
e

1
2 τα2e2α+3α−(1−2δ)αRn

 τ

0


x∈Bd(x0,Rn)

µ(x)u2(x, t)dt

≤
2C

δ2R2
n
exp


1
2
τα2e2α + 3α − (1 − 2δ)αRn +

1
2
(1 − ϵ)Rn log Rn


≤

2C
δ2R2

n
exp


1
8
τ

1 −

ϵ

4

2
(log Rn)

2R
1− ϵ

4
n +

3
2


1 −

ϵ

4


log Rn

+
1
2
(1 − ϵ)Rn log Rn −

1
2
(1 − 2δ)


1 −

ϵ

4


Rn log Rn


. (2.29)

Apply (2.26), we arrive at
x∈Bd(x0,δRn)

u2(x, τ )µ(x) ≤
2

δ2R2
n
exp


1
8
τ

1 −

ϵ

4

2
(log Rn)

2R
1− ϵ

4
n +

3
2


1 −

ϵ

4


log Rn −

ϵ

4
Rn log Rn


. (2.30)

Let n approaches to +∞. As Rn increases to +∞, we can see that the right side of (2.30) tends to zero while the left side is
nonnegative and nondecreasing. Hence

u(x, τ ) ≡ 0

for all x ∈ V . Note that τ is arbitrarily chosen in (0, T ], the theorem follows. �
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3. A sharpness example

The example here is a discrete analogue of the classical construction of Tichonov [1]. See also the textbook of John [29].
However, the discrete case turns out to have a different behavior.

We equip Z with a graph structure such that form, n ∈ Z,
m ∼ n ⇔ |m − n| = 1.

Let the weights µ(n) ≡ 1 and w(m, n) ∈ {0, 1}. The heat equation takes a simple form in this case:

∂

∂t
u(n, t) + 2u(n, t) − u(n − 1, t) − u(n + 1, t) = 0. (3.31)

As before, we have a natural graph distance ρ on Z which is just given by ρ(m, n) = |m− n|. By choosing σ(n, n+ 1) =

√
2
2

in Definition 0.4, we have d =

√
2
2 ρ is an adapted distance on (Z, w,µ). It is also direct to see that Assumption 0.6 holds.

Let g(t) be a smooth function on R such that all orders of derivatives of it goes to zero at zero. For example, we can take

g(t) =


exp(−t−β), t > 0,
0, t ≤ 0, (3.32)

where β > 1 is a constant.
For 0 < T < +∞, we define a function u(n, t) on Z × [0, T ] as follows:

u(n, t) =


g(t), n = 0,

g(t) +

∞
k=1

g(k)(t)
(2k)!

(n + k) · · · (n + 1)n · · · (n − k + 1), n ≥ 1,

u(−n − 1, t), n ≤ −1.

(3.33)

In the above definition, the function (n + k) · · · (n + 1)n · · · (n − k + 1) plays the role of the power x2k in the continuous
setting. However, the main difference is that

(n + k) · · · (n + 1)n · · · (n − k + 1)
vanishes for all k > |n|. Hence the sums in (3.33) are all of finite type. It is an elementary calculation to check that in fact
u(n, t) solves the heat equation. By the property of g(t), we see that u(n, t) satisfies the zero initial condition.

We choose g(t) as in (3.32). The following estimate is taken from [29, p. 172]: for all 0 < θ < 1 small enough,

|g(k)(t)| <
k!

(θ t)k
exp


−

1
2
t−β


. (3.34)

Hence for n ≥ 1, t > 0, we have

|u(n, t)| ≤ exp(−t−β) +

n
k=1

k!
(2k)!(θ t)k

(n + k) · · · (n + 1)n · · · (n − k + 1) exp


−
1
2
t−β


. (3.35)

We are going to make an estimate of |u(n, t)| independent of t . The following estimate is elementary.

Lemma 3.1. Let k > 0, θ > 0. Then for t > 0,

1
(θ t)k

exp


−
1
2
t−β


≤


2k

eβθβ

 k
β

.

Proof. Note that
1
tk

exp


−
1
2
t−β


= exp


−k log t −

1
2
t−β


.

Consider


−k log t −

1
2
t−β

′

= −
k
t

+
β

2
t−β−1



> 0, 0 < t <


β

2k

 1
β

,

= 0, t =


β

2k

 1
β

,

< 0, t >


β

2k

 1
β

.

Then we see that 1
tk

exp(− 1
2 t

−β) attains its maximum at


β

2k

 1
β
. The assertion follows. �
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So now we have that

|u(n, t)| ≤ 1 +

n
k=1

k!
(2k)!

(n + k) · · · (n + 1)n · · · (n − k + 1)


2k
eβθβ

 k
β

. (3.36)

Roughly speaking, the following lemma shows that the last term in the estimate (3.36) of |u(n, t)| is the dominating one.

Lemma 3.2. Fix some n ≥ 1. Let 1 ≤ k ≤ n − 1. Denote

k!
(2k)!

(n + k) · · · (n + 1)n · · · (n − k + 1)


2k
eβθβ

 k
β

by ak. Then for 0 < θ < 1 small enough, we have

ak ≤ ak+1.

Proof. By direct calculations,

ak+1

ak
=

(k+1)!
(2k+2)! (n + k + 1) · · · (n + 1)n · · · (n − k)


2k+2
eβθβ

 k+1
β

k!
(2k)! (n + k) · · · (n + 1)n · · · (n − k + 1)


2k

eβθβ

 k
β

=
(k + 1)(n + k + 1)(n − k)

(2k + 2)(2k + 1)
×


1 +

1
k

 k
β


2
eβθβ

 1
β

(k + 1)
1
β

≥
(k + 1)(2k + 2)
(2k + 2)(2k + 1)


2

eβθβ

 1
β

≥
1
2θ


2
eβ

 1
β

.

Hence for

0 < θ <
1
2


2
eβ

 1
β

,

we have
ak+1

ak
≥ 1. �

By Lemmas 3.1 and 3.2, we have for θ > 0 small enough, for all n ≥ 1, t > 0,

|u(n, t)| ≤ 1 + nan

= 1 + n ·
n!

(2n)!
(2n)!


2n

eβθβ

 n
β

= 1 + n · n!


2n
eβθβ

 n
β

.

For θ > 0 small enough, in a similar way as in the proof of Lemma 3.2, we have that the sequence

1 + n · n!


2n
eβθβ

 n
β

is nondecreasing.
Choose x0 = 0, and a sequence Rm =

√
2
2 m. For any T ∈ (0, +∞), we have T

0


x∈Bd(x0,Rm)

u2(x, t)µ(x)dt ≤

 T

0

m
n=−m

u2(n, t)dt

≤ 2
 T

0

m
n=0

u2(n, t)dt
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≤ 2
 T

0
(1 + m)


1 + m · m!


2m
eβθβ

m
β

2

dt

≤ 2T (1 + m)


1 + m · m!


2m
eβθβ

m
β

2

.

Apply Stirling’s approximation to the last term in the above inequality, we have that for all big enoughm, T

0


x∈Bd(x0,Rm)

u2(x, t)µ(x)dt ≤ CT exp

2
√
2

1 +

1
β


(1 + ϵ)Rm log Rm


, (3.37)

where ϵ > 0 is a constant and C > 1 is a large enough constant depending on ϵ.

Remark 3.3. Note that the gap between the estimate for a nonzero solution (3.37) and the uniqueness class bound (0.12)
only lies in the constant in the exponent. This is very different from the known uniqueness class in the smooth settingwhere
the gap appears as different classes of functions in the exponent.
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