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Abstract

Tannaka duals of finite-dimensional Hopf algebras inside semisimple tensor categories
are used to construct orbifold tensor categories, which are shown to include the Tannaka
dual of the dual Hopf algebras. The second orbifolds are then monoidally equivalent to the
initial tensor categories in a canonical fashion. 2002 Elsevier Science (USA). All rights
reserved.
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Introduction

One of the major interests in recent studies of Hopf algebras is based on
its use as quantum symmetry, which can be described more or less in terms of
the notion of tensor category [3,12,14]. In this respect, finite group symmetry in
tensor category is particularly interesting and provides the right place to take out
quotients, known as the orbifold construction.

There have been many interesting researches on orbifolds of quantum
symmetries, particularly in connection with conformal field theory (see [5,6,11]
for example). There are also recent works such as [18,19,29], which deals with
the subject related to tensor categories.

In our previous paper [42], we proposed a pure algebraic formulation of
orbifolds of tensor categories with respect to finite group symmetry motivated
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by these works of physical interest, which recovers the combinatorial data
of orbifolds in concrete examples such as ADE-models (see [12] for more
information on the ADE classification).

More precisely, starting with a tensor category bearing a finite group symmetry
inside, the associated orbifold is formulated as a tensor category of bimodules
with actions of the preassigned symmetry group. When the relevant group is
abelian, the dual group appears naturally inside our orbifold tensor category and
hence it enables us to take the second orbifold which turns out to be monoidally
equivalent to the initial tensor category, a duality for orbifolds in [42].

In the present paper, we shall extend this kind of duality to the symmetry
governed by Hopf algebras.

Given a finite-dimensional semisimple Hopf algebraA with its Tannaka dual
A realized inside a semisimple tensor categoryT , we introduce the notion of
A-A modules inT , which is formulated in terms of the existence of trivializing
isomorphisms. In the group (algebra) case, this reflects the absorbing property of
regular representations.

The totality of ourA-A modules then turns out to constitute a tensor category
T �A with the unit object given by an analogue of the regular representation ofA.
The notation indicates the fact that it is a categorical analogue of crossed products
in operator algebras (see [39] for details). More explicitly, if a Hopf algebra
(symmetry)A comes into through a coaction on an operator algebraM, then the
crossed (or smash) product algebraM � A∗ and the fixed point algebraMA are
associated so that they act onM in a bimodule fashion. Moreover theM�A∗-MA

bimoduleM obtained this way is imprimitive in the sense thatM �A∗ andMA

are commutants of each other. The existence of such an imprimitivity bimodule
enables us to change the acting algebras for operator-algebraic bimodules from
M � A∗ intoMA or fromMA intoM � A∗ without modifying the structure of
tensor categories (cf. [2] for an algebraic formulation of these facts).

The crossed products vs. fixed point algebras reciprocity of this kind then
(when it being suitably translated in terms of pure algebras) allows us to interpret
T �A as presenting the orbifold ofT by the dual Hopf algebraA∗ (cf. [38]).

The orbifold tensor categoryT � A in turn admits a canonical realization of
the Tannaka dualB of the dual Hopf algebraA∗, which allows us to take the
second orbifold(T � A) � B and one of our main results shows the duality
(T �A)� B ∼= T .

In our previous paper [42], we proved this for finite abelian groups by counting
the number of simple objects in the second dual(T �A)�B. Here we shall give
a more conceptual proof of duality. The idea has long been known in harmonic
analysis of induced representations as imprimitivity bimodules [10,30].

By forgetting the bimodule action ofA on the unit object to one-sided (say,
right) A-action, we can make it into a rightB-moduleM with the property of
imprimitivity, M ⊗B M∗ ∼= I andBM∗ ⊗MB ∼= BIB.
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If we placeM at an off-diagonal corner of a suitable bicategory so that it
connectsT and(T � A)� B, then the duality is obtained quite easily, though it
still bears rich information on orbifold constructions.

We notice here that another interesting categorical formulation of imprimitivity
bimodules is worked out by D. Tambara [34], where a different notion of
categorical module is used to get an imprimitivity bimodule which relatesA
andB.

For future applications, we also investigate how the rigidity is inherited under
the process of taking orbifolds: if the original tensor categoryT is rigid and
semisimple, then so is for the orbifold tensor categoryT �A.

Basic assumptions

We shall work with the complex number fieldC as a ground field, though any
algebraically closed field of characteristic zero can be used equally well.

By a tensor category, we shall mean a linear category with a compatible
monoidal structure, which is assumed to be strict without losing generality by
the coherence theorem (see [26] for example).

A tensor category is said to be semisimple if End(X)= Hom(X,X) is a finite-
dimensional semisimple algebra for any objectX. Tensor categories in this paper
are also assumed to be closed under taking subobjects and direct sums (which is
not a real restriction for combinatorial structures): To an idempotente of End(X),
an objecteX (the associated subobject) is assigned so that Hom(eX,f Y ) =
f Hom(X,Y )e and a finite family{Xj }1�i�m of objects gives rise to an object
X1 ⊕ · · · ⊕Xm so that

Hom(X1 ⊕ · · · ⊕Xm,Y1 ⊕ · · · ⊕ Yn)=
⊕
i,j

Hom(Xi, Yj ).

The unit objectI in a semisimple tensor category is assumed to be simple, i.e.,
End(I)= C1I , without further qualifications.

Let A be a finite-dimensional semisimple Hopf algebra with the associated
tensor categoryA of finite-dimensionalA-modules (the Tannaka dual ofA), see
[27,36,37,40] for more information on Tannaka duals of Hopf algebras. Since the
ground field is assumed to be of characteristic zero, the antipode ofA is involutory
[22,23] and thenA admit dual objects in an involutory fashion: the accompanied
rigidity pairings and copairings are given by the ordinary ones (i.e., those in vector
spaces), which we shall denote byεV :V ⊗ V ∗ → C and δV :C → V ∗ ⊗ V ,
respectively. Note that, if we denote the transposed morphism off :V → W

by tf :W∗ → V ∗, then(V ∗)∗ = V and t ( tf ). The quantum dimensiond(V ) of
an objectV then coincides with the ordinary (vector space) dimension dim(V ).
(For the notion of rigidity and related subjects, we refer to [1,3,4,14,28,31] and
references therein.)
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Recall here that the dual objectV ∗ of V is based on the dual vector space of the
underlying vector space ofV . LetU , V , andW be objects inA. Our assumption
then allows us to identify various triangular vector spaces

Hom(U ⊗ V,W), Hom(V ,U∗ ⊗W), Hom(V ⊗W∗,U∗),

and so on. The connecting isomorphisms are referred to as Frobenius transforms,
which are obtained by switching input or output objects by pairings or copairings.
By the involutivity of antipodes, we have the coherence for repeated applications
of Frobenius transforms (see [41]).

Although our main concerns are centered around tensor categories, the notion
of bicategories also comes into as a relevant language to describe categorical
bimodules. Recall that a bicategory consists of a class of labels,A, B and so
on (which is considered to be the counterpart of objects in ordinary categories)
and a family of categories{Hom(A,B)} indexed by a pair of labels (which
is an analogue of hom-sets in ordinary categories and referred to as hom-
categories), which satisfies some reasonable axioms analogous to those for
ordinary morphisms (see, for example, [26] for details on bicategories).

In the present paper, we shall adopt somewhat less formal notation (and
convention) which makes it easier to trace the resemblance with tensor categories:
Instead of Hom(A,B), we simply writeBHA. Then, given an objectX in BHA
and another objectY in CHB, as an analogy to the composition of morphisms,
we can associate the third object inCHA, which is denoted by the notation of
tensor productY ⊗X. The operation is also supposed to be applied to morphisms
in categoriesBHA so that, givenf :X→X′ in BHA andg :Y → Y ′ in CHB, we
haveg⊗ f :Y ⊗X→ Y ′ ⊗X′.

The associativity of the “composition” in bicategory is then described by a
completely same way as that of tensor categories: we are privileged to identify
double “compositions”(X ⊗ Y ) ⊗ Z andX ⊗ (Y ⊗ Z) so that it satisfies the
pentagonal identity (the coherence condition for triple “compositions”).

To recover the original interpretation of hom-categories, given label objectsA
andB, express the multiplicative nature of hom-categories in the matrix form(

AHA AHB
BHA BHB

)
.

It is now clear that eachAHA is an ordinary tensor category and a bicategory
of single object (label) is synonymous to a tensor category.

1. Bimodules in tensor categories

Let T be a semisimple tensor category (closed under taking subobjects and
direct sums). By imbeddingT into T ⊗ V = V ⊗ T with V denoting the tensor
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category of finite-dimensional vector spaces, we can perform the tensor product
X⊗ V = V ⊗X of an objectX in T and an objectV in V so that

Hom(X⊗ V,Y ⊗W)= Hom(X,Y )⊗ Hom(V ,W).

Note here that the imbeddingT → T ⊗ V gives an equivalence of tensor
categories by the semisimplicity assumption onT . We also remark that, given
a representative setS of simple objects inT , we have

X ∼=
⊕
s∈S
s ⊗ Hom(s,X)

in T ⊗ V .
Let A be a finite-dimensional semisimple Hopf algebra with the associated

tensor categoryA of finite-dimensionalA-modules and consider a monoidal
imbeddingF :A → T (F being a fully faithful monoidal functor). Since the
tensor categoryA admits the canonical Frobenius duality, the same holds for its
image underF : we shall denote the accompanied rigidity pairings and copairings
by εF(V ) :F(V )⊗ F(V ∗)→ I andδF(V ) : I → F(V ∗)⊗F(V ), respectively.

By a leftA-modulein T (relative to the imbeddingF ), we shall mean an object
X in T together with a natural family of isomorphisms{ϕV :F(V )⊗X→X⊗V }
(we forget theA-module structure ofV , W and regard them just vector spaces
when taking the tensor product withX) satisfying the associativity

F(V )⊗ F(W)⊗X 1⊗ϕW

mFV,W⊗1

F(V )⊗X⊗W
ϕV⊗1

F(V ⊗W)⊗X ϕV⊗W X⊗ V ⊗W
and the condition that

ϕC :F(C)⊗X = I ⊗X→X =X⊗ C

is reduced to the left unit constraintlX in T .
Let B be another finite-dimensional semisimple Hopf algebra withB the

tensor category ofB-modules andG :B → T be a monoidal imbedding. Aright
B-modulein T (throughG) is, by definition, an objectY in T together with
a natural family of isomorphisms{ψW :Y ⊗G(W)→W ⊗Y } such thatψC = rY
(= the right unit constraint forY ) and

Y ⊗G(V )⊗G(W) ψV⊗1

mGV,W⊗1

V ⊗ Y ⊗G(W)
1⊗ψW

Y ⊗G(V ⊗W)
ψV⊗W V ⊗W ⊗ Y.

An A-B bimodulein T (relative to the imbeddingsF , G) is an objectX in T
together with structures of a leftA-module and a rightB-module,

ϕV :F(V )⊗X→ V ⊗X, ψW :X⊗G(W)→W ⊗X
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such that the following diagram commutes:

F(V )⊗X⊗G(W) F(V )⊗W ⊗X W ⊗F(V )⊗X

X⊗ V ⊗G(W) X⊗G(W)⊗ V W ⊗X⊗ V.
We shall often writeAXB to indicate anA-B bimodule based on an objectX in T
when no confusion arises for the choice of families{ϕV }, {ψW }. We also use the
notationξV,W :F(V )⊗X ⊗G(W)→W ⊗X ⊗ V to express the isomorphism
in the above diagram, which is referred to as atrivializing isomorphismin the
following.

Example 1.1. If A is the function algebra of a finite groupH , thenH is realized as
a subset of the spectrum Spec(T ) (the set of equivalence classes of simple objects)
of T through the imbeddingF and the functorF itself is identified with a lift of
H ⊂ Spec(T ). Similarly, if B is the function algebra of another finite groupK,
then the monoidal imbeddingG :B → T is identified with a lift ofK ⊂ Spec(T ).

With this observation in mind,A-B bimodules are naturally recognized asH -
K bimodules inT in the sense of [41]: this case, the underlying vector spaces
for simple A-modules are identified with the 1-dimensional vector spaceC.
Of course, when theA-module structure is concerned, we should distinguish
them according to points in the spectrum setH of A and we shall writeCh to
denote the simpleA-module corresponding to an elementh ∈H , which forms a
representative set of simple objects in the categoryA and there exists a natural
way of identificationsCg ⊗ Ch = Cgh for g,h ∈H .

So, given a monoidal imbeddingF :A → T , we obtain a family of invertible
objectsXg = F(Cg) parameterized byg ∈ H with an associative family of
multiplication morphismsmg,h :Xg ⊗ Xh → Xgh. Now a leftA-moduleX, for
example, is captured as an object in our target categoryT with an “H -module”
structure governed by a family of isomorphismsmg,X :Xg ⊗X→ X satisfying
the associativity

Xg ⊗Xh ⊗X Xg ⊗X

Xgh ⊗X X.

Example 1.2. LetA be the group algebra of a finite groupG with A the Tannaka
dual ofG. For notational economy, we writeGV to express a (left)G-module
with the underlying vector spaceV . ThusGV ⊗ GW , for example, denotes the
tensor productG-module ofGV andGW whereasGV ⊗W means theG-module
amplified by the vector spaceW , with the same underlying vector spaceV ⊗W .
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Let GC[G] be the left regular representation ofG. Given an elementa ∈ G
and aG-moduleGV , define isomorphisms

ϕaV :GV ⊗ GC[G] → GC[G] ⊗ V, ψaV :GC[G] ⊗ GV → V ⊗ GC[G]
by

ϕaV (v⊗ g)= g⊗ ag−1v, ψaV (g⊗ v)= ag−1v⊗ g.
Then, for any given pair(a, b) of elements inG, the family {ϕaV } and {ψbV }

makesGC[G] into anA-A bimodule inA (relative to the trivial imbedding),
which is denoted byARa,bA. When the left (respectively right) action is forgotten
in ARa,bA, the resulting left (respectively right)A-module is denoted byARa

(respectivelyRbA).

Definition 1.3. Given Tannaka dualsA,B (of finite-dimensional semisimple Hopf
algebras) in a semisimple tensor categoryT andA-B bimodulesAXB, AYB in T ,
we call a morphismf :X→ Y in T anA-B intertwiner if the following diagram
commutes:

F(V )⊗X⊗G(W) 1⊗f⊗1
F(V )⊗ Y ⊗G(W)

W ⊗X⊗ V 1⊗f⊗1 W ⊗ Y ⊗ V.

The categoryAM(T )B of A-B bimodules inT is then defined by takingA-
B intertwiners as morphisms inATB. We use the notation Hom(AXB,AYB) to
stand for the hom-sets in the categoryAM(T )B while Hom(X,Y ) is reserved to
denote the hom-set inT related to the underlying objectsX andY in T .

Example 1.4. Let G be a finite group andA be its Tannaka dual. Forh ∈ G,
denote byρ(h) the right regular representation ofh: ρ(h) :g �→ gh−1 for g ∈
G⊂ C[G].

(i) For a, b ∈G, we have

Hom
(
AR

a,AR
b
) = Cρ

(
b−1a

) = Hom
(
RaA,R

b
A

)
.

(ii) For a′, b′ ∈G, we have

Hom
(
AR

a′,b′
A,AR

a,b
A

) =
{

Cρ(a−1a′) if a−1a′ = b−1b′,
0 otherwise.

Recall that the underlying vector space ofRa,b is C[G].
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2. Tensor products

We shall make the totality ofAM(T )B for various Tannaka dualsA, B into
a bicategory. To this end, we first introduce the notion ofA-tensor products. Let
XA be a rightA-module andAY be a leftA-module inT . Given a simpleA-
moduleV and a basis{vi} of V , let {v∗i } be its dual basis. Then the linear operator
vi,j = vi ⊗ v∗

j in V is identified with an element ofA. These for variousV form
matrix units in the algebraA. We definêvij ∈A∗ by

〈̂vij ,wkl〉 =
{
δilδjk dimV if V ∼=W,
0 otherwise.

Clearly {̂vij }V,i,j forms a linear basis ofA∗.
We now introduce an elementπ(̂vij ) ∈ End(X⊗ Y ) by the composition

X⊗ Y 1⊗δF(V )⊗1
X⊗ F(V ∗)⊗ F(V )⊗ Y V ∗ ⊗X⊗ Y ⊗ V X⊗ Y,

where the last morphism in the diagram is given by the pairing withv̂ij : if the
composite of the first two morphisms is expressed as∑

i,j

v∗
i ⊗ tij ⊗ vj

with tij ∈ End(X ⊗ Y ), then we setπ(̂vij ) = dim(V )tij or, equivalently, the
compositeX ⊗ Y → X ⊗ F(V ∗) ⊗ F(V ) ⊗ Y → V ∗ ⊗ X ⊗ Y ⊗ V has the
expression∑

i,j

(dimV )−1v∗
i ⊗ π(̂vij )⊗ vj ,

which is an element in

Hom(X⊗ Y,V ∗ ⊗X⊗ Y ⊗ V )= V ∗ ⊗ End(X⊗ Y )⊗ V.
It is immediate to check that the mapπ is basis-free and extended to the linear

map ofA∗ into End(X⊗ Y ), which is again denoted byπ .

Lemma 2.1. LetV ,W be simpleA-modules and{vi}, {wk} be their bases. Then
we have

π(̂vij )π(ŵkl)= π(̂vij ŵkl).
Here the multiplication in the right-hand side is the one obtained by dualizing the
coproduct ofA.

Proof. LetU
T→ V ⊗W T ∗→U give an irreducible decomposition ofV ⊗W , i.e.,

{T ,T ∗} is a family of morphisms such thatT ∗T = 1U and
∑
T T T

∗ = 1V⊗W .
Then, for the rigidity copairingδV⊗W :C →W∗ ⊗ V ∗ ⊗ V ⊗W , we have

δV⊗W =
∑

T : U→V⊗W
(T ⊗ T )δU ,
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whereT is the transposed map ofT ∗ :V ⊗W → U . By the associativity and the
naturality ofA-actions, we see that the composite morphism

X⊗ Y → X⊗F(W∗)⊗ F(V ∗)⊗F(V )⊗ F(W)⊗ Y
→ W∗ ⊗ V ∗ ⊗X⊗ Y ⊗ V ⊗W

is equal to∑
T

(
X⊗ Y → U∗ ⊗X⊗ Y ⊗U T⊗1⊗T−−−−−→W∗ ⊗ V ∗ ⊗X⊗ Y ⊗ V ⊗W)

,

whereX⊗ Y →U∗ ⊗X⊗ Y ⊗U is given by the composition

X⊗ Y →X⊗F(U∗)⊗F(U)⊗ Y → U∗ ⊗X⊗ Y ⊗U.
If we replace this with∑

a,b

(dimU)−1u∗
a ⊗ π(̂uab)⊗ ub

and then computeπ(̂vij )π(ŵkl), we obtain the formula

π(̂vij )π(ŵkl) =
∑
T

∑
a,b

(dimU)−1〈T u∗
a ⊗ π(̂uab)⊗ T ub, v̂ij ⊗ ŵkl

〉

=
∑
T

∑
a,b

d(V )d(W)

d(U)

〈
T u∗

a, vi ⊗wk
〉〈
T ub, v

∗
j ⊗w∗

l

〉
π(̂uab).

On the other hand, the definition of multiplication inA∗ gives

〈̂vij ŵkl, x〉 = 〈̂
vij ⊗ ŵkl,2(x)

〉 = ∑
T

d(V )d(W)
〈
v∗
j ⊗w∗

l , T xT
∗(vi ⊗wk)

〉
for x ∈A∼= ⊕

V L(V ). By using the obvious identity

T ∗(vi ⊗wk)=
∑
a

〈
u∗
a, T

∗(vi ⊗wk)
〉
ua,

the above expression takes the form

d(V )d(W)
∑
T

∑
a

〈
v∗
j ⊗w∗

l , T xua
〉〈
u∗
a, T

∗(vi ⊗wk)
〉
,

or equivalently, we have another formula

v̂ij ŵkl =
∑
T

∑
a,b

d(V )d(W)

d(U)

〈
v∗
j ⊗w∗

l , T ub
〉〈
u∗
a, T

∗(vi ⊗wk)
〉̂
uab,

proving the assertion.✷
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Since the trivial representation ofA is given by the counitε, we see thatπ(ε)
is equal to the identity morphism as the composition

X⊗ Y →X⊗ I ⊗ I ⊗ Y → C ⊗X⊗ Y ⊗ C =X⊗ Y.
This, together with the previous lemma, shows thatπ :A∗ → End(X ⊗ Y ) is an
algebra-homomorphism. SinceA∗ is semisimple by Larson and Radford [23], the
component of the trivial representation ofA∗ gives rise to an idempotenteA in
End(X⊗ Y ). The associated subobject ofX⊗ Y is then denoted byX⊗A Y and
is referred to as theA-module tensor productof X andY .

Remark. (i) The idempotenteA is realized asπ(e), where the idempotente in
A∗ is given by the normalized invariant integrale ∈A∗ of A:

〈e, x〉 =
∑
[V ]

dim(V )

dim(A)
tr(xV ), x ∈A.

(ii) Since the counit forA∗ is given by the evaluation map at the unit 1A of A,
the idempotenteA is non-zero if and only if there exists a simple objectZ of T
such that{

f ∈ Hom(Z,X⊗ Y ); π(a∗) ◦ f = a∗(1A)f for anya∗ ∈A∗} �= {0}.

Let A, B andC be Tannaka duals in the tensor categoryT and considerAXB,

BYC . The tensor productX⊗Y is then anA-C module in an obvious manner and
the associativity of biactions forX, Y gives the following lemma.

Lemma 2.2. We haveπ(B∗)⊂ End(AX⊗ YC).

In particular, the biaction ofA andC on X ⊗ Y is reduced to the subobject
X⊗B Y , which is denoted byAX⊗B YC and is referred to as therelative tensor
productof bimodules. For morphismsf :AXB → AX′B andg :BYC → BY ′C ,
f ⊗g ∈ Hom(AX⊗YC ,AX′ ⊗ Y ′C) obviously commutes withπ(B∗) and hence
induces the morphism

f ⊗B g :AX⊗B YC → AX
′ ⊗B Y

′
C,

which is the relative tensor product of morphisms.
The operation of taking relative tensor products is clearly associative. Thus

the categories of bimodules inT constitute a bicategoryM(T ) if we can
show the existence of unit objects. Here label objects of the bicategoryM(T )
are indexed by Tannaka duals (of finite-dimensional semisimple Hopf algebras)
realized inside the tensor categoryT .
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3. Unit objects

Let F :A → T be a fully faithful imbedding of the Tannaka dualA of a Hopf
algebraA. GivenA-modulesU , V andW , we use the notation[

U

V W

]
= Hom(U,V ⊗W).

Choose a representative set{V } of irreducibleA-modules and set

A =
⊕
V

F (V )⊗ V ∗,

which is an object inT (more precisely inT ⊗V). Given anA-moduleU , define
an isomorphismF(U)⊗ A → A ⊗U by the composition

F(U)⊗ A =
⊕
V

F (U)⊗ F(V )⊗ V ∗

∼=
⊕
V

F (U ⊗ V )⊗ V ∗

(by the multiplicativity of monoidal functor)

∼=
⊕
V,X

F (X)⊗
[
X

U V

]
⊗ V ∗

(by the irreducible decomposition ofU ⊗ V )
∼=

⊕
V,X

F (X)⊗
[
V ∗
X∗U

]
⊗ V ∗ (by Frobenius transform)

=
⊕
X

F(X)⊗X∗ ⊗U

(by the irreducible decomposition ofX∗ ⊗U)
= A ⊗U.

Similarly, we define an isomorphismA ⊗ F(U)→ U ⊗ A by

A ⊗ F(U) =
⊕
V

F (V )⊗F(U)⊗ V ∗

∼=
⊕
V,X

F (X)⊗
[
X

V U

]
⊗ V ∗

∼=
⊕
V,X

F (X)⊗
[
V ∗
U X∗

]
⊗ V ∗

=
⊕
X

F(X)⊗U ⊗X∗

= U ⊗ A.
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Here in the last line, we applied the commutativityF(X)⊗U = U ⊗ F(X) and
similarly in the top line.

Lemma 3.1. The isomorphisms defined so far makeA into anA-A bimodule.

Proof. We just check the compatibility of left and right isomorphisms: Given
A-modulesU andW , we shall prove the commutativity of the diagram

F(U)⊗ A ⊗ F(W) F(U)⊗W ⊗ A W ⊗F(U)⊗ A

A ⊗U ⊗ F(W) A ⊗ F(W)⊗U W ⊗ A ⊗U.
By the associativity of the monoidal functorF

F(U)⊗ F(V )⊗F(W) F(U)⊗ F(V ⊗W)

F(U ⊗ V )⊗F(W) F(U ⊗ V ⊗W),
the problem is reduced to the equality of compositions

⊕
V,X

F (X)⊗
[

X

U V W

]
⊗ V ∗ →

⊕
V,X,Y

F (X)⊗
[
X

U Y

]
⊗

[
Y

V W

]
⊗ V ∗

→
⊕
V,X

F (X)⊗
[
V ∗

WX∗U

]
⊗ V ∗,

⊕
X,V

F (X)⊗
[

X

U V W

]
⊗ V ∗ →

⊕
V,X,Y

F (X)⊗
[
X

Y W

]
⊗

[
Y

U V

]
⊗ V ∗

→
⊕
V,X

F (X)⊗
[
V ∗

WX∗U

]
⊗ V ∗.

By an easy manipulation of transposed morphisms (use the equality of left
and right transposed morphisms), we see that these are the ones associated to the
following composite Frobenius transforms:[

X

U V W

]
→

[
W∗

X∗U V

]
→

[
V ∗

W X∗U

]
,[

X

U V W

]
→

[
U∗

V W X∗
]

→
[

V ∗
W X∗U

]
.

In fact, given a vector

f ⊗ g ∈
[
X

U Y

]
⊗

[
Y

V W

]
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=

=

Fig. 1.

in the middle vector space, we need to identify the map[
X

U V W

]
� (1⊗ g)f �→ (

1⊗ f̃ )
g̃ ∈

[
V ∗

W X∗U

]
,

where

f̃ ∈
[
Y ∗
X∗U

]
, g̃ ∈

[
V ∗
W Y ∗

]
are Frobenius transforms off andg, respectively. Now Fig. 1 shows that the
morphism(1 ⊗ f̃ )g̃ is obtained by applying Frobenius transforms to(1 ⊗ g)f
repeatedly.

Now the coincidence of these is further reduced to the equality of left and right
transposed morphisms, which is a consequence of the involutiveness of antipodes
for finite-dimensional semisimple Hopf algebras [22].✷

For later use, we record here the following formula for the inverse trivializa-
tion.
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Lemma 3.2. The inverse of the trivialization isomorphismA ⊗W → F(W)⊗ A

is given by the following:

A ⊗W =
⊕
V

F (V )⊗ V ∗ ⊗W →
⊕
U,V

F (V )⊗
[
U∗
V ∗W

]
⊗U∗

→
⊕
U,V

F (V )⊗
[
V

W U

]
⊗U∗ →

⊕
U

F(W ⊗U)⊗U∗

→
⊕
U

F(W)⊗F(U)⊗U∗.

Here the isomorphisms are given by irreducible decompositions and Frobenius
transforms as in the definition of trivialization isomorphisms.

Proof. This is immediate if we compute the composition with the trivialization
isomorphism, which turns out to be the identity morphism.✷
Remark. We have the following gauge ambiguity for the choice of trivializing
isomorphisms: Given an invertible elementθ ∈ End(A), we can perturb the
trivialization isomorphisms by the commutativity of the diagram

F(U)⊗ A ⊗ F(W) αU,W W ⊗ A ⊗U

F(U)⊗ A ⊗ F(W)
1⊗θ⊗1

αθU,W
W ⊗ A ⊗U.

1⊗θ⊗1

Note that,A being isomorphic to
⊕
V F (V )⊗ V ∗ as an object inT , we have the

identification Aut(A)= ∏
V GL(V ∗).

When T is a C*-tensor category (see [25] for example) andA is a C*-
Hopf algebra, with the choice ofθ defined by the family{√d(V )1V ∗ }V , the
isomorphismαθU,W becomes a unitary. In fact, the unperturbed isomorphism are
locally given by[

X

V U

]
⊗ V ∗ � T ⊗ v∗ �→ T̃ v∗ ∈X∗ ⊗U

with their norms (the inner products being associated to operator norms) by

‖T ⊗ v∗‖2 = 1

d(X)
〈T ∗T 〉(v∗|v∗), ‖T̃ v∗‖2 = 1

d(V )
〈T ∗T 〉(v∗|v∗),

whereT̃ denotes the Frobenius transform ofT and〈T ∗T 〉 the quantum trance of
T ∗T ∈ End(X).
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4. Unit constraints

Given a leftA-moduleX in T , we now introduce a morphismλ :A ⊗X→X

by the composition⊕
V

F (V )⊗X⊗ V ∗ →
⊕
V

X⊗ V ⊗ V ∗ →X,

where the last morphism is the one associated to the pairing map⊕
V

V ⊗ V ∗ � v⊗ v∗ �→ 〈v, v∗〉 ∈ C.

Lemma 4.1. We have

λ ◦ π(a∗)= a∗(1)λ : A ⊗X→X for a∗ ∈A∗.

Moreover,λ is A-linear: the following diagram commutes:

F(U)⊗ A ⊗X 1⊗λ
F (U)⊗X X⊗U

A ⊗U ⊗X A ⊗X⊗U
λ⊗1 X⊗U.

Proof. Let a∗ = w̃kl ∈ A∗ be an element associated to a simpleA-moduleW .
Then the compositionλ ◦ π(w̃kl) is given by⊕

V

F (V )⊗ V ∗ ⊗X →
⊕
V

F (V ⊗W∗)⊗ F(W)⊗X⊗ V ∗

→
⊕
U,V

F (U)⊗
[
U

V W∗
]

⊗ V ∗ ⊗X⊗W

→
⊕
U

F(U)⊗W∗ ⊗U∗ ⊗W ⊗X

ŵkl→
⊕
U

F(U)⊗U∗ ⊗X

λ→ X,

which is, by the naturality ofF(·)⊗X→X⊗ (·), equal to the composition⊕
V

F (V )⊗ V ∗ ⊗X −−−−−→
⊕
V

X⊗ V ⊗ V ∗

1⊗δW⊗1−−−−−→
⊕
V

X⊗ V ⊗W∗ ⊗W ⊗ V ∗
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−−−−−→
⊕
U,V

X⊗U ⊗W ⊗ V ∗ ⊗
[
U

V W∗
]

−−−−−→
⊕
U,V

X⊗U ⊗W ⊗ V ∗ ⊗
[
V ∗

W∗U∗
]

−−−−−→
⊕
U

X⊗U ⊗W ⊗W∗ ⊗U∗

ŵkl−−−−−→
⊕
U

X⊗U ⊗U∗

pairing−−−−−→ X.

We now compute how the operation works on vector spaces:

v⊗ v∗ �→
∑
m

v⊗w∗
m ⊗wm ⊗ v∗

�→
∑
m,T ,i

〈
(T ui)

∗, v⊗w∗
m

〉
T ui ⊗wm ⊗ v∗

�→
∑〈

(T ui)
∗, v⊗w∗

m

〉
ui ⊗wm ⊗ T̃ v∗

�→ d(W)
∑
T ,i

〈
(T ui)

∗, v⊗w∗
l

〉〈
ui ⊗wk, T̃ v∗〉

= d(W)
∑〈

u∗
i , T

∗(v⊗w∗
l

)〉〈
ui ⊗wk, T̃ v∗〉

= d(W)
∑
T

〈
T ∗(v⊗w∗

l

) ⊗wk, T̃ v∗〉.
Here the families{T :U → V ⊗W∗}T , {T ∗ :V ⊗W∗ → U}T are chosen so that
S∗T = δS,T 1U and setT = t T ∗. Note that, if we denote by{u∗

i } the dual basis of
{ui}i , then the family{T u∗

i } is the dual basis of the basis{T ui}T ,i of V ⊗W∗.
By the relation∑

T

t T̃ (T ∗ ⊗ 1)=
∑
T

(1V ⊗ εW∗)(T T ∗ ⊗ 1W)= 1V ⊗ εW∗ ,

the above operation on vector spaces ends up with

d(W)〈v, v∗〉εW∗(w∗
l ⊗wk)= d(W)δkl〈v, v∗〉 = w̃kl(1)〈v, v∗〉.

Since the morphismλ is associated to the pairing

v⊗ v∗ �→ 〈v, v∗〉,
at the last stage of composition, the above formula gives the result.
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To see theA-linearity, we again use the functoriality of trivializing morphisms
and the problem is reduced to check the commutativity of⊕

V

U ⊗ V ⊗ V ∗ U

⊕
V,W

W ⊗
[
W

U V

]
⊗ V ∗ ⊕

W

W ⊗W∗ ⊗U,

i.e.,(1⊗ εV )(f ⊗ 1V ∗)= (εW ⊗ 1)(1W ⊗ f̃ ) for f ∈ Hom(W,U ⊗ V ) with f̃ ∈
Hom(V ∗,W∗ ⊗U) its Frobenius transform, which is an immediate consequence
of rigidity identities. ✷

By the covariance just checked, the morphismλ :A ⊗ X → X can be
interpreted as defining a morphismAA ⊗ AX→ AX, which is denoted bylX .

To see the invertibility oflX , consider the morphismµ :X→ A ⊗X defined
by

X→
⊕
V

X⊗ V ⊗ V ∗ →
⊕
V

F (V )⊗X⊗ V ∗ = A ⊗X,

where the first morphism is associated to the copairing⊕
V

µV
∑
i

vi ⊗ v∗
i

and the weight{µV } will be specified soon after.
Now the compositionπ(w̃kl) ◦µ is given by

X →
⊕
V

X⊗ V ⊗ V ∗ δW−→
⊕
V

X⊗ V ⊗W∗ ⊗W ⊗ V ∗

→
⊕
U,V

X⊗U ⊗
[
U

V W∗
]

⊗W ⊗ V ∗

→
⊕
U,V

X⊗U ⊗
[
V ∗

W∗U∗
]

⊗W ⊗ V ∗

→
⊕
U

X⊗U ⊗W ⊗W∗ ⊗U∗ ŵkl−→
⊕
U

X⊗U ⊗U∗

→
⊕
U

F(U)⊗X⊗U∗,

which we expect to be equal tod(W)δklµ.
To see this, we work with operations on vector spaces:
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∑
V,i

µV vi ⊗ v∗
i

�→
∑
V,i,j

µV vi ⊗w∗
j ⊗wj ⊗ v∗

i

=
∑
V,i,j

∑
U,T ,a

µV
〈
(T ua)

∗, vi ⊗w∗
j

〉
T ua ⊗wj ⊗ v∗

i

�→
∑
µV

〈
(T ua)

∗, vi ⊗w∗
j

〉
ua ⊗wj ⊗ T̃ v∗

i

= d(W)
∑
V,i

∑
U,T

∑
a,b

µV
〈
(T ua)

∗, vi ⊗w∗
l

〉〈
ub ⊗wk, T̃ v∗

i

〉
ua ⊗ u∗

b

= d(W)
∑

U,V,T ,b

µV T
∗( t T̃ (ub ⊗wk)⊗w∗

l

) ⊗ u∗
b.

If we set S = t T̃ :U ⊗ W → V and let S∗ :V → U ⊗ W be the Frobenius
transform ofT ∗ :V ⊗W∗ →U , then the last expression takes the form

d(W)
∑

U,V,S,b

µV (1⊗ εW )
(
S∗S(ub ⊗wk)⊗w∗

l

) ⊗ u∗
b.

Applying the formula∑
V,S

d(V )S∗S = d(U)1U⊗W

for the choiceµV = d(V ), the above summation is further reduced to

d(W)
∑
U,b

(1⊗ εW )
(
ub ⊗wk ⊗w∗

l

) ⊗ u∗
b = d(W)δkl

∑
U,b

d(U)ub ⊗ u∗
b.

Thus, with the choiceµV = d(V ), we have

π(a∗) ◦µ= a∗(1)µ

for a∗ ∈A∗.

Lemma 4.2. We now claim that

λ ◦µ=
(∑
V

d(V )2
)

1X, µ ◦ λ= (dimA)eA =
∑
V

∑
i

π(̂vii ).

Proof. The first relation is obvious from definitions.
On the tensor productA ⊗ X, the morphismπ(ŵll) is, if the trivialization

isomorphismA ⊗X ∼= ⊕
V X⊗ V ⊗ V ∗ is applied, given by⊕

V

V ⊗ V ∗ →
⊕
V

X⊗ V ⊗W∗ ⊗W ⊗ V ∗
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→
⊕
U,V

U ⊗
[
U

V W∗
]

⊗W ⊗ V ∗

→
⊕
U,V

U ⊗
[
V ∗

W∗U∗
]

⊗W ⊗ V ∗

→
⊕
U

U ⊗W ⊗W∗ ⊗U∗

ŵll→
⊕
U

U ⊗U∗.

According to this sequence of morphisms, we compute(dimA)eA as follows:

v⊗ v∗ �→
∑
W,k

v⊗w∗
k ⊗wk ⊗ v∗

�→
∑〈

(T ua)
∗, v⊗w∗

k

〉
T ua ⊗wk ⊗ v∗

�→
∑〈

(T ua)
∗, v⊗w∗

k

〉
ua ⊗wk ⊗ T̃ v∗

=
∑
d(W)

〈
(T ua)

∗, v⊗w∗
l

〉〈
ub ⊗wl, T̃ v∗〉ua ⊗ u∗

b

=
∑
d(W)

〈
ub ⊗wl, T̃ v∗〉T ∗(v⊗w∗

l )⊗ u∗
b

=
∑
d(W)〈wl ⊗ v∗, T ub〉T ∗(v⊗w∗

l

) ⊗ u∗
b

=
∑
d(W)T ∗(v⊗w∗

l

) ⊗ t T (wl ⊗ v∗)

=
∑
d(W)

(
T ∗ ⊗ t T

)
(1⊗ δW ⊗ 1)(v⊗ v∗).

Now, letting S :V ∗ ⊗ U → W∗ and S∗ :W∗ → V ∗ ⊗ U be Frobenius
transforms ofT andT ∗, respectively, we have∑

W,T

d(W)
(
T ∗ ⊗ t T

)
(1V ⊗ δW ⊗ 1V ∗)

=
∑
W,S

d(W)(εV ⊗ 1UU∗)(1V ⊗ S∗S ⊗ 1U∗)(1VV ∗ ⊗ δU∗)

= d(U)(εV ⊗ δU∗)

because of∑
W,S

d(W)S∗S = d(U)1V ∗⊗U .

Thus we have∑
d(W)T ∗(v⊗w∗

l

) ⊗ t T (wl ⊗ v∗)=
∑
d(U)εV (v⊗ v∗)εU∗,

which gives rise to the morphismµ ◦ λ. ✷
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By symmetry, we may expect for the right unit constraint as well. Explicit
computations are as follows: Define a morphismρ :X ⊗ A → X by the
composition⊕

V

X⊗ F(V )⊗ V ∗ →
⊕
V

V ⊗X⊗ V ∗ =
⊕
V

X⊗ V ⊗ V ∗ →X,

where the last evaluation is specified byv ⊗ v∗ �→ 〈v, v∗〉. The inner morphism
π(ŵkl) is then given by⊕

V

X⊗ F(V )⊗ V ∗ →
⊕
V

X⊗ F(W∗)⊗F(W)⊗F(V )⊗ V ∗

→
⊕
U,V

X⊗W∗ ⊗F(U)⊗
[
U

W V

]
⊗ V ∗

→
⊕
U,V

X⊗W∗ ⊗F(U)⊗U∗ ⊗W

→ X⊗ F(U)⊗U∗

= X⊗A.

By trivializing the functorF , the composition ofπ(w̃kl) with the morphism
X⊗A→X is associated to the composition⊕

V

V ⊗ V ∗ ⊗X →
⊕
V

W∗ ⊗W ⊗ V ⊗ V ∗ ⊗X

→
⊕
U,V

W∗ ⊗U ⊗
[
U

W V

]
⊗ V ∗ ⊗X

→
⊕
U,V

W∗ ⊗U ⊗U∗ ⊗W ⊗X

→ U ⊗U∗ ⊗X
→ X.

Now an explicit formula is obtained by working with vector spaces:

v⊗ v∗ �→
∑
w∗
j ⊗wj ⊗ v⊗ v∗

�→
∑〈

(T ua)
∗,wj ⊗ v〉w∗

j ⊗ T ua ⊗ v∗

�→
∑〈

(T ua)
∗,wj ⊗ v〉w∗

j ⊗ ua ⊗ T̃ v∗

�→ d(W)
∑〈

(T ua)
∗,wk ⊗ v〉〈(u∗

b ⊗wl
)∗
, T̃ v∗〉ua ⊗ u∗

b

= d(W)
∑〈

w∗
l ⊗ ub, T̃ v∗〉T ∗(wk ⊗ v)⊗ u∗

b.

Here we shall use the identity
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〈
w∗
l ⊗ ub, T̃ v∗〉 = 〈

w∗
l ⊗ εV ,T ub ⊗ v∗〉

=
∑〈

v∗
j ⊗w∗

l , T ub
〉〈vj , v∗〉

= 〈
v∗ ⊗w∗

l , T ub
〉

to obtain the expression

= d(W)
∑〈

v∗ ⊗w∗
l , T ub

〉
T ∗(wk ⊗ v)⊗ u∗

b

= d(W)
∑〈

t T
(
v∗ ⊗w∗

l

)
, ub

〉
T ∗(wk ⊗ v)⊗ u∗

b

= d(W)
∑
T ∗(wk ⊗ v)⊗ t T

(
v∗ ⊗w∗

l

)
→ d(W)

∑
εU

(
T ∗ ⊗ t T

)(
wk ⊗ v⊗ v∗ ⊗w∗

l

)
= d(W)εWV (T T

∗ ⊗ 1)
(
wk ⊗ v⊗ v∗ ⊗w∗

l

)
= d(W)εWV

(
wk ⊗ v⊗ v∗ ⊗w∗

l

)
= d(W)δkl〈v, v∗〉.

Thus ρ ◦ π(w̃kl) is equal to w̃kl(1)ρ and henceρ induces a morphism
rX :X⊗A A →X.

For the reverse morphism, we have

X→
⊕
V

X⊗ V ⊗ V ∗ =
⊕
V

V ⊗X⊗ V ∗ →
⊕
V

X⊗ F(V )⊗ V ∗

with the first morphism given by⊕
V

∑
i

d(V )vi ⊗ v∗
i .

Now the compositionX→X⊗ A →X is equal to(∑
V

dim(V )2
)

1X

whereasX⊗ A →X→X⊗ A is given by(∑
V

dim(V )2
)
eA.

ThusrX :X⊗A A →X is an isomorphism ofA-A bimodules.

Remark. If we use the perturbed trivialization byα ∈ Aut(A) for theA-A action
on A, thenλ, µ, andρ are perturbed intoλ(α ⊗ 1), (α−1 ⊗ 1)µ, andρ(1 ⊗ α),
respectively.

In particular, if T is a C∗-tensor category, we obtain unitary constraints by
takingα = {√d(V )1V ∗}V , i.e., they are associated to the pairing (copairing)

V ⊗ V ∗ � v⊗ v∗ �→ √
δ(V ) 〈v, v∗〉, √

d(V )
∑
i

vi ⊗ v∗
i ∈ V ⊗ V ∗.
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5. Triangle identities

We shall now check the triangle identity for{lX, rX}, i.e., givenA-modules
XA andAY , the idempotenteA ∈ End(X⊗ Y ) equalizesρ ⊗ 1 and 1⊗ λ as

X⊗ A ⊗ Y ρ⊗1−−−→
1⊗λ X⊗ Y eA−→X⊗ Y.

By the formula

eA = 1

dimA

∑
U,i

π(̂uii),

we need to consider the composition of

X⊗F(V )⊗ V ∗ ⊗ Y V ⊗X⊗ V ∗ ⊗ Y X⊗ Y

X⊗F(V )⊗ V ∗ ⊗ Y X⊗ V ∗ ⊗ Y ⊗ V X⊗ Y
with

XY
⊕1⊗δF(W)⊗1 ⊕

W

XF(W∗)F (W)Y
⊕
W

W∗XYW
∑
ŵkk

XY

(the tensor product symbol⊗ being omitted to save space here and in what
follows).

By the associativity of trivialization, we are faced to comparing

XF(V )Y
⊕
W

XF(V )F (W∗)F (W)Y
⊕
W

VW∗XYW
∑
ŵkk

V XY (1)

and

XF(V )Y
⊕
U

XF(U)F(U∗)F (V )Y
⊕
U

UXYU∗V
∑
ûii
XYV (2)

with the identificationV ⊗X⊗ Y =X⊗ Y ⊗ V .
To this end, we consider the diagram

F(V )
⊕1⊗δF(V )

δF(U)∗⊗1

⊕
W

F(V )⊗ F(W∗)⊗F(W)

⊕
U

F(U)⊗ F(U∗)⊗ F(V )
⊕
U,W

F(U)⊗
[
U

V W∗
]

⊗ F(W),

where the right vertical arrow is given by an irreducible decomposition{
F(U)

T→ F(V )⊗F(W∗) T
∗→ F(U)

}
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and the bottom line by an irreducible decomposition

{
F(W)

S→ F(U∗)⊗ F(V ) S∗→ F(W)
}
.

The diagram turns out to be commutative ifS andT are related so that

S = d(W)

d(U)
T̃

with T̃ the Frobenius transform ofT . In fact, the relation ensures the identity∑
T

(T ∗ ⊗ S)(1V ⊗ δW )= δU∗ ⊗ 1V .

By sandwiching the above diagram byX ⊗ · ⊗ Y and then applying
trivialization isomorphisms, we obtain the commutative diagram

XF(V )Y
⊕
W

XF(V )F (W∗)F (W)Y
⊕
U,W

XF(U)

[
U

V W∗
]
F(W)Y

⊕
W

VW∗XYW
⊕
U,W

UX

[
U

V W∗
]
YW

⊕
U,W

XF(U)

[
U

V W∗
]
F(W)Y

⊕
U

XF(U)F(U∗V )Y

⊕
U,W

UX

[
U

V W∗
]
YW

⊕
U

UXYU∗V XYV,

where the upper route is exactly the morphism (1).
To identify the lower route, we inspect the morphism

⊕
W

VW∗W →
⊕
U,W

U

[
U

V W∗
]
W →

⊕
U

UU∗V → V,

which is given by

v⊗w∗ ⊗w �→
∑〈

(T ui)
∗, v⊗w∗〉T ui ⊗w

�→
∑
T ∗(v⊗w∗)⊗ Sw

�→
∑
d(U)(εU ⊗ 1)(T ∗ ⊗ S)(v ⊗w∗ ⊗w).

The last summation is computed with the help of the relation
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∑
U,T

d(U)(εU ⊗ 1)(T ∗ ⊗ S) =
∑
d(W)(εU ⊗ 1)

(
T ∗ ⊗ T̃ )

= d(W)
∑
(1⊗ δW )(T T ∗ ⊗ 1W)

= d(W)1V ⊗ δW
to get〈w∗,w〉v, which is equal to∑

U,i

〈̃uii ,w∗ ⊗w〉v.

Thus the bottom route turns out to be the composition

XF(V )Y → VXY →
⊕
W

VXF(W∗)F (W)Y →
⊕
W

VW∗XYW
∑
ŵkk−→ VXY,

showing the equality of the morphisms (1) and (2).
To summarize the results obtained so far, we here introduce the following

usage of terminology: by a Tannaka dual realized inside a tensor categoryT , we
shall mean a monoidal imbeddingF of the Tannaka dualA of a finite-dimensional
semisimple Hopf algebraA into the tensor categoryT , which is fully faithful in
the sense that the linear maps

F : Hom(V ,W)→ Hom
(
F(V ),F (W)

)
on hom-vector spaces are bijective.

Now we have the following except for the semisimplicity ofM(T ), which will
be proved after the rigidity result in Section 6.

Proposition 5.1. Given a semisimple tensor categoryT , we have constructed
the semisimple bicategoryM(T ) indexed by Tannaka duals of finite-dimensional
semisimple Hopf algebras realized inT . More precisely, given a family{ωA}
of weights indexed by Hopf algebras realized insideT , the pair (lX, rX) with
X = AXB gives unit constraints.

Remark. Given a Tannaka dualA in T , it is not obvious, at first glance, how big
is the tensor categoryAM(T )A of A-A bimodules.

It turn out in Section 7 to be large enough to recover the initial tensor category
becauseT is realized as the tensor category ofB-B bimodules inAM(T )A with
the Tannaka dualB of the dual Hopf algebraA∗ being imbedded intoAM(T )A
(see Theorem 7.5).

Lemma 5.2. LetA be a finite-dimensional semisimple Hopf algebra withA the
tensor category of finite-dimensionalA-modules. Given an imbeddingF :A→ T
of A into a semisimple tensor categoryT , let A = ⊕

V F (V ) ⊗ V ∗ be the
associated object, where the direct sum is taken over all isomorphism classes
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of irreducibleA-modulesV . Then both ofAA and AA are irreducible asA-
modules.

Proof. Let

φ =
⊕
V

φV ∗ ∈
⊕
V

B(V ∗)= End(A)

belong to End(AA), i.e.,

F(U)⊗ A

1⊗φ
A ⊗U

φ⊗1

F(U)⊗ A A ⊗U
for anyU . The commutativity is then equivalent to⊕

V,W

F(W)⊗
[
W

U V

]
⊗ V ∗ ⊕

W

F(W)⊗W∗ ⊗U

⊕
V,W

F(W)⊗
[
W

U V

]
⊗ V ∗ ⊕

W

F(W)⊗W∗ ⊗U.

Removing theF(W) factor, we have[
V ∗
W∗U

]
⊗ V ∗

1⊗φ

W∗ ⊗U

1⊗φ[
V ∗
W∗U

]
⊗ V ∗ W∗ ⊗U

for anyU , V , andW , which means the equality

T φV ∗ = (φW∗ ⊗ 1U)T

for anyT :V ∗ →W∗ ⊗U .
If we takeV = C andU =W with T = δW , then the condition is reduced to

φC

∑
k

w∗
k ⊗wk =

∑
k

φW∗w∗
k ⊗wk,

which is equivalent toφCw
∗
k = φW∗w∗

k for anyk, i.e.,φW∗ = φC1W∗ for anyW .
Thus, it is proportional to the identity morphism 1A. ✷
Remark. The triangle identities are satisfied for perturbedA-A actions onA as
well. Particularly, whenT is a C∗-tensor category, the unitary constraints for the
choiceθ = {√d(V )1V ∗} of perturbation satisfy the triangle identity and hence
give rise to unit objects, i.e.,M(T ) is a C∗-bicategory.
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Finally we record here that, other than the perturbation for actions, there
remains somewhat trivial freedom for the choice of unit constraints: given a family
{ωA}A of non-zero scalars, the unit constraintslX :AA ⊗A XB → AXB and
rX :AX⊗B BB → AXB are modified by multiplyingωA andωB , respectively.

6. Rigidity

Let AXB be anA-B module inT and suppose thatX admits a dual object
X∗ with a rigidity pair εX :X ⊗ X∗ → I , δX : I → X∗ ⊗ X. On the image
of A in T , we have the natural choice of dual objects (and rigidity pairs),
which enables us to define rigidity pairs such asεF(V )X = εF(V )(1 ⊗ εX ⊗ 1),
δF(V )X = (1 ⊗ δF(V ) ⊗ 1)δX. Note here that the rigidity forF(V ) satisfies the
Frobenius duality and we can freely use the relation such asF(V )∗∗ = F(V )
while we should be more careful when the objectX is involved because there is
no privileged identification.

Our task here is to check the rigidity ofAXB. This being admitted, we can
show the semisimplicity ofM(T ) as follows: LetAYB be anA-B module. Since
A andB are rigid as objects inT , we have

End(AA ⊗ Y ⊗ BB)∼= Hom(Y,A ⊗ Y ⊗ B)∼=
⊕
V,W

End(Y )⊗L(V )⊗L(W)

(L indicating the algebra of linear operators) and hence End(AYB)= End(AA⊗A
Y ⊗B BB) is semisimple as a diagonal corner of the semisimple End(AA ⊗ Y ⊗
BB).

Now we return to the rigidity proof. By applying the operation of taking
transposed morphisms, we makeX∗ into a B-A module: the trivializing
isomorphismG(W)⊗X∗ ⊗F(V )→ V ⊗X∗ ⊗W is defined to be the transposed
morphism of the isomorphismφ :W∗ ⊗X ⊗ V ∗ → F(V ∗)⊗X ⊗G(W∗) with
respect to the duality pairingεF(V ∗)XG(W∗) (tensor product symbols being omitted
in the suffix):

(1VX∗W ⊗ εF(V ∗)XG(W∗))(1VX∗W ⊗ φ ⊗ 1G(W)X∗F(V ∗))

× (δW∗XV ∗ ⊗ 1G(W)X∗F(V ∗)).

Lemma 6.1. We have the commutative diagrams

X⊗X∗ ⊗ F(V )
ε⊗1

X⊗ V ⊗X∗

F(V ) F (V )⊗X⊗X∗,
1⊗ε
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G(W)⊗X∗ ⊗X X∗ ⊗W ⊗X

G(W)

1⊗δ

δ⊗1
X∗ ⊗X⊗G(W).

Proof. The composite morphismX ⊗X∗ ⊗ F(V )→ X ⊗ V ⊗X∗ → F(V )⊗
X⊗X∗ → F(V ) is given by

(1F(V )⊗ εX ⊗ εF(V ∗)X)
(
ϕ−1
V ⊗ 1X∗ ⊗ ϕ−1

V ∗
)
(1X ⊗ δXV ∗),

where the rigidity identity is used to get the expression

(1F(V )⊗ εF(V ∗)X)
(
1F(V ) ⊗ ϕ−1

V ∗ ⊗ 1
)(
ϕ−1
V ⊗ 1

)
(1X ⊗ δV ∗ ⊗ 1X∗F(V )).

Now we apply the associativity ofϕ, ϕV⊗V ∗ = (ϕV ⊗ 1)(1⊗ ϕV ∗), to obtain

(1F(V )⊗ εF(V ∗)X)(δF (V ∗) ⊗ 1XX∗F(V ))= εX ⊗ 1F(V ).

Similarly for the second diagram.✷
Corollary 6.2. The following diagrams commute:

X⊗X∗ X⊗ V ⊗ V ∗ ⊗X∗ F(V )⊗X⊗X∗ ⊗ V ∗

X⊗ V ∗ ⊗ V ⊗X∗ V ∗ ⊗X⊗X∗ ⊗ F(V ) V ∗ ⊗ F(V )= F(V )⊗ V ∗,

W∗ ⊗G(W)=G(W)⊗W∗ G(W)⊗X∗ ⊗X⊗W∗ X∗ ⊗W ⊗W∗ ⊗X

W∗ ⊗X∗ ⊗X⊗G(W) X∗ ⊗W∗ ⊗W ⊗X X∗ ⊗X.

Define the morphism

ε :X⊗X∗ → A =
⊕
V

F (V )⊗ V ∗

by the weighted summation of the above morphisms over[V ] with weight dimV .
Similarly we introduce the morphism

δ :B =
⊕
W

G(W)⊗W∗ →X∗ ⊗X

by taking the summation on[W ] without weights.

Lemma 6.3. The morphismε :X ⊗ X∗ → A is A-A linear, whereasδ :B →
X∗ ⊗X is B-B linear.
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Proof. Consider the commutativity of the diagram

F(U)⊗X⊗X∗ F(U)⊗ A

X⊗X∗ ⊗U A ⊗U.
The composite morphismF(U)⊗X⊗X∗ → F(U)⊗ A → A ⊗U is given by

F(U)⊗X⊗X∗ →
⊕
V

F (U)⊗X⊗ V ⊗ V ∗ ⊗X∗

→
⊕
V

F (U)⊗ F(V )⊗X⊗X∗ ⊗ V ∗

→
⊕
V

F (U)⊗ F(V )⊗ V ∗

→
⊕
V,W

F(W)⊗
[
W

U V

]
⊗ V ∗

→
⊕
W

F(W)⊗W∗ ⊗U.

By the naturality of the trivializationF(·)⊗ X→ X ⊗ (·), this composition
can be described by

F(U)⊗X⊗X∗ → X⊗U ⊗X∗

→
⊕
V

X⊗U ⊗ V ⊗ V ∗ ⊗X∗

→
⊕
V,W

X⊗W ⊗
[
W

U V

]
⊗ V ∗ ⊗X∗

→
⊕
W

X⊗W ⊗W∗ ⊗U ⊗X∗

→
⊕
W

F(W)⊗X⊗X∗ ⊗W∗ ⊗U

→
⊕
W

F(W)⊗W∗ ⊗U,

whence the problem is reduced to showing

U
⊕
V

U ⊗ V ⊗ V ∗

⊕
W

W ⊗W∗ ⊗U
⊕
V,W

W ⊗
[
W

U V

]
⊗ V ∗.
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The commutativity of the last diagram is then a routine work of Frobenius
transforms: Choosing bases{vj }, {wk} of V , W , respectively, and a basis{T } of
Hom(W,U ⊗ V ), the longer circuit is given by

u �→
∑
V,j

d(V )u⊗ vj ⊗ v∗
j

�→
∑
T ,W,k

d(V )
〈
(T wk)

∗, u⊗ vj
〉
Twk ⊗ v∗

j

�→
∑
d(V )

〈
w∗
k , T

∗(u⊗ vj )
〉
wk ⊗ T̃ v∗

j

=
∑
d(V )T ∗(u⊗ vj )⊗ T̃ v∗

j .

Here{(T wk)∗}W,T ,k denotes the dual basis associated to the basis{T wk}W,T ,k of
the vector spaceU ⊗ V .

By replacing the summation indicesT andT ∗ with their Frobenius transforms
S :U∗ ⊗ W → V and S∗ :V → U∗ ⊗ W (i.e., {S} and {S∗} denote bases
in Hom(U∗ ⊗ W,V ) and Hom(V ,U∗ ⊗ W), respectively, which are obtained
from {T } and {T ∗} by applying the natural isomorphisms Hom(W,U ⊗ V )→
Hom(U∗ ⊗ W,V ) and Hom(U ⊗ V,W) → Hom(V ,U∗ ⊗ W)), we have (use
S = t tS)∑

T ,V

d(V )
(
T ∗ ⊗ T̃ )

(1U ⊗ δV ∗)

=
∑
S,V

d(V )(εU ⊗ 1WW∗U)(1U ⊗ S∗S ⊗ 1W∗U)(1U ⊗ δW∗U)

= d(W)(εU ⊗ 1WW∗U)(1U ⊗ δW∗U)

= d(W)δW∗ ⊗ 1U ,

which is used to get∑
d(V )T ∗(u⊗ vj )⊗ T̃ v∗

j =
∑
W,k

d(W)wk ⊗w∗
k ⊗ u.

A bit of care is needed for the right action: the commutativity of the diagram

X⊗X∗ ⊗F(U) A ⊗F(U)

U ⊗X⊗X∗ U ⊗ A.

By using the previous lemma, the composite morphismX ⊗ X∗ ⊗ F(U) →
A ⊗F(U)→U ⊗ A is given by

X⊗X∗ ⊗ F(U) →
⊕
V

X⊗ V ∗ ⊗ V ⊗X∗ ⊗ F(U)
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→
⊕
V

V ∗ ⊗X⊗X∗ ⊗ F(V )⊗F(U)

→
⊕
V

V ∗ ⊗F(V )⊗ F(U)

→
⊕
V,W

V ∗ ⊗F(W)⊗
[
W

V U

]

→
⊕
W

U ⊗W∗ ⊗F(W).

By the naturality of trivialization, this is equal to

X⊗X∗ ⊗F(U) → X⊗U ⊗X∗

→
⊕
V

X⊗ V ∗ ⊗ V ⊗U ⊗X∗

→
⊕
V,W

X⊗ V ∗ ⊗W ⊗
[
W

V U

]
⊗X∗

→
⊕
W

X⊗U ⊗W∗ ⊗W ⊗X∗

→
⊕
W

U ⊗W∗ ⊗X⊗X∗ ⊗ F(W)

→
⊕
W

U ⊗W∗ ⊗F(W).

If we compare this with the other composite morphism

X⊗U ⊗X∗ →
⊕
W

X⊗U ⊗W∗ ⊗W ⊗X∗

→
⊕
W

U ⊗W∗ ⊗X⊗X∗ ⊗ F(W)

→
⊕
W

U ⊗W∗ ⊗F(W),

then the problem is reduced to the commutativity of

U
⊕
V

V ∗ ⊗ V ⊗U

⊕
W

U ⊗W∗ ⊗W
⊕
V,W

V ∗ ⊗W ⊗
[
W

V U

]
,

which is now easily checked as before.
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A similar computation works for theB-B linearity. For example, the commu-
tativity of

G(W)⊗ B G(W)⊗X∗ ⊗X

B ⊗W X∗ ⊗X⊗W
is reduced to that of

W ⊗ V ⊗ V ∗ ⊕
U

U ⊗
[
U

W V

]
⊗ V ∗

W
⊕
U

U ⊗U∗ ⊗W,

which holds if we define the morphismB →X∗ ⊗X without weights. ✷
Lemma 6.4. The morphismsε :X⊗X∗ → A andδ :B →X∗ ⊗X are supported
by eB andeA, respectively, i.e.,ε ◦ eB = ε andeA ◦ δ = δ.
Proof. We shall checkε ◦ eB = ε. By the commutativity of left and right actions
onX, we see that the composition

∑
k ε ◦ π(ŵkk) is given by

X⊗X∗ −−−−−→
⊕
V

X⊗ V ⊗ V ∗ ⊗X∗

−−−−−→
⊕
V

F (V )⊗X⊗X∗ ⊗ V ∗

−−−−−→
⊕
V

F (V )⊗X⊗G(W)∗ ⊗G(W)⊗X∗ ⊗ V ∗

−−−−−→
⊕
V

F (V )⊗W∗ ⊗X⊗X∗ ⊗W ⊗ V ∗

εX−−−−−→
⊕
V

F (V )⊗W∗ ⊗W ⊗ V ∗

∑
π(ŵkk)−−−−−→

⊕
V

F (V )⊗ V ∗.

From the definition ofG(W)⊗X∗ →X∗ ⊗W , the morphism

X⊗X∗ 1⊗δG(W)⊗1
X⊗G(W)∗ ⊗G(W)⊗X∗ W∗ ⊗X⊗X∗ ⊗W εW∗X

I

is equal tod(W)εX . Since
∑
k π(w̃kk) = d(W)(1 ⊗ εW∗ ⊗ 1), we obtain the

relation∑
k

ε ◦ π(ŵkk)= d(W)∗ε
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and henceε ◦ eB = ε by taking the summation over the set{[W ]}. ✷
We shall now compute

X
ω−1
B X⊗B B

1⊗δ
X⊗B X∗ ⊗A X

ε⊗1
A ⊗A X

ωA
X.

As ε, δ, and (λ,ρ) are supported byeA or eB, the problem is equivalent to
working with

X
ω−1
B
X⊗ B

1⊗δ
X⊗X∗ ⊗X ε⊗1

A ⊗X ωA
X.

From definition, the compositionX→X⊗ B →X⊗X∗ ⊗X is given by

X
weight−−−→

⊕
W

W∗ ⊗W ⊗X→
⊕
W

X⊗W∗ ⊗G(W)

−−−→
⊕
W

X⊗W∗ ⊗X∗ ⊗X⊗G(W)

−−−→
⊕
W

X⊗W∗ ⊗X∗ ⊗W ⊗X→X⊗X∗ ⊗X,

where weight= d(W)ω−1
B dim(B)−1. By Lemma 6.1, this is equivalent to

X
weight−−−→

⊕
W

W∗ ⊗W ⊗X→
⊕
W

W∗ ⊗X⊗G(W)

−−−→
⊕
W

W∗ ⊗X⊗G(W)⊗X∗ ⊗X

−−−→
⊕
W

W∗ ⊗X⊗X∗ ⊗W ⊗X→X⊗X∗ ⊗X.

Similarly, the compositionX⊗X∗ ⊗X→ A ⊗X→X is given by

XX∗X weight−−−→
⊕
V

XV ∗VX∗X→
⊕
V

XV ∗X∗F(V )X

−−−→
⊕
V

XV ∗X∗XV →XX∗X ε⊗1−→X

with weight= d(V )ωA.
Note here that by the commutativityT ⊗ V = V ⊗ T , the position of vector

spaces such asV can be freely moved left and right, which is pictorially reflected
in crossing lines (cf. Fig. 2).

Now, combining these two expressions and then applying the definition of the
trivialization isomorphismsG(W)⊗X∗ →X∗ ⊗W , V ⊗X∗ →X∗ ⊗F(V ), we
have the morphism
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Fig. 2.
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Fig. 3.

X → W∗WX→W∗XG(W)→W∗F(V )F (V )∗XG(W)
→ F(V )W∗XV ∗G(W)→ F(V )XG(W∗)V ∗G(W)
→ XVV ∗G(W)∗G(W)→X,

which is summed over[V ] and[W ] with the weightd(V )d(W)ωA/ωB dim(A)
multiplied (Fig. 2). By the commutativity of left and right actions, we can replace
the partF(V )∗WX→XV ∗G(W) with

WF(V ∗)X→WXV ∗ →XG(W)V ∗

to get the expression (Fig. 3)

X → F(V )W∗WF(V )∗X→ F(V )W∗WXV ∗ → F(V )W∗XG(W)V ∗

→ F(V )XG(W∗)G(W)V ∗ →XVG(W)∗G(W)V ∗ →X.

By the associativity of the right action onX, the last local morphism is reduced
to

X→ F(V )F (V )∗X→ F(V )XV ∗ →XVV ∗ →X

multiplied byd(W), which is further reduced tod(V )d(W)1X by the associativity
of the left action onX.
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In total, the morphismX → XX∗X → X in question amounts to the scalar
multiple of 1X by

∑
V,W

d(V )2d(W)2

dimB

ωA

ωB
= dim(A)

ωA

ωB
.

Similarly, we compute the composition

X∗ ω−1
B

B ⊗X∗ δ⊗1
X∗ ⊗X⊗X∗ 1⊗ε

X∗ ⊗ A
ωA

X∗

to find that it is a scalar multiple of 1X∗ by the same scalar.

Proposition 6.5. LetT be a rigid semisimple tensor category. Then the bicategory
M(T ) is rigid as well. More precisely, if the unit constraints are specified
by a function {ωA}A indexed by finite-dimensional Hopf algebras realized
inside T , then a rigidity pair for anA-B moduleX is given by(ε, cδ) with
c= dim(A)ωA/ωB , whereε andδ are defined above.

We now present results related to the notion of quantum dimension in tensor
categories. Although there are several equivalent formulations for (quantum)
dimension of objects in (rigid) tensor categories (see [1,4,28] for example, cf.
also [25]), we here use the one introduced in [40,43]: By an involution, we
shall mean a contravariant functor∗ from T into T itself (the operation on
morphisms being denoted bytf :Y ∗ → X∗ instead off ∗ here) with natural
families of isomorphisms{cX,Y :Y ∗ ⊗X∗ → (X⊗ Y )∗} (anticommutativity) and
{dX :X→ (X∗)∗} (duality) satisfying the commutativity of the diagrams

(X∗ ⊗ Y ∗)⊗Z∗ c⊗1

a

(Y ⊗X)∗ ⊗Z∗ c
(Z⊗ (Y ⊗X))∗

t a

X∗ × (Y ∗ ⊗Z∗)
1⊗c X∗ ⊗ (Z⊗ Y )∗ c ((Z⊗ Y )⊗X)∗,

X⊗ Y d⊗d

d

X∗∗ ⊗ Y ∗∗

c

(X⊗ Y )∗∗
t c
(Y ∗ ⊗X∗)∗,

and the equalitytdX = d−1
X∗ :X∗∗∗ → X∗. (The naturality meanst (f ⊗ g)

c∼
tg ⊗ tf andf

d∼ t ( tf ).) There is a coherence result on tensor categories with
involution (∗, t, c, d), which enables us to restrict ourselves to strict involutions
without losing generality [1,13].

A Frobenius duality in a tensor category then consists of a strict involution
(∗, t, c, d) and a family of morphisms{εX :X⊗X∗ → I }, which satisfies
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(i) εX⊗Y = εX(1X ⊗ εY ⊗ 1X∗),
(ii) εY (f ⊗ 1)= εX(1⊗ tf ) for f :X→ Y ,
(iii) the map Hom(X,Y ) � f �→ εY (f ⊗ 1) ∈ Hom(X ⊗ Y ∗, I ) being injective

and
(iv) εX(f ⊗ 1)t εX = εX∗(1 ⊗ f )tεX∗ for f ∈ End(X) (the operation of taking

dual objects being assumed to be strict here for simplicity, see [43] for
details).

If the tensor categoryT is furnished with a Frobenius duality{εX : X ⊗
X∗ → I }, it is natural to use the following normalization for the trivializing
isomorphisms of the unit objectA: Let the trivializing isomorphisms be chosen by
takingθ = {√d(V )1V ∗} as gauge in the remark after Lemma 3.2. The morphisms
ε :X⊗X∗ → A andδ :B →X∗ ⊗X are then changed into the ones associated to
the pairing

V ⊗ V ∗ � v⊗ v∗ �→ √
d(V )〈v, v∗〉

or its dualized copairing√
d(V )

∑
i

vi ⊗ v∗
i ∈ V ⊗ V ∗.

Proposition 6.6. Suppose that the semisimple tensor categoryT is furnished with
a Frobenius duality{εX} and let the unit constraintA ⊗X→ X be normalized
by the factorωA = |A|−1/2 for eachA with |A| = dimA. Then the renormalized
family {|A|−1/4|B|−1/4ε} gives a Frobenius duality in the bicategoryM(T ).

Corollary 6.7 (Dimension formula).For anA-B moduleAXB, its dimension is
calculated by

dim
(
AXB

) = dim(X)

|A|1/2|B|1/2 .

Heredim(X) denotes the dimension ofX as an object ofT .

7. Duality for orbifolds on tensor categories

LetH be an object in a rigid semisimple bicategory and assume thatH satisfies
the condition (referred to as the absorbing property in what follows)

H ⊗H ∗ ⊗H ∼=H ⊕ · · · ⊕H.
Given an objectH of this type, we can associate a Hopf algebraB so that

its Tannaka dualB is equivalent to the tensor category generated byH ∗ ⊗ H
[41, Appendix C]. More explicitly, we can construct a monoidal functorE, which
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assigns the finite-dimensional vector spaceE(X) to each objectX in (H ∗ ⊗H)n
with n a positive integer, whereE(X) is defined by

E(X)= Hom(H,H ⊗X)
and the multiplicativity isomorphismE(X)⊗E(Y )→E(X⊗ Y ) is given by

E(X)⊗E(Y ) � x ⊗ y �→ (x ⊗ 1Y )y ∈E(X⊗ Y ).

Example 7.1. Consider the Tannaka dualA of a finite-dimensional Hopf algebra
A realized in a semisimple tensor categoryT and letA be the associated unit
object forA-A modules.

Then, by forgetting the leftA-module structure, the rightA-moduleH = AA
satisfies the above condition as an object in an “off-diagonal piece” in the
bicategory(

T MA
AM AMA

)
.

In fact, we have

H ⊗A H
∗ = A =

⊕
V

V ∗ ⊗ F(V )

and therefore⊕
V

V ∗ ⊗F(V )⊗ AA ∼=
⊕
V

V ∗ ⊗ AA ⊗ V =
⊕
V

V ∗ ⊗ V ⊗ AA

is isomorphic to a direct sum ofH ’s.
Moreover we can identify the associated Hopf algebra withA: Given an object

V in A, the vector spaceE(F(V ))= Hom(H,F (V )⊗H) is naturally isomorphic
to V by the trivialization isomorphismF(V )⊗ H ∼= H ⊗ V and the simplicity
of HA. Moreover, we have the commutative diagram

V ⊗W V ⊗W

E(F(V ))⊗E(F(W)) E(F(V ⊗W))
and the monoidal functorE is naturally isomorphic to the identity functor inA.
Thus the associated Hopf algebra is naturally isomorphic toA, whereas the object
H ∗ ⊗H generates the tensor category monoidally equivalent to the Tannaka dual
of the dual Hopf algebraB = A∗.

Proposition 7.2. The construction of Hopf algebras from objects of absorbing
property is universal, i.e., any finite-dimensional semisimple Hopf algebra arises
this way.
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Returning to the initial case of this section, the obvious identification

H ⊗X→E(X)⊗H
can be interpreted as giving a right action ofB onH .

Consider the composite isomorphism

H ∗ ⊗H →
⊕
X

X⊗ Hom(X,H ∗ ⊗H)→
⊕
X

X⊗E(X∗)= B.

We shall show that this isomorphism isB-B linear, i.e., the commutativity of

X⊗H ∗ ⊗H ⊗ Y X⊗ B ⊗ Y

H ∗ ⊗E(X)⊗E(Y )⊗H E(Y )⊗ B ⊗E(X)
or equivalently, by applying the functor Hom(Z, ·) with Z a simple object, we
have the commutative diagram of vector spaces. For simplicity, lettingX = I (the
letterX will be used as a dummy index), the relevant isomorphisms are given by[

Z

H ∗HY

] ⊕
X

[
X

H ∗H

]
⊗

[
Z

XY

] ⊕
X

[
H

H X∗
]

⊗
[
X∗
Y Z∗

]

[
H

H Y

]
⊗

[
Z

H ∗H

] [
H

H Y

]
⊗

[
H

H Z∗
] [

H

HYZ∗
]
.

To check the commutativity, let us start with a vector

x ⊗ T ∈
[
H

H X∗
]

⊗
[
X∗
Y Z∗

]
.

The upper horizontal line is then described by

(̃x ⊗ 1)T̃ �→ x̃ ⊗ T̃ �→ x ⊗ T ,
while the right and the left vertical lines are presented byx ⊗ T �→ (1⊗ T )x and

(̃x ⊗ 1)T̃ �→
∑
j,k

〈
z∗k

(
1⊗ y∗

j

)
, (̃x ⊗ 1)T̃

〉
yj ⊗ zk

with {yj , y∗
j } and {zk, z∗k} in the duality relation (y∗

j yj = 1H and z∗kzk = 1Z
particularly). Finally, the bottom line is given by∑

j,k

cjkyj ⊗ zk �→
∑
j,k

cjkyj ⊗ z̃k �→
∑
j,k

cjk(yj ⊗ 1)̃zk.

To identify the last summation with(1⊗ T )x, we rewritecjk as follows:
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d(Z)cjk

= εZ
(
z∗k ⊗ 1

)(
1⊗ y∗

j ⊗ 1
)(̃
x ⊗ 1

)(
T̃ ⊗ 1

)
δZ∗

= εZ
(
z∗k ⊗ 1

)(
1⊗ y∗

j ⊗ 1
)
(1⊗ εX∗ ⊗ 1)

(
1⊗ x ⊗ T̃ ⊗ 1

)
(δH ⊗ δZ∗)

= εH ∗
(
1⊗ z̃∗k

)(
1⊗ y∗

j ⊗ 1
)
(1⊗ εX∗ ⊗ 1)

(
1⊗ x ⊗ T̃ ⊗ 1

)
(1⊗ δZ∗)δH ,

which yields the relation

d(Z)

d(H)
cjk1H = z̃∗k

(
y∗
j ⊗ 1

)
(1⊗ εX∗ ⊗ 1)

(
x ⊗ T̃ ⊗ 1

)
(1H ⊗ δZ∗).

Now this formula is used to get∑
k

cjkz̃k =
∑
k

cjkz̃k1H

=
∑
k

d(H)

d(Z)
z̃kz̃

∗
k

(
y∗
j ⊗ 1

)
(1⊗ εX∗ ⊗ 1)

(
x ⊗ T̃ ⊗ 1

)
(1H ⊗ δZ∗).

From the relation〈
z̃∗k z̃k

〉 = εZ(
z∗k ⊗ 1

)
(zk ⊗ 1)δZ∗ = d(Z),

we see that̃z∗k z̃k = d(Z)/d(H)1H and hence

(z̃k)
∗ = d(H)

d(Z)
z̃∗k .

Feeding this back into the above summation, we have∑
k

cjkz̃k = (
y∗
j ⊗ 1

)
(1⊗ εX∗ ⊗ 1)

(
x ⊗ T̃ ⊗ 1

)
(1H ⊗ δZ∗)

and then∑
j,k

cjk(yj ⊗ 1)z̃k =
∑
j

(
yjy

∗
j ⊗ 1

)
(1⊗ εX∗ ⊗ 1)

(
x ⊗ T̃ ⊗ 1

)
(1H ⊗ δZ∗)

= (1⊗ εX∗ ⊗ 1)
(
x ⊗ T̃ ⊗ 1

)
(1H ⊗ δZ∗)

= (1⊗ T )x.

Lemma 7.3. We have

BH
∗ ⊗HB ∼= BBB, H ⊗B H

∗ ∼= I.

Proof. We have just checked the former relation. By Frobenius reciprocity (see
[16] for example), this implies

dimEnd(H ⊗B H
∗) = dimHom(HB,H ⊗B H

∗ ⊗HB)

= dimEnd(BH
∗ ⊗HB)= 1
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and henceH ⊗B H ∗ = I by semisimplicity. ✷
Since bimodules with the similar property are referred to as imprimitivity

bimodules in connection with Mackey’s imprimitivity theorem on induced
representations [10,30], we call an objectM in a rigid bicategory animprimitivity
objectif both ofM⊗M∗ andM∗ ⊗M are isomorphic to unit objects. In a tensor
category, this is nothing but saying thatM is an invertible object.

The following observation, though obvious, is the essence of duality for
orbifold constructions.

Lemma 7.4. Let(
T M
M∗ S

)
be a rigid semisimple bicategory andM be an imprimitivity object inM.

Then two tensor categoriesS andT are equivalent. More precisely,

X �→M ⊗X⊗M∗, Y �→M∗ ⊗ Y ⊗M
gives the monoidal equivalence betweenS andT .

Given a monoidal imbeddingF :A → T of the Tannaka dualA of a
finite-dimensional semisimple Hopf algebraA into a rigid semisimple tensor
categoryT , letH = AA be an off-diagonal object in the bicategory(

T MA
AM AMA

)
.

HereMA denotes the category of rightA-modules inT and similarly for others.
ThenH meets the absorbing property and the tensor subcategory ofAMA

generated byH ∗⊗H = AA⊗AA is isomorphic to the Tannaka dualB of the dual
Hopf algebra ofA. LetG :B → AMA be the accompanied monoidal imbedding.
Recall here that the Tannaka dualA of A is the one associated toH ⊗H ∗ as seen
in the above example.

Thus we can talk aboutB-modules inM: Let MB (respectivelyBM) be the
category of right (respectively left)B-modules inMA (respectivelyAM) and
BMB be the category ofB-B bimodules inAMA. Then these, together with the
starting tensor categoryT , form a bicategory(

T MB
BM BMB

)
.

Thanks to the previous discussions, the objectH = AA in MA admits a structure
of right B-module, which gives rise to an imprimitivity objectMB in MB. Then
the above lemma shows that the tensor categoryBMB is isomorphic to the
original tensor category.
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To extract the meaning of this, we first introduce the notationT �F A for the
tensor categoryAMA, which is interpreted as the crossed product ofT by F .
Then the monoidal imbeddingG :B → T �F A describes the dual symmetry in
T �F A and we can construct the second crossed product(T �F A)�G B.

Theorem 7.5. With the notation described above, we have the duality for
crossed products: the second crossed product tensor category(T �F A) �G B
is monoidally equivalent to the original tensor categoryT in a canonical way.
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