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The transition probabilities for the queueing model where potential customers are 
discouraged by queue length can be determined by orthogonal polynomials whose 
orthogonality relations have been found recently by E. A. van Doom. Certain 
features of these polynomials are suggestive of the random walk polynomials studied 
by Karlin and McGregor. In this paper, we will study a class of orthogonal 
polynomials which includes the above random walk polynomials as well as the 
"duals" of the polynomials studied by van Doom. The latter will yield a generaliza- 
tion of the van Doom polynomials. Orthogonality relations will be obtained for 
these polynomials and the recurrence formulas in birth and death process form will 
be noted. 

]. INTRODUCTION 

A n u m b e r  of authors have studied the bir th  and death process for a 
queueing model  where potent ia l  customers are discouraged by queue length 
(e.g., Natvig [13]). Recently, van Doorn  [19] has explicitly found  the 

or thogonal i ty  relations for the or thogonal  polynomials  which determine the 
t ransi t ion probabil i t ies  for this process. Van Doorn  did not  determine 

the j u m p  of the spectral funct ion at the single l imit poin t  of the spectrum 
but  he conjectured that it is 0. This will be confirmed in Section 4. These 
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orthogonal polynomials are defined by the recurrence relation 

- x Q , ( x )  = t t , Q , _ l ( x )  - (X,  + b t , )Qn(x)  + X , Q , + , ( x ) ,  n >_ O, 

Q _ , ( x )  = O, Qo(x )  = 1, (1.1) 

where, for the above process 

h . =  n>~O ~o = O,g~ = / ~ , n  >~ 1, 
n + l '  

with h > 0, ~t > 0. (1.2) 

van Doorn uses the theory and methods developed by Karlin and 
McGregor [10, 11] for their study of birth and death processes based upon 
(1.1). 

In addition to their obvious importance for this application, these poly- 
nomials are of some interest as orthogonal polynomials per se. Their 
spectrum is a denumerable set with the single limit point ~t. This fact is 
predicted by Krein's theorem (see [8, p. 117]) and there are a number of 
other examples with this property. But this is the first we have seen with 
infinitely many spectral points on both sides of the limit point which is not 
also symmetric with respect to the limit point and both the spectrum and 
the distribution function can be computed explicitly. The spectrum of the 
other known examples coincide with the zeros of certain transcendental 
functions, see-Ismail [9] and A1-Salam and Ismail [2]. 

More significantly, these polynomials bear some resemblance to the 
orthogonal polynomials obtained by Karlin and McGregor [12] as the 
random walk polynomials associated with the queueing process with in- 
finitely many servers. These polynomials were independently and simulta- 
neously discovered by Carlitz [6]_ This resemblance, which is most strikingly 
exhibited by their generating functions, suggests both sets might belong to a 
more general family of orthogonal polynomials. 

In this paper, we will obtain a generating function for a family of 
orthogonal polynomials which will include the above random walk poly- 
nomials and the kernel polynomials of the queueing process polynomials 
studied by van Doom. We will explicitly determine the orthogonality 
relation for this generalization and, to a certain extent, for the associated 
polynomials. Finally we will obtain a related class of orthogonal polynomi- 
als which satisfy a birth and death process recurrence relation (1.1) which 
generalizes (1.2). The orthogonality relations for the latter will also be 
obtained. Basic analogues of the polynomials contained in the present paper 
are under investigation [3]. They generalize the U,](x)'s of A1-Salam and 
Carlitz [1], the q-random walk polynomials of Askey and Ismail [4] and the 
polynomials in [2]. 
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2. GENERALIZATION OF THE KERNEL POLYNOMIALS OF (Q,(x)) 

We first consider the monic form of the polynomials defined by (1.1), 
(1.2): 

O,,(x) = ( - ) t ) " ( n ! ) - ' Q , ( x ) .  (2.1) 

Recurrence relation (1.1), (1.2) then yields 

)] 0°+ , (~ )  = x -  ~ + .  O. . (x ) -  x~0on l(X), n >~ l. 

(~0(x) = 1, (~l(X) -- x - ~. (2.2) 

The fact that 01(x) cannot be obtained from (2.2) by taking n -- 0 (with 
0 -  l(x) = 0) suggests it might be simpler to study the corresponding kernel 
polynomials K,(x).  These are the polynomials whose distribution function 
(measure) is x times the distribution function (measure) for (Q,(x)). The 
latter satisfy the recurrence relation 

)1 " K.+1(x ) = x -  ~ + l ~ K . ( x )  n + 1K" l(X), n >~ 0, 

K_l(X ) = O, Ko(x ) = 1, (2.3) 

and are related to the 0n(x)  by 

x (x), ~X. , (x)  = 0 . ( x )  + 7 7 ~ 0 . _ 1  

Q,(x)  = K , ( x )  +/zK,_l (X ) (2.4) 

(see [8, pp. 45, 46]). In the notation of Karlin and McGregor [10, Lemma 3], 
K,(x )  is the monic form of the polynomials H,+ l (x ) / x  which are associ- 
ated with the dual process when the original birth and death process has a 
reflecting barrier at 0. 

If we next set 

~k - n / 2  I / 2  Ky(x)  = ( ~ )  K.((X~) x + ~) 

we obtain the recurrence 

(2.5) 

where 7 = (~k /~ )  1/2- Thus we see that there is just one essential parameter 
for these polynomials. A similar transformation applied to O_,,,(x) will result 
in two essential parameters remaining in 01(x). 

K~+l(x ) = [x n +  l Y  ] K : ( x )  n +  11 K ~ , ( x ) ,  (2.6) 
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From the recurrence relation (2.6), we can routinely derive the generating 
function 

n = 0  

The latter is reminiscent of the generating function 

(2 _7) 

eW/X(1 xw) ~0-~)/~ ~ w" 
- - - a  = ~"(x' a) n r  ' ( 2 . 8 )  

n = 0  

where the r,(x, a) are the random walk polynomials obtained by Karlin and 
McGregor [12, p. 117] (see also Carlitz [6]). The monic form of these 
polynomials 

a n 

Rn(x ) - R~(x, a) = (~Tr,(x,  a) (2.9) 

satisfy 

an 1) R,_,(x).  (2.10) R . + , ( x )  = x R . ( x )  - ( ,  + a ) ( ,  + a - 

N o t e  that when a = 1, (2.10) reduces to (2.6) for 3' = 0_ 
Comparison of (2.7) and (2.8) suggests consideration of the generating 

function 

• ( x , w ) =  e~/X(1 - x w )  -/¢x'= ~ P,(x)w", (2.11) 
n = 0  

where f ( x )  = (ax 2 + bx + c)/x 2 and the parameters must be restricted so 
that P,(x) is a polynomial of degree n. We note that there is no essential 
gain in considering the more general appearing function 

r(x, w) = e°~/*(1 - ~w)  ~(~)= ~ F.(~)w" 
n = 0 

since the substitutions 

X -'+ ( O ~ / f l ) l / 2 X ,  W -'-> ( ~ / ~ ) - l / 2 w  

transform F(x, w) into (2.11). 
Expanding the left side of (2_11) with the aid of the Cauchy product 

produces the formula 

Pn(x)= E - f ( x )  x 2. "(-1)* 
k=0 k 77  -- k)~ (2.12) 
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Since  

where  

- f ( x ) )  = ( -  1 ) k ( f ( x ) ) k  

k k[ 

(a)o = 1, (a) ,+,  = ( a ) , ( a  + n), n >1 O, 

we o b t a i n  the  explici t  f o rmu l a  

X n n gt 

where  

, ~ k ( x ) ,  

7ro(x ) = 1, 7 r , ( x ) =  I-[ [ (a  + u -  1)x 2 + bx + c], 
1 ) = 1  

(2.13) 

( 2 . 1 4 )  

k > 0 _  

so we m u s t  take  c = - 1. I t  is also easy to verify tha t  

k = 0  

so that ,  in  par t i cu la r ,  

n 

k = O  

Pl (x )  = ax + b. 

a n d  

However ,  it  is n o t  at all clear tha t  P,(x)  will reduce  to a p o l y n o m i a l  for 
n > 1. Therefore ,  we r e t u r n  to (2.11) a n d  f ind  that,  w h e n  c = - I, 

(1 - ~ w ) T w -  w - ( ~  + b - w ) e  = O, (2 .15 )  

e ~ ( ~ , o )  = 1. 

n 

k ,~k(0)  = (1 + c )  n = 0 
= 0  

A necessary  and  suf f ic ien t  c o n d i t i o n  for the coeff ic ient  of x - n in  the r ight  
side of (2.13) to v a n i s h  is 
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This yields the recurrence formula 

(n + 1)P,+l(x  ) = [(n + a ) x  + b ] P n ( x  ) - P n _ , ( x ) ,  n > O, 

Po(X)  = 1, P , ( x )  = ax + b. (2.16) 

This shows that Pn(x) is indeed a polynomial of degree n if and only if 
C ~ - - 1 .  

Thus the only polynomial sequences (Pn(x) )  having a generating function 
of the form (2.12) are, essentially, the orthogonal polynomial sequences 
defined by (2.16). It is, of course, easy to verify that, conversely, the 
polynomials defined by (2.16) do satisfy (2.11) with c = - 1. 

Now writing 

P ~ ( x ) = P n ( x ; a , b ) ,  

we note the special cases (of (2.3), (2.10)) 

K , ( x )  = ( X I ~ ) - ' / 2 P , ( ( X l a ) - ' / 2 ( x  - ~t); 1 , -  (X//z) ' /z),  (2.17) 

r,(  x ,  a)  = a - " / 2 n [ P , (  xa -1 /2 ;  a, O)_ (2.18) 

In terms of the corresponding monic polynomials 

n! 
P , (x ;  a, b) = ( - ~ P , ( x ;  a, b), (2.19) 

the recurrence relation reads 

[ ~ + , ( x )  = x +  n +-----'ab ( x )  - (n  + a ) ( n  + a - 1)/5" l ( X )  - 

(2.20) 

We see that we will have orthogonality with respect to a positive measure if 
and only if b is real and a > 0. Krein's theorem [8, p. 117] shows that the 
spectrum is a denumerable set with 0 as its only limit point. 

3. THE MEASURE FOR (P , , (x ) )  

We next determine the orthogonality measure dO for the P,,(x). We first 
introduce the corresponding polynomials of the second kind. These are the 
polynomials Nk(x  ) that satisfy the recurrence relation (2.16) for n >/ 1 but 
with the initial conditions 

N 0 ( x )  = 0 ,  = a .  ( 3 . 1 )  
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Let 

,I,(x, w) = Z N,(x)w". 
n ~ 0  

Again using the recurrence relation (2.16) and taking (3.1) into account, 
find 

O ~  _ (ax  (1 - xw )'-ff~ w + b - w ) ~  = a, 

~,(~, o) = o. 

w e  

The asymptotic behavior of P, ( z )  for z ~ 0 can also be determined by 
applying Darboux' method to the generating function (2.11). Indeed using 
the comparison function 

h ( w )  = exp(1/z2)(1 - zw) -/(~) exp(1/z2)~.~ ( f ( z ) ) " w "  
= , -n-l. 

0 

R e ( / ( z ) )  > O. 

(3.3) 

This yields 

~ ( x ,  w)e-~/x(1 - xw)~x~ = ,,£We-~/~(1 - xu) j~x~-' du, 

where, as before, f ( x )  = (ax 2 + bx - 1 ) /x  2. Thus 

x t ' ( x ,w)  = adP(x,W)foWe-'/"~(1 - x u ) f f x ) - ' d u  (3.2) 

and this is valid for Iwl < [x -1 I. We will be interested in (3.2) in the complex 
plane off the real axis. 

For complex x such that R e ( f  (x)) > 0, the integral in (3.2) exists as 
w ---, 1/x .  Rewriting (3.2) in the form 

f0 S~(z )w"= a eo(~)w" e-U/z(1- zu)J~z~-lau 
n = 0  n = 0  

and applying Darboux' method [14, pp. 309-310] with the comparison 
function 

g ( w )  = a ~ P , , ( z ) w " ~ l / ~ e - U / ~ ( 1 -  zu)/ 'z3-1 du, 
n = 0  "0  

we obtain the asymptotic formula 

N , ( z )  = aP , ( z )  g ' /Ze  ~/=(1 - zu) / ( z ) - '  du, 
ao 
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we obtain 

P,(z) = e x p ( 1 / z  2) ( f ( z ) ) ,  = exp(1/z2 ) F ( n  + f ( z ) )  (3.4) 
n! r ( f ( z ) )r (n  + 1) '  

since ( o ) ,  = P(o  + n ) / F ( o ) .  We now apply 

r (n  + a ) / r ( n  + b) = n ~-b, asn  ~ + o c ,  

which follows from Stirling's formula, Rainville [16, p. 31], to express (3.4) 
in the form 

P,(z) = exp(1/z2)n/(Z)- l /F( f (z) ) ,  z ~ O, f ( z )  ~ O , -  1 , - 2  . . . . .  

(3.5) 

For  completeness we shall derive asymptotic  formulas for P,(z) when 
f ( z )  = 0, - 1, 2 . . . .  or z = 0 at the end of this section. 

Consider  next  the ~-fraction corresponding to the recurrence relation 
(2.16): 

a ] 1 [ 2 ] 3 I 
X ( Z ) = l a z + b  f (a+ 1 ) z + b - - [ ( a + 2 ) z + b - - l ( a + 3 ) z + b - - " "  

(3.6) 

We have 

X(Z) = lim N,(z)  ,~o~ P~(z) '  I m ( z )  :~ 0. 

It follows f rom (3.3) that 

X(z )  = a fo'/Ze -"/z(1 - zu) f(z)-' du. 

Using the formula [16, p. 126], 

fo leSt,~-'(1 - t) t~-a 'at = rf~)rfe - ~) 
r(•) 

Re(f l )  > Re(a )  > O, we obtain 

ar(f(z))  ,F~(1;1 +f (z ) - -z  
X(Z) = zF(1 + f ( z ) )  

,F,(~; B; s), 

- z ) .  (3.7) 
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This gives us the expansion 

x(~ )  = -~ E ( - ~ ) - *  
z * = 0  ( a  + b z  -1  - z - 2 ) , + ~  ' 

Re(a + bz - t  - z -2)  > 0. 

(3.s) 

Both sides of (3.8) are well defined for nonreal z since the equations 

a + bz -1 - z -2 = - n ,  n = 0, 1,2 . . . . .  (3.9) 

have only real solutions. Thus analytic continuation establishes the validity 
of (3.8) for all nonreal z. 

For the roots of (3.9), we write 

Tin = 

- b  + [b 2 + 4(n + a)] '/2 

2(n + a) 

(3.10) 

- b -  [b 2 + 4(n + a)]  ' /2 

~" = 2(n + a) 

We note that (~ < 0 and ( ~ )  is strictly increasing while 7, > 0 and (7,) is 
strictly decreasing. Thus X ( Z )  has simple poles at ~, and 7, and an essential 
singularity at 0. Markoff's theorem [18, p. 57] implies that X ( z )  is the 
Stieltjes transform f~_o~(z - t ) - l d O ( t )  of the distribution function 0. De- 
note the residue of X ( z )  at t by ~(t). Then 

a~'.- 2, e x p ( -  ~ -  2), (3.11) }(~°) = (~ + , , )~(~.  - 7°) 

a71"-2° e x p ( - 7 ; 2 ) .  (3.12) ~ ( 7 . )  - ( .  + a ) . ! ( 7 .  - ~°) 

The two formulas (3.11) and (3.12) can be combined into a single simpler 
formula (see 5.7)). These give the jumps of the spectral function 0 at the 
spectral points ~, and 7, so there remains only the question of the behavior 
of 0 at the remaining spectral point 0. 

Again referring to (2.16), we note that 

(n + a)P,+,(0) = bP, (O)  - P ,  , ( 0 ) .  

Writing f,, = 2"/2n !P,(O), this becomes 

f~+l = 21/2bf,  - 2 n f , - 1 ,  n > O. 

Since f0 = 1, f l  = bf~,  this shows that 

jo : H o ( b / ~ ) ,  
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where H,(x)  denotes the nth Hermite polynomial. Therefore 

P.(0;  a, b) = 2-"/2(n!)- 'H,,(b/~/2)_ (3.13) 

In terms of the corresponding orthonormal polynomials 

1/2 p.(x;  a, b) = [a- l (n  + a)n!] P.(x; a, b) (3.14) 

we can write 

p~(0; a, b) 
(n + a) + ' 

a 2~n ! 

(3.15) 

where h~(x) is the orthonormal Hermite polynomial. 
From the problem of moments [17, pp. 45, 46], it is known that the jump 

of 0 at 0 will be 

--I  

n = O  

Since the Hamburger moment problem associated with the Hermite poly- 
nomials is determined, and the corresponding solution is everywhere con- 
tinuous, we have 

= 

n = 0  

We conclude from (3.15) and the above relationship that 0 is continuous at 
0 because E0O~p~2 (0,' a, b) diverges, hence p(0) is zero. In particular, taking 
a = 1, this verifies van Doorn's conjecture that for the polynomials in 
(1.1)-(1.2), there is no jump at 0. 

The P~(x; a, b) are thus orthogonal with respect to the measure dO(x), 
where O(x) = O(x; a, b) has the jumps (3.11), (3.12) at the spectral points ~,t 
and % and is continuous at 0. This measure has total mass 1 since (3.6) 
shows that 

X(Z) = ! + 0 ( z - 2 )  (z -~ oo). 
Z 

The precise orthogonality relation will be given in our summary of 
Section 5; see (5.5). For now we make the observation that the fact that dO 
has total mass 1 yields the strange looking formula 

a { ~-  2 " e x p ( - ~ -  z) ~ 2nexp(-%-2)  } + 

(n + a)n! 1 --- ~-----~ i ~~ /~-~  
1. (3.16) 

n ~ O  
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W h e n b ~ 0 , ~ , ~  - ( n + a )  - 1 / 2 , % ~ ( n + a )  1/2 so (3.16) reduces to 

a n! 
n=O 

e - n  a = 1, 

which is a special case of Euler 's formula  

(/1 ~- ~ ) n - - I  
a ( z e - Z )  " = e '~. (3.17) 

n! 
n = 0  

The full or thogonal i ty  relation in this limiting case is equivalent  to Euler 's  
formula  (3.17), Carlitz [6]. 

N o w  we shall discuss briefly the asymptot ics  of  Pn(z)  when f ( z ) =  

0, - 1 , . . .  or z = 0. We have proved already that  the solutions o f f ( z )  = - m  
are ~m and ~m. Therefore  

rain(m, n ) ( - 1 )  k 

As n ~ oo, the dominan t  te rm in (3.18) is the term when k = m. This 
implies 

__ 1", n'l 2m n 
1) X m 

e ' ( x m )  = ( n - m ) !  ' X,, = ~m Or71m, 

which establishes the asymptot ic  relationship, [1 6, p. 3 l] 

P,,(xm) = 2v~n"- '~+' /2e-"x2"-", ,~ , xm = ~m °r~m" (3.19) 

Remark.  It  is possible to show by asymptot ic  arguments  based on the 
E0 p ,  (0, a, Bi rkhoff -Tr j i tz insky  theory of difference equations,  [5], that  ~ 2 b) 

= oo without  reference to Hermi te  polynomials .  

4. B I R T H  A N D  D E A T H  PROCESS R E C U R R E N C E  R E L A T I O N S  

Since P , ( x ;  a, b) reduces to the polynomials  of (2.3) when a = 1, it is 
natural  to look for a generalization of (1.1)-(1.2) for which the P, (x ;  a, b) 
are, after a suitable translation, the kernel polynomials .  Guided  by  the 
formula  (2.1 7), we define 

G,,(x; a, X, t z) - (A# ) " /2n !  x - /z ) (a)~ P.(----~# ; a , b  , (4.1) 
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w h e r e ) t >  0 , / ~ > 0 ,  a >  0 a n d  

b =  - [ X -  ( a -  l )~ ] /X iX~ .  (4.2) 

For these polynomials, we have the recurrence relation 

h/In 
- (n + a ) ( n  + a - 1 ) C . _ , ( x ) ,  

G , ( x )  = O, Go(x ) = 1. (4.3) 

It can now be verified that if we set l% = 0 and 

X /z(n + 1) 
)k n + a '  /~,+l = n + a 

then 

n >i 0, (4.4) 

A n d- / £ n + l  ~ ~ "3V 
X -  ( a -  1)p~ 

n + a  

h#n 
~'"t~" (n + a ) ( n  + a - 1) '  n >~ I. 

(Note that X,_~ > 0, #. > 0 for n >~ 1.) 
It now follows that the G,(x )  are the kernel polynomials for the poly- 

nomials F,,(x; a, X,/~) which are defined by the recurrence formula 

F . + , ( ~ )  = [~  - (X°  + . ° ) ] F . ( x )  - X . _ , . . r . _ I ( ~ ) ,  . >~ O, 

F_ , (x )  = O, Fo(x ) = 1. ( 4 . 5 )  

(See [8, pp. 45-47], where the notation is 

'Y2n = ~kn - 1 '  ~ 2 n +  1 = ~%n' /l >j  1.) 

It is now readily verified that the polynomials 

Q , ( x ;  a, X, I~) = ( - X ) - " ( a ) , F , ( x ;  a, X,/~) (4.6) 

satisfy the birth and death process recurrence relation (1.1) with X, and g,  
now given by (4.4). Also, it is routinely verified that the polynomials 

S n +l ( x ;  a, ~,, ~) = ( _ 1 )  n+l~% nx n! (a)°a , (x;  a, X, , )  (4.7) 
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satisfy the birth and death process recurrence relation which is the dual of 
(1.1) (see (5.14)). 

Assuming that the measure d' l ' (x;  a, ?,, #) with respect to which the 
Q, (x ;  a, 2~, ~) are orthogonal has been normalized to have total mass 1, the 
corresponding orthonormal polynomials are 

1/2  ,.-. / 
q~(x;  a, X, ~1 = ( X / # ) " / 2 ( n ! )  - ~g~tx; a, X,/I).  (4.8) 

The polynomials defined by (4,5) are not the only orthogonal polynomials 
whose kernel polynomials are the G,,(x; a, X, ~), of course. For each H >/0 
there is a unique monic orthogonal polynomial sequence whose spectral 
function 'I" has jump H at 0 and such that x d q ' ( x )  is a constant multiple of 
dO(x - ~ ) / X / r ~ .  However, since the Qn(x; 1, X, ~) are the polynomials of 
(1.1)-(1.2), (4.5) is clearly the appropriate choice here. It is also the only 
case where we can calculate the coefficients in the recurrence formula 
explicitly. For more information concerning the other related polynomials, 
see [7, Sect. 3]. 

The spectrum for (Q~(x; a, X,/~)) consists of 0,/~, and the points 

o k =/~ + (x#)l/Z~k , "r, = I~ + (X#) ' /Z~k ,  k = O, 1,2 . . . . .  

(4.9) 

where ~k and 7/k are given by (3.8) with b given by (4,2). Let d q ' ( x ) =  
d 'P(x;  a, X,/z) denote the corresponding measure normalized to have total 
mass 1. Then q" has a jump H(0) > 0 at 0, is continuous at t~, and has jumps 
C~(~k)/O k and C~(71k)/'rk at o h and ~'k, respectively. The constant c is 
determined by 

 lo +c5 + = 1. 
k = 0 Ok 'Tk 

To calculate H(0), we note that Q~(0) = 1. Hence by (4.8), 

Therefore 

- 1  

n = O  

Next observe that XoQl(x ) = - x  + X o (X = Xo) and that for x > 0 

xa (x)=cd0(t), t (x#)- ' /2(= 
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Thus 

hence, 
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f 
o o  

0 = 2t0Ql(x ) d ~ ( x )  = - c  + 2to, 
--eXD 

c = X / a .  

The spectral function is thus completely determined and the orthogonality 
relation for the Q,(x; a, X,/~) is easily written (see (5.17)). 

Finally, we mention that (4.10) and (4.11) lead to another strange looking 
formula: 

E ~(~k) ~ (~/k) -x / r ) .  (4.12) k=0 ~ +  X ~ ( k  + = ( l - e  

When b = 0 (X/~ = a - 1), this also reduces to a special case of Euler's 
formula (3.17)_ 

5. FORMULAS FOR Pn(x,'a, b) AND Qn(x; a, X, It) 

We summarize the properties of the two systems of orthogonal polynomi- 
als by listing the principal formulas derived above as well as some others 
that can be routinely obtained from them. Note that there is a lack of 
parallelism in the standardizations of P,(x)  and Q,,(x). The former has its 
spectral limit point at 0 while the latter has the corresponding point at/~. 

P . ( x )  = P. (x;  a, b) (a > O, b real) (A) 

Recurrence Relation 

(n + 1)P,,+i(x) = [(n + a ) x +  Q P o ( x ) - P ,  l (x) ,  n >~ 0. 

(5.1) 

The recurrence relation for the monic polynomials (2.19) is given by (2,20). 
For the corresponding birth and death process form, see (5.14). 

Generating Function 

e"'/x(1 - xw) ' : -~x - ° ; - ' / ;  = ~ p~(x)w".  (5.2) 
#l=O 
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Explicit Formulas 

;7 -'A(') P . ( x ) =  = k 

where % ( x )  1, ~rk(x ) k - 1 = = VI~= o [ ( a  + p ) x  2 + bx  - 11, 

P,(x)  = n!x "2ro( -n ,a  + bx ' 

k > ~ l ,  

(5.3) 

- -  X 2 ,  . . . .  , X 2 ) .  ( 5 . 4 )  

Orthogonality Relation 

a~m. 
~'~ [P"(~k)P'(~)~(~k)  + P " ( ~ k ) P " ( ~ k ) ~ ( 7 / k ) ]  = (n + a)n! '  

k=O 

(5.5) 

where 

~k 

- b -  [b 2 + 4 (k  + a)] '/2 

2(k  + a)  

- b  + [b 2 + 4 (k  + a)]  1/2 
~k = 2 (k  + a)  , k = O, 1 , 2 , . . . ,  (5.6) 

a(k + a ) ~  2k 

~ ( f k )  = [(-~ + a ) 5 +  1 ~  exp( - - fk -2 ) ,  (5.7) 

where ~'k = ~k or ~'~ = ~Tk 

• rain(k, n) 

P = O  

Relations with Other Polynomials 

XPn(()~)-I/2(X -- ~);  a, b) 

= ( - 1 ) " + ' A ( ) t / / ~ ) " / 2 [ Q , + , ( x ; a , ) ~  # ) -  Q , ( x ;a ,a , / l ) ]  
n + a  ' , 

(5.9) 

where b = - [)t - (a  - 1 ) / ~ ] / ~ ,  

P,(a l/2x; a,O) = a ' /Z(n! ) - ' r , (x ,a ) ,  (5.10) 
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where r ,(x,  a)  is the r andom walk polynomial  of (2.8). 

P . ( 0 ; a , b ) =  2 " / 2 ( n ! ) - l H . ( 2  '/2b). (5.11) 

where H . ( x )  is the Hermite polynomial.  

~ Q . ( x )  = Q . ( x ;  a, X, t~) (a > O, X > O, I~ > O) (B) 

Recurrence Relation 

- x Q n ( x  ) =  lz Q. , ( x ) -  ( X . + l z . ) Q ~ ( x ) + X . Q n + , ( x ) ,  

where 

n > ~ 0 ,  

(5.12) 

x , , =  ~ • , ( n + l )  n>~0 .  (5.13) n + a '  / t ° - -  0 .~ .+1  -- n + a ' 

Dual Recurrence Relation 

- x H , , + , ( x )  = X ° H . ( ~ )  - (X.  + .n+,)H.+,(~) + . .+ ,H.+2(x) ,  
(5.14) 

where Ho(x ) = O, Hi (x )  = - x  and 

H,,+,(x) = 11.+ (x ;  a, X,/~) = ( -  1 )"+ l (X/ /z )" /2  
' ( a ) .  

b = - [ x -  ( a -  1 ) ~ ] / X ~ .  

x - ,  ) 
x P , ( - - "  a ,b  

(5.15) 

Generating Function 

n = 0  

where g(x)  = (a(x - I~) 2 - [X - (a  - 1)~](x - /~) - Xt~}(x - t~)- 2. 

Orthogonality Relation 

t') (13~o (o~ 
a 

k = O  
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where }(~) is given by (5.7) and 

o h = ~ + ( X # ) ~ / 2 Q  

X - ( a -  1) /~-  ( [ X ( a -  1)~] 2 + 4(K + a)X/~) 1/2 
= / ~ +  

2(k + a) 

~k = ~ + ( X ~ ) ~ / Z ~ k  

X - (a - 1)~ + ( [X(a  - 1)/~] 2 + 4(K + a)X~) '/2 
= # +  

2(k + a) 

(5.1S) 

( - 1 ) " (  .... min(k,m ' 2~ 
= \ ~ ) " ' "  22 ( n ) ( k ~ ) ( - 1 )  Ok [1 + (n-k)( l l /~)] /2] ,  Q,(Pk) 

(5.19) 

where ok = oh or Ok = ~ k  

Relat ions  with Other Polynomials 
(a-  1/2 

Q.(/~; a, X /l) 1) l~H.(2- ' /2b) - (~)  H.+l(2-'/2b) , -~ 

,o . . , ( ° +  , ) / ~  . .  ((~/2,)'/~) Q,(/~; 1, X, #) = - ½ t z # / ^ )  tJ,+, 

Here H,(x) denotes the Hermite polynomial. 

1 - - ~ - , a , b  . 

Here again, b = - [ X  - (a - 1)/1]/~/~-~_ 

(5.20) 

(5.21) 

6. THE ASSOCIATED POLYNOMIALS 

We discuss briefly the three parameter family of polynomials P,{(x) = 
P,C(x; a, b) defined by 

(n + c +  1)P2'+l(x ) =  [(n + a + c ) x + b ] P / ( x ) - P 2  ,(x), 

P~(x)  = 1, P f ( x )  = (o + c )x  + b 
e + 1 (6.1) 
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Obviously 
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P°(x ;  a , b ) =  Pn(x; a , b ) ,  

P2(x; a, b) = a - tN , ,+ , (x ) .  

The polynomials (P2'(x)) are orthogonal with respect to a positive measure 
if and only if 

(n + c)(n + a + c)(n  + a + c -  1 ) > 0 ,  n =  1 , 2 , . . . .  

For simplicity we shall restrict ourselves to the case 

c >  - 1 ,  a + c >  0, (6.2) 

which suffices for ortbogonality with respect to a positive measure. 
As in the derivation of (3.2), we set 

~bC(x, w) = ~ P,~,(x)w (6.3) 
n = 0  

and obtain 

w(1 - xw )--~-~w" OO" _ [ w( ax + b + c x )  - w 2 - c ] ~ "  = ¢, 

e " ( x , 0 )  = 1, 

U 2 ( x )  - £ +  a pc+~(_ 
c + i ~ " - ~ ) "  

The above procedure applied to the N,~(x) gives 

E u;(x)w. 
n=O 

Next let 

(6.5) 

= (c + a)e'~/~w-C(1 - xw)  " 'Jo e-"/XuC(1 - xu)  /(~)du. 

(6.6) 

N,~(x) (6.7) 
Xc(Z) = ,-~lim P[,(x-----) 

whence 

* C ( x , w )  = c~W/~w c(1 - xw) J(~ f~e-" /Xu~- ' (1  - xu) j '~  du, 
"o 

(6.4) 

where, as before, f ( x )  = (ax 2 + bx - 1)/x 2. 
The polynomials of the second kind corresponding to P,~(x; a, b) are 
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Once again using Darboux '  method,  we obtain  

(c + a) ff /Ze-~/ZuC(1 - zu)f(z~- '  du 

xC(z ) = f~ 1/ze-v/zvc-l('O c 1 - zv) f ( z ) -  ldv 

for R e ( f  (z))  > 0. With  this restriction on z, 

(6.8) 

xC(z ) = (c + a ) r ( c  + f ( z ) ) , F l ( c  + 1; c + 1 + f ( z ) ;  - z  2) (6.9) 

z F ( c +  1 + f ( z ) ) l F t ( c ; c  + f ( z ) ; - z  - a )  

and analytic cont inuat ion establishes this for I ra (z)  :~ 0. Recall that  when a 
and b are constants  the funct ion 

w(z) =,r,(a; b; z) 

is an entire t ranscendental  funct ion for b * 0, - 1, - 2 , . . . ,  and satisfies the 
differential  equation, Rainville [16, p. 124], 

z w " +  (b - z ) w ' -  aw = 0 

and the differential recurrence relat ion 

d a 
~ l F l (  a ~ZZ l F l ( a ;  b; z )  = -~ 1; b + 1; z ) .  

Thus,  1Fl(a; b; z)  and 1Fl(a + 1; b + 1; z) have no c o m m o n  zeros when a 
and b are independent  of z. When  a = a(z),  b = b(z )  depend on z the same 
conclusion holds because if z = z 0 is a c o m m o n  zero of 1Fl(a(z); b(z) ;  z)  
a n d  1FI(1 + a ( z ) ;  1 + b ( z ) ;  z),  b ( z o )  :~ 0, - 1 ,  - 2 , . . . ,  t hen  
lF~(a(zo); b(z0);  z)  and 1F1(1 + a(z0);  1 + b(z0);  z)  have the c o m m o n  
zero z = z o, a contradiction.  We  are now in a posit ion to prove  

THEOREM 6.1. The spectrum of the distribution function corresponding to 
the polynomials (P f ( x ) )  is bounded and purely discrete. The jump points 
coincide with the zeros of 1FI(C; c + f ( z ) ;  - z  - 2). The point x = 0 is the only 
#mit point of the spectrum and is not a jump point. 

Proof The boundedness  of  the spec t rum follows f rom [8, p. 109]. 
Markof f ' s  theorem [18, p. 57] identifies the cont inued fract ion as the 
Stieltjes t rans form of the distr ibution funct ion OC(t), that  is 

x C ( z )  = ( z  - t ) - ' d O C ( t ) ,  z ~ spectrum. (6.10) 
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The Stieltjes inversion formula, Widder [20, p. 339], implies the discreteness 
of the spectrum. The jumps of OC(z) occur at the poles of Xc(Z), hence the 
limit points of the spectrum are the essential singularities of Xc(Z). The 
relationship (6.9) shows that z = 0 is the only essential singularity of xC(z). 
The above facts can be alternatively established via Krein's theorem [8, p. 
117]. 

The nonzero poles of the right sides of (6.10) are all real and simple, 
hence the nonzero poles of Xc(Z) must also be real and simple. These poles 
coincide with the zeros of lFl(c; c + f (z ) ;  - - z -2 )  because the numerator 
and denominator 1Fl's in (6.9) have no common zeros. It remains to analyse 
the jump at z = 0. Since the moment problem is determined (bounded 
spectrum) and the orthonormal set is 

/ t n + c + a ( c + l ) n  P ~ ( x ; a , b )  (6.11) 
c + a  

the point x = 0 is a jump point if and only if 

~ n + c + a ( c + l ) , ( P , ~ ( O ; a , b ) ) 2 = ~  (6.12) 
c -[- a o 

Shohat and Tamarkin [17, pp. 45-46]. The polynomials P~(0; a, b) satisfy 
the recursion 

(c + n + 1)P~+I(0; a, b) = bP~(0; a, b) - P~_a(0; a, b), n > 0, 

(6.13) 

with P0~(0; a, b) = 1, P((0; a, b) = b /c .  The Birkhoff-Trjitzinsky theory of 
difference equations, see [5], can be applied to (6.13) to prove 

2 q't" n(¢ ~-1)n(pnC(O; a ,h ) )2= O(ncos (n~  - bv[-~ ) 

with the 0-term ~ 0 for b ~ 0. This establishes (6.12) and the proof is 
complete. 

In this process of proving theorem 6.1 we actually proved 

THEOREM 6.2. All  the zeros of 1Fl(c; c + f ( z  -1)  - z  2) are real and 
simple when c > - 1, a + c > O. There are infinitely many such zeros and 
+_ oo are their only limit points. 

The polynomials (P,~(0; a, b)) generated by (6.13) are orthogonal poly- 
nomials as functions of b. They are orthogonal with respect to a positive 
measure if and only if c > 0. They are scalar multiples of the associated 
Hermite polynomials (H,~(b/7r2-)). The H~(x)'s satisfy 

H ; ( x )  = 1, H i ( x )  = 2x ,  

H,~+,(x) = 2 x H ~ ( x )  - 2(n + c )H,~_ l (x  ), n > 0, (6.14) 
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as could be seen from replacing n by n + c in the three term recurrence 
relation satisfied by the Hermite polynomials [16, p. 188]. The determinancy 
of the moment problem associated with the H, ~'s follows from Carleman's 
criterion [17, p. 59] but the corresponding distribution function is not 
known. One way of deriving the orthogonality relation for the Hermite 
polynomials is to obtain it as a limiting case of the corresponding relation 
for the ultraspherical polynomials. Unfortunately it is not clear how this 
would work at the associated level. Pol!aczek [15] computed the weight 
function for the associated ultraspherical polynomials but it is just not clear 
how to take limits in his formulas. Another interesting related set are the 
associated Laguerre polynomials. These questions are still under investiga- 
tion. 

Finally we include a slight simplification of the generating function (6.4). 
In (6.4) replace u by w(1 - u) to get 

¢~C(x,w)=c(1 _xw)-l foleuw/x(1 _ u ) C - l ( l  UX )f(~)-I 
w x  Z 1 du 

= c ( 1 - x w ) - ' ~  ( w / x ) k f o l u ' ( 1 - u )  ~ '(1 ux  )/(x)-, 
k!  wx  - 1 du o 

1 - f ( x ) , k +  1; 
O0 

c(l -1 k+l 2El XW = - x w )  2 
0 ( c )  x w -  1 ' 

c + k +  1; 

where we used the integral form of Theorem 16, p. 47 in [16], when 
Ref(x) > 0. We then use analytic continuation. Apply the Pfaff-Kummer 
transformation (Theorem 20, p. 60 in [16]) to obtain 

O0 

w) = (I - :,w)-:")E 0 (c + 1)k 2F1 

c, 1 - f ( x ) ;  ) 
XW . 

c + k + l  

(6.15) 

Formula (6.15) was established under the assumption c ~ 0. It is easy to see 
that (6.15) when c = 0 agrees with the generating function for the P,'s. 

The generating function (6.15) is probably as simple as we can get. It can 
also be expressed as a double series in the form 

e (x, w) = (1 - xw) -I(x) 
~-, 

k, j~>o 

( 1 ) k ( C ) k ( 1 - f ( x ) ) J x k + J w j  k, 
(c + 1)k+jk!j! 

which is a confluent form of the Appell Function F3; see [16, p. 265]. 
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Note Added in Proof. Afte; writing the present paper we became aware of Jet Wimp's very 
interesting forthcoming work [21] where the weight functions of the associated Hermite and 
Laguerre polynomials have been computed. In a private communication (and independently) 
Richard Askey outlined how a delicate limiting process applied to Pollaczek's work [15] also 
gives the weight functions of the associated Hermite and Laguerre polynomials. These remarks 
are relevant to section 6. Otto Ruehr kindly showed us how to establish (3.16) using Lagrange 
inversion and Laplace transform theory. 
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