Probabilistic inference of fatigue damage propagation with limited and partial information
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Abstract A general method of probabilistic fatigue damage prognostics using limited and partial information is developed. Limited and partial information refers to measurable data that are not enough or cannot directly be used to statistically identify model parameter using traditional regression analysis. In the proposed method, the prior probability distribution of model parameters is derived based on the principle of maximum entropy (MaxEnt) using the limited and partial information as constraints. The posterior distribution is formulated using the principle of maximum relative entropy (MRE) to perform probability updating when new information is available and reduces uncertainty in prognosis results. It is shown that the posterior distribution is equivalent to a Bayesian posterior when the new information used for updating is point measurements. A numerical quadrature interpolating method is used to calculate the asymptotic approximation for the prior distribution. Once the prior is obtained, subsequent measurement data are used to perform updating using Markov chain Monte Carlo (MCMC) simulations. Fatigue crack prognosis problems with experimental data are presented for demonstration and validation.

1. Introduction

Fatigue crack damage of materials exhibits significant uncertainties due to the unstable and stochastic nature of crack propagation mechanism. Accurate deterministic fatigue damage prognosis is difficult to achieve under realistic service conditions. Therefore uncertainty quantification for fatigue damage prognosis using probabilistic methods is usually required to obtain reliable results. Uncertainties in fatigue damage prognostics arise from several sources such as material properties, loading, environmental conditions and the geometry of the cracked-component. Stress intensity factor (SIF)-driven methods are commonly used to model the fatigue crack propagation rate. For example, the classical Paris’ equation and its variants. 1–3 To effectively use those models for fatigue crack prognosis, sufficient fatigue testing data are required to identify model parameters. Model prediction may be unreliable when usage condition is very different from the one under
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which model parameters are calibrated, and updating becomes highly useful and necessary. Probabilistic fatigue damage prognostics using Bayes’ rule requires a prior probability density function (PDF) of model parameters identified from a large set of experimental data and point measurement data. Whether to choose or obtain a prior PDF depends on what information is available. For statistical identification of model parameters, a large set of repeated tests under the same condition is required which is very expensive.

Another approach, in the absence of any information, is to construct a homogeneous/uniform probability distribution that assigns to each region of the parameter space a probability proportional to the volume of the region, which is also called non-informative prior in a Bayesian context. However, some non-informative priors cannot be normalized.

To resolve the above difficulties in probabilistic fatigue damage prognostics, two major extensions are demanded: (1) a reliable initial estimation method for model parameters, which allows for estimating the model parameter PDF in a rational manner under conditions where no enough fatigue data are available, and (2) a general updating rule that is capable of handling different types of measurement data. The first aspect is realistic but challenging considering the fact that exhaustively performing fatigue testing for all usage conditions, particularly for unforeseen usage conditions, is not practical. The second aspect is also demanding because not all measurable data are in the form of point measurements which can directly be incorporated for updating using Bayes’ rule. The objective of this study is thus not to provide a superior method to the regression method or to argue limitations of Bayes’ rule. The objective of the study, however, is to develop a method allowing one to identify the prior PDF of model parameters using limited or partial information for cases where the traditional statistical identification is difficult to apply due to the limited number of data points available for a normal regression, and to formulate an updating rule that is able to handle more versatile data from usage monitoring for uncertainty reduction in prognosis results. Therefore, the underlying assumptions made in this study are: there is no or not enough testing data for statistical identification of model parameters using normal regression methods and partial information is available for updating. In the study, the probabilistic identification of model parameters given limited or partial information is proposed based on the principle of maximum entropy (MaxEnt), and the updating rule that is capable of handling additional information other than point measurements commonly seen in the classical Bayesian analysis is formulated based on the principle of maximum relative entropy (MRE).

The remainder of the paper is organized as follows. First, the probabilistic identification of model parameters using limited or partial information is derived to obtain the prior PDF of model parameters. To evaluate the prior PDF, a numerical quadrature interpolating method is proposed. Next, the updating rule is formulated according to the principle of MRE for probability updating given additional data such as response measures to reduce the uncertainty in prognostics. The resulting posterior PDF from updating can be evaluated either by analytical solution (if there exists one) or approximation methods such as Markov chain Monte Carlo (MCMC) simulations. Following that, a few fatigue prognosis problems with experimental data are presented to demonstrate and validate the effectiveness of the overall method.

2. Probabilistic model parameter identification with limited or partial information

Under the condition that there is no fatigue testing data available to identify the prior PDF of model parameters using the normal regression method, it is possible that sparse response measurements, such as one crack size measurement from a few cracked components being monitored, are sometimes available. It is not possible to conduct parameter estimation using regression since the number of data points is one and the number of model parameters is larger than one (e.g., two-parameter Paris’ equation). The key idea is to treat the mean value of the one response measure associated with each individual target system as a mathematical expectation of the mechanism model output. The expectation value can be considered as a constraint to formulate the prior PDF using the principle of MaxEnt. Given a random variable \( \theta \) and its probability distribution \( p(\theta) \in \mathbb{R}^+ \), the information entropy of \( \theta \in \Theta \) is defined as

\[
H(\theta) = - \int_{\Theta} p(\theta) \ln p(\theta) d\theta
\]  

The principle of MaxEnt states that the desired probability distribution is the one that maximizes the entropy subject to all constraints. The usual constraints are the mathematical expectations of some functions that involve the variable \( \theta \). For example, the first and second order moments of \( \theta \), such as \( E_{p(\theta)}(\theta) \) and \( E_{p(\theta)}(\theta^2) \) or more general \( E_{p(\theta)}(f(\theta)) \) can serve as the constraints. Here \( f(\cdot) \) represents a general real-valued function. The desired prior distribution \( p(\theta) \) can be derived using the method of Lagrange multipliers. Given a general expectation constraint \( E_{p(\theta)}(f(\theta)) = F \), the Lagrangian \( \Lambda \) reads

\[
\Lambda = - \int_{\Theta} p(\theta) \ln p(\theta) d\theta + \lambda \left( \int_{\Theta} p(\theta) f(\theta) d\theta - F \right)
\]

Maximizing \( \Lambda \) by \( \delta \Lambda / \delta p(\theta) = 0 \) to obtain

\[
p(\theta) = \frac{1}{Z} \exp(\lambda f(\theta))
\]

where \( Z = \int_{\Theta} \exp(\lambda f(\theta)) d\theta \) is the normalizing constant, and \( x \) and \( \lambda \) are Lagrange multipliers. The term \( \lambda \) is calculated by solving

\[
\frac{\delta \ln \left( \int_{\Theta} \exp(\lambda f(\theta)) d\theta \right)}{\delta \lambda} = F
\]

The solution also holds true when \( \theta \) is a vector of variables and \( f(\theta) \) is a set of real-valued functions. For polynomial type of functions, such as \( f(\theta) = \sum_{a \in A} a^T \theta^k \), Eq. (4) has an analytical expression when \( k \leq 2 \). Higher order moments or a more complicated form of function can only be solved by numerical methods. As mentioned above, the mechanism model can
be used as the function in the constraint \( E_{\beta|\theta}(f(\theta)) = F \). By utilizing the mean value of the first measure associated with a few number of target systems as the expectation of model predictions, the prior PDF can be obtained. Denote the model as \( M \), model parameter as \( \theta \), and the computed crack size as \( M(\theta) \), the prior PDF can then be expressed as:

\[
p(\theta) \propto \exp(\lambda M(\theta))
\]

(5)

where \( \lambda \) is computed as

\[
\frac{\partial \ln \int p(\lambda M(\theta))d\theta}{\partial \lambda} = \bar{a}
\]

(6)

where \( \bar{a} \) is the mean value of the measurements. For example, given the first crack size measurements from three cracked-components working in a similar condition, \( \bar{a} = (a_1 + a_2 + a_3)/3 \). Here \( a_i \) represents the first crack size measurement of \( i \)th cracked-component. It is noted that the proportional relationship is used in Eq. (5) without the normalizing constant \( Z \) as shown in Eq. (3). This is due to the fact that the normalizing constant does not necessarily have to be evaluated when MCMC simulations are used to draw samples from the (unnormalized) PDF.

3. Probability updating based on principle of MRE

Once the prior distribution is constructed, the posterior distribution can be calculated using the principle of MRE. Let \( p_0(\theta) \) be the prior distribution of the parameter under model \( M \). Probability updating on \( p_0(\theta) \) can be performed when new information is available. The information may be a response measure and/or the mathematical expectation of a function of \( \theta \). Let \( p(x|\theta) \) be the conditional probability distribution of observation \( x \in X \) given \( \theta \). The joint distribution of \( x \) and \( \theta \) is \( p_0(x, \theta) = p_0(\theta)p(x|\theta) \). Let \( p(x, \theta) \) be the optimal posterior distribution given new information as constraints. The search space for this optimal distribution is \( X \times \Theta \). The relative information entropy (or the equivalent mathematical form of Kullback–Leibler (KL) divergence) of the desired optimal posterior distribution \( p(x, \theta) \) with respect to the prior distribution of \( p_0(\theta) \) is defined as

\[
I(p|p_0) = \int_{X \times \Theta} p(x, \theta) \ln \frac{p(x, \theta)}{p_0(x, \theta)} dx d\theta
\]

(7)

The principle of MRE\(^{22,23}\) states that given new facts, the new distribution \( p(x, \theta) \) should be chosen which is as difficult to discriminate from the original distribution \( p_0(\theta) \) as possible. The method of Lagrange multipliers can be used to obtain \( p(x, \theta) \) by minimizing Eq. (7) under given constraints. The direct response measure of the event \( x = x' \) can be formulated as the constraint \( \int_{\Theta} p(x, \theta) d\theta = \delta(x - x') \). Combining the normalization constraint \( \int_{X \times \Theta} p(x, \theta) dx d\theta = 1 \), the Lagrangian can be expressed as

\[
\Lambda = \int_{X \times \Theta} p(x, \theta) \ln \frac{p(x, \theta)}{p_0(x, \theta)} dx d\theta + \alpha \left( \int_{X \times \Theta} p(x, \theta) dx d\theta - 1 \right)
\]

(8)

\[
+ \int_{X} \beta(x) \left( \int_{\Theta} p(x, \theta) d\theta - \delta(x - x') \right) dx
\]

The optimal distribution \( p(x, \theta) \) is obtained by \( \delta \Lambda/\delta p(x, \theta) = 0 \) as

\[
p(x, \theta) = \frac{1}{\sqrt{2\pi\sigma_x}} \exp(-\beta(x))
\]

(9)

where \( Z_0 = \int_{X \times \Theta} p_0(x, \theta) \exp(-\beta(x)) dx d\theta \) is the normalization constant. Substituting \( p(x, \theta) \) in Eq. (9) into the constraint of \( \int_{\Theta} p_0(x, \theta) d\theta = \delta(x - x') \), integrating over \( \theta \) yields

\[
p(\theta) \propto p_0(\theta)p(x'|\theta)
\]

(10)

which is identical to the usual Bayesian posterior distribution for \( \theta \) given that the response measure \( x' \). The term \( p(x'|\theta) \) in Eq. (10) is also referred to as the likelihood function. Denote the deterministic model prediction for event (response measure) \( x \) as \( M \). Considering the statistical mechanism modeling uncertainty \( \epsilon_1 \) and the measurement uncertainty \( \epsilon_2 \), the probabilistic description of \( x \) can be expressed as

\[
x = M(\theta) + \epsilon_1 + \epsilon_2
\]

(11)

Without loss of generality, terms \( \epsilon_1 \) and \( \epsilon_2 \) are usually described by independent Gaussian variables with the standard deviations of \( \sigma_{1} \) and \( \sigma_{2} \), respectively. The likelihood function for \( n \) independent response measures is formulated as

\[
p(x_1, x_2, \ldots, x_n|\theta) = \frac{1}{(2\pi\sigma_x)^{n/2}} \exp \left[ -\frac{1}{2} \sum_{i=1}^{n} \left( \frac{x_i - M(\theta)}{\sigma_x} \right)^2 \right]
\]

(12)

where \( \sigma_x = \sqrt{\sigma_{1}^2 + \sigma_{2}^2} \). Substituting Eq. (3) for the prior distribution and Eq. (12) for the likelihood function into Eq. (10), the posterior distribution is now

\[
p(\theta) \propto \exp(\lambda M(\theta)) \exp \left[ -\frac{1}{2} \sum_{i=1}^{n} \left( \frac{x_i - M(\theta)}{\sigma_x} \right)^2 \right]
\]

(13)

If sufficient experimental data are available, function \( f(\theta) \) can be chosen as \( \theta \) or \( \theta^2 \) and the prior distribution becomes the commonly used exponential family distribution. For example, given \( E_{\theta|\theta}(\theta) = \phi_1 \) and \( E_{\theta|\theta}(\theta^2) = \phi_2 \) only, the prior distribution \( \exp(\lambda f(\theta)) \) is the usual normal distribution with the mean value of \( \phi \) and variance of \( \phi_2 - \phi_1^2 \). For realistic system and structures, several issues must be addressed. First, the direct statistical identification of \( \theta \) may be difficult to apply because the response measures are usually not \( \theta \) but some indirect variables. Second, the accurate statistical identification of \( \theta \) may also require a large set of experimental data. Based on those considerations, the response measure prediction model \( M(\theta) \) is used for \( f(\theta) \) in the prior distribution. The posterior distribution becomes

\[
p(\theta) \propto \exp(\lambda M(\theta)) \exp \left[ \frac{1}{2} \sum_{i=1}^{n} \left( \frac{x_i - M(\theta)}{\sigma_x} \right)^2 \right]
\]

(14)

In many engineering problems, the parameter \( \theta \) is multi-dimensional and direct evaluation of Eq. (4) for the Lagrange multiplier \( \lambda \) in the prior distribution is difficult. More general numerical methods, such as Monte Carlo simulations are usually used. To illustrate and validate the proposed procedure for building the entropic prior and posterior for fatigue damage prognostics, a practical example with experimental data is presented next.
4. Fatigue damage prognostics with limited or partial information

The fatigue crack damage propagation is one of the major failure modes for many engineering systems and the damage state and the crack growth need to be quantified to avoid catastrophic events. Many fatigue crack growth models are semi-empirical because the underlying mechanisms are either too sophisticated to be modeled exactly or the resulting models are too computationally intensive for practical use. Therefore, updating the parameter using measurement data becomes an effective and efficient way to reduce the uncertainty in prognostics. In practice, parameters in the fatigue crack growth model are usually obtained through standard testing. In the standard testing, the geometry of the specimen has a specific configuration. The parameter value obtained in this manner is not generic to be used for other geometry or loading configurations. Therefore, using the parameter value obtained in one dataset to a different geometry and loading configuration may lead to unreliable results. On the other hand, conducting the testing for the target component of interest may not be practical due to the economic and time constraints.

In this section, a practical fatigue crack growth example is presented based on the above considerations. First, given no testing data, the prior is obtained directly using response measures from a limited number of target components using fatigue crack growth model as the constraint function. The prior can reflect uncertainties associated with the target components as a whole. Then the subsequent measurement data associated with the target component of interest can be used to perform updating. The updating uses the component-specific measurement data and the updated results become more specific as more data are used in the updating process. Eventually, the measurement data diminish the effects from the prior information and become more relevant to the target component. To demonstrate the applicability of the proposed method, three commonly used fatigue crack growth models are included in this example. Two experimental datasets are used to validate the effectiveness of the proposed method.

4.1. Fatigue crack growth models

Three commonly used fatigue crack growth models, namely Paris’ model, Forman’s model, and McEvily’s model, are used here to demonstrate the applicability of the proposed method. The three models are briefly introduced for the completeness of the paper. More details about the models can be found in the referred articles. Paris’ model is given as

$$\frac{da}{dN} = c(\Delta K)^m$$  \hspace{1cm} (15)

where $a$ is the crack size, $N$ is the number of applied cyclic loads, and $c$ and $m$ are model parameters. Following the convention, parameter $\ln c$ is generally used instead of $c$ when fitting the model parameters. The term $\Delta K = \sqrt{\pi a} \Delta \sigma (a/w)$ is the range of stress intensity factor during one cycle. The term $\Delta \sigma$ is the range of applied stress during one cycle, $g(a/w)$ the geometric correction term, and $w$ the width of the specimen. Paris’ model describes the $lg-lg$ linear region in the $da/dN - \Delta K$ coordinate.

Forman’s model is stated as

$$\frac{da}{dN} = \frac{c(\Delta K)^m}{(1 - R)K_{ct} - \Delta K}$$  \hspace{1cm} (16)

where $R$ is the load ratio, $K_{ct}$ the fracture toughness of the material, and $c$ and $m$ are two parameters of the Forman’s model.

McEvily’s model is defined as

$$\frac{da}{dN} = c(\Delta K - \Delta K_{th})^2 \left(1 + \frac{\Delta K}{K_{ct} - K_{max}}\right)$$  \hspace{1cm} (17)

where $\Delta K_{th}$ is the threshold stress intensity range below which cracks either propagate at an extremely low rate or do not propagate at all. Knowledge of $\Delta K_{th}$ permits the calculation of permissible crack lengths and applied stresses in order to avoid fatigue crack growth. $K_{max}$ is the maximum stress intensity in one cyclic load. It should be noted that parameters $c$ and $m$ take different values in different models and they are usually obtained by experimental data via regression analysis. Statistical identification of the parameters usually requires a large number of coupon tests under the same conditions. It is worth mentioning that a PDF can be uniquely determined by the method of maximum a posterior estimation (MPE) with the first four moments, and the PDF may not be unique since different PDFs of parameters may lead to the same mean of the crack size when only using the first moment as a constraint. Since choosing constraints is entirely subjectively, it should be made based on the data available and the problem. When only limited crack growth curve is available, e.g., two or three curves, the statistical identification for the variance or higher order moments is not reliable. This scenario is typical for practical problems where the component is usually different from the specimen in the standard testing. The mean crack measurement can be a reasonable approximation for mathematical expectation of the model prediction. Higher order moments can also be applied when they can be reliably estimated. In this study only the most reliable constraint is applied to demonstrate the development of the method; therefore, the constraint is formulated as $E_p(M(\theta)) = \bar{a}$. The prior distribution can be expressed, according to Eq. (3), as

$$p_0(\theta) \propto \exp(\lambda M(\theta))$$  \hspace{1cm} (18)

where $\theta$ is the model parameter and $M(\theta)$ is the model prediction. For example, using Paris’ model, $\theta = (\ln c, m)$ and $M(\theta)$ is the crack size computed by Eq. (4). $p_0(\theta)$ is the prior distribution of the model parameter and $E_{p_0}(M(\theta))$ represents the mathematical expectation of $M(\theta)$ under the distribution of $p_0(\theta)$. $\bar{a}$ is the mean value of the crack size measures. The Lagrange multiplier $\lambda$ is obtained by solving

$$\frac{\partial \ln(\int p_0(M(\theta))d\theta)}{\partial \lambda} = \bar{a}$$  \hspace{1cm} (19)
4.2. Compact tension (CT) specimen testing data and prognostics

The testing data reported in Ref. 24 includes crack growth trajectories for 2024-T351 aluminum alloy compact tension specimens. The dimensions of the specimens are 50.0 mm wide and 12.0 mm thick, with nominal yield strength and ultimate yield strength of 320 MPa and 462 MPa, respectively. The initial crack length is 18.0 mm. Sinusoidal signals with the maximum force of 4.5 kN and the minimal force of 0.9 kN are used as the input loads. The loading frequency is 15 Hz. In order to reflect the largest uncertainty in specimens, three crack growth curves with the fastest, moderate, and the slowest crack growth rate are chosen from the dataset to represent the only available testing data. The three crack growth curves are shown in Fig. 1, where Specimens 1–3 represent specimens with the fastest, moderate, and slowest crack growth rate, respectively.

Assume the crack size for the three specimens at 10^4 cycles are measured and the results are 18.71 mm, 18.92 mm, and 19.19 mm associated with the slow, medium and fast rate distribution can be constructed according to Eqs. (18) and (19) by values for parameters in Paris’ model for the three specimens are measured and the results are 18.71 mm, 18.92 mm, and 19.19 mm associated with the slowest, moderate, and fast crack growth rate.

Since the solution of the integration range is small enough and the probability mass of a variable, the variation of the calculated results treating the mean values of the three crack measures as the expectation of Paris’ model prediction. Therefore, in Eq. (19), \( \bar{a} = (18.71 + 18.92 + 19.19)/3 = 18.94 \) mm. In the case where only one measurement point is available for each of those models, the classical statistical and deterministic method for parameter estimation is difficult to apply because the number of unknowns is larger than the minimal required data points. For example, the Paris’ model has two parameters (\( \ln c, m \)) whereas only one equation \( M(\ln c, m) = 18.71 \) mm is available.

Solving for the Lagrange multiplier \( \lambda \) in Eq. (19) is an optimization problem in nature. Classical gradient-based optimization algorithms can be directly applied. For problems with a small number of parameters, numerical quadrature is efficient to obtain the integral of \( \int_{\theta_i} \lambda M(\theta) d\theta \) in Eq. (19) for a given value of \( \lambda \). For problems with a large number of parameters, simulation-based method can be used to evaluate this integral. Since the solution of \( \lambda \) (i.e., the Lagrange multiplier) is unique^2, interpolation can also be adopted to reduce the total number of integral evaluations. Denote the value of \( E_{n_i}(M(\theta)) \) associated with a specific value of \( \lambda \) as \( \bar{a}_i \). Given \( \bar{a} \) taking a set of different values, the corresponding \( \bar{a}_i \) can be obtained either by numerical quadrature or simulation-based methods. Therefore, given the actual measured value of \( a = 18.94 \) mm, the desired solution for \( \lambda \) can be interpolated.

In this paper, a numerical quadrature interpolating method is used to obtain the Lagrange multiplier \( \lambda \). Parameters \( \ln c \) and \( m \) are related to crack growth properties of the material. Theoretically the integration ranges for \( \ln c \) and \( m \) are \((-\infty, +\infty)\) and \((0, +\infty)\), respectively. Due to practical and empirical considerations of model parameters, \( \ln c \) is bounded in the range of \([-35, -5]\) and \( m \) is bounded in \([1, 5]\) to improve numerical efficiency. The chosen bounds in this study are conservative enough compared with the observed ones from experimental data. For example, typical metal materials have a value of \( M \) around 2.5 to 4 and \( \ln c \) around -26 to -20. As long as the chosen range covers most of the probability mass of a variable, the variation of the calculated results due to the change of integration range is small enough and the results can still remain the precision for engineering purposes. To interpolate the Lagrange multiplier \( \lambda \) associated with \( a = 18.94 \) mm, a set of \( \bar{a}_i \) uniformly taken from \([-0.2, -0.1]\) is used in Eq. (19) to evaluate the corresponding \( \bar{a}_i \). In this study, \( \bar{a}_i \) is calculated using the quadrature functions of MATLAB 2008a and results are shown in Table 1. It is
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**Fig. 1** Three crack growth curves of compact tension specimens (data source is from Ref. 24).

<table>
<thead>
<tr>
<th>Model</th>
<th>( \bar{a}_i )</th>
<th>( \bar{a}_i )</th>
<th>( \bar{a}_i )</th>
<th>( \bar{a}_i )</th>
<th>( \bar{a}_i )</th>
<th>( \bar{a}_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forman</td>
<td>18.244</td>
<td>18.266</td>
<td>18.294</td>
<td>18.331</td>
<td>18.379</td>
<td>18.443</td>
</tr>
<tr>
<td>McEvily</td>
<td>18.265</td>
<td>18.290</td>
<td>18.321</td>
<td>18.361</td>
<td>18.413</td>
<td>18.484</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>( \bar{a}_i )</th>
<th>( \bar{a}_i )</th>
<th>( \bar{a}_i )</th>
<th>( \bar{a}_i )</th>
<th>( \bar{a}_i )</th>
<th>( \bar{a}_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forman</td>
<td>18.528</td>
<td>18.642</td>
<td>18.794</td>
<td>18.988</td>
<td>19.271</td>
<td></td>
</tr>
<tr>
<td>McEvily</td>
<td>18.574</td>
<td>18.697</td>
<td>18.858</td>
<td>19.077</td>
<td>19.372</td>
<td></td>
</tr>
</tbody>
</table>
expected that the measurement data will dominate the crack growth predictions when more and more data are used for updating. As a result, the influence of the prior PDF becomes weak. Although the three specimens share the same prior PDF, the predicted crack growth trajectory will gradually converge to its physical one with continuous updating.

For \( d = 18.94 \text{ mm} \), the corresponding \( \lambda \) is obtained from interpolation as \(-0.1471\), \(-0.1126\), and \(-0.1158\) for Paris’ model, Forman’s model, and McEvily’s model, respectively. The general posterior distribution for multiple response measures can then be written as

\[
p(\theta) \propto \exp(\lambda M(\theta)) \exp \left( -\frac{1}{2} \sum_{i=1}^{n} \left( a_i - M_i(\theta) \right)^2 \right)
\]

where \( a_i \) is the subsequent new measurement data on crack length associated with the target component, \( \sigma_i \) the standard deviation of the measurement error, and \( M(\theta) \) the model prediction. The general posterior distribution for multiple response measures can then be written as

\[
p(\theta) \propto \exp(\lambda M(\theta)) \exp \left( -\frac{1}{2} \sum_{i=1}^{n} \left( a_i - M_i(\theta) \right)^2 \right)
\]

where \( a_i \) is the subsequent new measurement data on crack length associated with the target component, \( \sigma_i \) the standard deviation of the measurement error, and \( M(\theta) \) the model prediction.
deviation of Gaussian likelihood and $n$ the total number of subsequent measures of crack size. For example, using Paris' model, $\theta = (\ln c, m)$ and $\lambda = -0.1471$.

Three measurement data points are arbitrarily chosen to represent the actual measures of crack sizes. Those data are used for updating using the posterior distribution in Eq. (20). Once a new measurement is available, MCMC simulations with the Metropolis–Hastings algorithm\textsuperscript{27,28} are employed to draw samples from the posterior distribution. The fatigue crack growth prognostics can readily be evaluated using the resulting MCMC samples. At each updating, $25 \times 10^4$ samples are generated. For the purpose of illustration,
term $r_e$ is explicitly set to 0.30 mm for general fatigue prognostic problems. Alternatively, the actual value for $r_e$ can be estimated using historical data or the calibration uncertainty of the measurement equipment. The results of crack growth prognostics update using Paris’ model are presented in Fig. 2. Median predictions and 95% bounds predictions are shown. Although the three components have the same prior distribution, the final prognosis results for each of the components are different. Forman’s model and McEvily’s model produce results given in Figs. 3 and 4, respectively. As more and more
measures are used for updating, the data become dominant and they will diminish the effect from the prior eventually. From a practical point of view, it is shown that reasonable prognostic results can be obtained using the prior based on partial information.

In realistic applications, the model is generally sophisticated and the prior distribution with an exponential model with no analytical solution might be slow for numerical evaluation of the posterior distribution. On the other hand, if physical justification can be made in the form of the parameter distribution, it would be convenient to transform the samples to a particular type of distribution. For example, in the application example shown above, it is appropriate to consider $\ln c$ as a normal variable and $m$ as a truncated normal variable. MCMC samples after the first updating can be used to fit the distributions. In fact, the parameters in Paris’ model are considered as normal variables in Ref. 29 Fitting MCMC samples into an analytical distribution may introduce additional uncertainties and in some cases it might be risky for prognostics and decision-making.

### 4.3. Compact tension specimen testing data and prognostics

The center-through cracked specimen testing data for aluminum 2024-T3 materials provided by Ref. 30 are used. The dataset consists of 68 sample trajectories, each containing 164 measurement points. The entire specimen has the same geometry, i.e., an initial crack size of 9 mm, length $L = 558.8$ mm, width $w = 152.4$ mm and thickness $t = 2.54$ mm. The stress range during each test is constant $\Delta\sigma = 48.28$ MPa and the stress ratio is $R = 0.2$. The failure criterion is that the crack size equals 49.8 mm. Five specimens from the dataset are arbitrarily chosen to represent the target components and they are shown in Fig. 5.

Assume the crack size for the five specimens at $10^5$ cycles are measured. The crack lengths are 14.662 mm, 14.380 mm, 13.862 mm, 12.983 mm, and 12.998 mm for Specimens 1–5, respectively. The mean value of the model output at $10^5$ cycles is $\bar{a} = 13.777$ mm. Following the same procedure as shown in the compact tension specimen dataset, the values of Lagrange multiplier $\lambda_i$ are obtained as $0.040$, $0.038$, $0.036$, $0.034$, and $0.032$ for Paris’ model, Forman’s model and McEvily’s model, respectively. The detailed values for interpolating $\lambda_i$ are shown in Table 2.

Four data points are chosen to represent the subsequent measurements to perform updating. For illustration purposes, only Paris’ model results are presented here. Other models follow the same procedure as Paris’ model. The results for fatigue crack growth associated with the five specimens are shown in Fig. 6. Although the five specimens share the same entropic prior distribution, the subsequent fatigue crack growth curves are quite different. As more measurement points are used to perform updating, the effect of prior gradually reduces. The 95% bounds of the crack growth curves also narrow, indicating the uncertainty in prognostics reduces. In addition, the median prediction of the crack growth curves also becomes closer to the actual crack growth curve as more data points are used for updating.

![Fig. 5 Five crack growth curves of center-through cracked specimens (data source is from Ref. 30).](image)

<table>
<thead>
<tr>
<th>Model</th>
<th>$\lambda_i = -0.040$</th>
<th>$\lambda_i = -0.038$</th>
<th>$\lambda_i = -0.036$</th>
<th>$\lambda_i = -0.034$</th>
<th>$\lambda_i = -0.032$</th>
<th>$\lambda_i = -0.030$</th>
</tr>
</thead>
<tbody>
<tr>
<td>McEvily</td>
<td>10.185</td>
<td>10.358</td>
<td>10.584</td>
<td>10.880</td>
<td>11.267</td>
<td>11.775</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>$\lambda_i = -0.028$</th>
<th>$\lambda_i = -0.026$</th>
<th>$\lambda_i = -0.024$</th>
<th>$\lambda_i = -0.022$</th>
<th>$\lambda_i = -0.020$</th>
</tr>
</thead>
<tbody>
<tr>
<td>McEvily</td>
<td>12.439</td>
<td>13.308</td>
<td>14.442</td>
<td>15.914</td>
<td>17.817</td>
</tr>
</tbody>
</table>
Fig. 6 Crack growth prognostics update using Paris' model.
5. Conclusions

The paper presents a method of fatigue crack damage prognostics using limited or partial information. The proposed method formulates the prior using the fatigue crack growth model and the first response measurement data as constraint. When only point measurement data are used in updating, the updating rule is equivalent to Bayes’ rule. The overall method is demonstrated using fatigue problems with experimental data. The results suggest that the proposed procedure provides a feasible way of conducting prognostics using limited or partial information. Based on the current investigation, two conclusions are drawn.

(1) It is feasible to construct a prior distribution for probabilistic inference using limited or partial information obtained directly from the target components. This is achieved by using the mechanism model as the constraint function. The average value of the first response measures from the target components is treated as the mathematical expectation for the model prediction.

(2) Realistic prognostics may be performed using simple models with limited known information on model parameters. The key is to transform the limited information or data into the prior and perform continuous updating to reduce the uncertainty in prognostics. It should be noted that the proposed method is to provide a rational approach for probabilistic fatigue prognostics with limited or partial information. For regular cases where enough data are available for classical statistical analysis, conventional methods are preferred and the complicated numerical evaluations of the proposed method can be avoided. More efficient algorithms will be investigated in the future to reduce the computational demands of the proposed method.
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