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Abstract

We study�′+, of all a ∈ �′ such that(a ∗σ ϕ,ϕ) � 0 for everyϕ ∈ C∞
0 , where∗σ denotes the

twisted convolution. We prove that certain boundedness fora ∈ �′+ are completely determined o

the behaviour fora at origin, for example thata ∈ �′, and that ifa(0) <∞, thena ∈ L2 ∩L∞. We
use the results in order to determine wether positive pseudo-differential operators belong to
Schatten-casses or not.
 2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.

MSC:primary 47B65, 35S05, 35A21, 47B10; secondary 35A18, 43A35, 42A82

Keywords:Positivity; Twisted convolution; Weyl quantization; Pseudo-differential operators; Bochner–Sch
theorem; Schatten–von Neumann classes

0. Introduction

The aim of the paper is to consider general positivity properties for noncommu
convolution algebras, especially in the algebra of twisted convolution (the∗σ -algebra),
from a somewhat abstract point of view. A motivation for this is the close rela
between positivity in the∗σ -algebra, positivity in operator theory and positivity in pseu
differential calculus. In fact, the ideas for handling these questions were originally r
when discussing positivity in the Weyl calculus of pseudo-differential operators
the results presented here also apply immediately to this calculus. In particul
may express the well-known lower bound results due to Gårding, Melin, Hörma
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and Fefferman/Phong (cf. [6], Theorem 6.2 in [3] and [1]) in terms of the∗σ -algebra.
However, we emphasize that one does not need to know anything about Weyl ca
in order to appreciate the results, since the theory is formulated within the framew
noncommutative convolution algebras.

Another motivation is that positivity results in the∗σ -algebra might be a source
inspiration for positivity results in other situations. An example of this is the extensio
the Bochner–Schwartz theorem, which asserts that any distribution, which is positive
usual convolution algebra, must be a tempered distribution (cf. Theorem IX.10 in [7])
was first proved in the∗σ -algebra, but the results presented here are valid for a large
of noncommutative convolution algebras. We also give an example where the techn
the proof is applied to obtain a general positivity result for linear operators in distrib
theory (cf. Theorem 2.8).

In order to describe our results in more detail, we shall now give some nece
definitions. LetV be a linear vector space of dimensionn < ∞, and letW = T ∗V =
V ⊕ V ′, whereV ′ is the dual forV . ThenW is a symplectic vector space with symplec
form σ(X,Y )= 〈y, ξ〉 − 〈x,η〉, whereX = (x, ξ) ∈W andY = (y, η) ∈W .

The twisted convolution∗σ is then defined by the formula

(a ∗σ b)(X)≡ (2/π)n/2
∫
a(X− Y )b(Y )e2iσ (X,Y ) dY (0.1)

when a, b ∈ L1(W). (Cf. [2] or [9–12].) Here and in what follows we use the sa
notation for the usual functions and distribution spaces as in [4]. The definition o∗σ
extends in different ways. It extends for example to a continuous bilinear mapping
�′(W) × C∞

0 (W) to �′(W). We are then concerned with the set�′+(W) of positive
elements in the∗σ -algebra, i.e. the set of alla ∈ �′(W) such that(a ∗σ ϕ,ϕ)� 0 for every
ϕ ∈ C∞

0 (W). Here(a,ϕ) ≡ 〈a, ϕ̄〉, where〈· , ·〉 denotes the duality between elements
C∞

0 and�′. (A motivation for using�′+ instead of�′+ is given by Theorem 2.6 below
We note also that the term∗σ -algebra is not very proper since�′ is not an algebra unde
∗σ . (It is however aC∞

0 -module under∗σ , where(C∞
0 ,∗σ ) is an algebra.)

It might seem hard to find common structures for the positivity results in the∗σ -algebra,
but there are indeed such ones. In fact, in most of our results, the following principle

Assume thata ∈ �′+. If a satisfies a certain regularity or boundedness property at
origin, thena and its Fourier transform̂a = �a satisfy the same regularity or boundedne
property everywhere.

We prove for example the following results:

(i) (Growth properties at infinity.) If a ∈ �′+, thena ∈ �′ (cf. Proposition 2.8).
(ii) (Local boundedness with respect to FourierLp-spaces.) If a ∈ �′+ andχa ∈ �Lp

for someχ ∈ � which is nonzero at the origin, thenψa ∈ �Lp andψâ ∈ �Lp , for
anyψ ∈ �. A generalization to weighted FourierLp-spaces is also presented (
Proposition 4.9 and Corollary 4.12).

(iii) ( Classical regularity questions.) If a ∈ �′+ is aC2N -function near the origin for som
integerN � 0, thena and â belong toC2N . Moreover,XαDβa ∈ L2 ∩ CB when
|α+ β| �N , and similarly forâ (cf. Theorem 3.13). Here and in what follows we
CB(W) be the set of continuous functions onW , vanishing at the infinity.
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(iv) (Regularity in the framework of micro-local analysis.) If a ∈ �′+ and(0, Y ) /∈WF(a),
then(X,Y ) /∈WF(a) and(X,Y ) /∈WF(�σ a) for everyX ∈W . (Cf. Theorem 4.15.
HereWF(a) ⊂ W × (W \ {0}) denotes the wave-front set fora and �σ is the
symplectic Fourier transform given by (0.6) below.

The assertion (i) is based on our generalization of the Bochner–Schwartz theo
weighted convolutions of the type

(a ∗B ϕ)(x)=
∫
a(x − y)ϕ(y)B(x, y) dy, (0.2)

when a,ϕ ∈ C∞
0 (R

m). Here we require thatB ∈ C∞(Rm ⊕ Rm) is nonzero, and tha
B(x, y), B(x, y)−1 and their derivatives do not grow faster than polynomials. It is t
clear that the definition of∗B extends in similar ways as∗σ above, and we prove tha
if a ∈ �′(Rm) is positive in the sense that(a ∗B ϕ,ϕ) � 0 for everyϕ ∈ C∞

0 (R
m), then

a ∈ �′(Rm) (cf. Theorem 2.6).
We note that ifB(x, y)= 1 everywhere, then we obtain the Bochner–Schwartz theo

in its original shape.
In order to discuss connections between positivity in the∗σ -algebra and positivity in

operator algebras on�(V ) we recall the operatorA in [9–12], which is a mapping from
�′(W) to the set of continuous operators from�(V ) to �′(V ). Assume first thata ∈ �(W).
ThenAa is the operator with Schwartz kernel given by

(Aa)(x, y)= (2π)−n/2
∫
a
(
(y − x)/2, ξ

)
e−i〈x+y,ξ 〉 dξ. (0.3)

For generala ∈ �′(W), Aa is defined by continuous extension, i.e.Aa = (T ◦ �−1
2 )a,

whereTU(x, y)= U((y − x)/2,−(x + y)) and�2 denotes the partial Fourier transfor
of

f̂ (ξ)= �f (ξ)≡ (2π)−n/2
∫

e−i〈x,ξ 〉f (x) dx (0.4)

with respect to the second variable. Here and in what follows we identify operators
their Schwartz kernels.

The main relation between positivity in∗σ -algebra and positivity in operator theory
then thata ∈ �′+(W) if and only if ((Aa)f,f )� 0 for everyf ∈ �(V ) (i.e.Aa is a positive
semi-definite operator on�(V )). (Cf. [9–12], or Proposition 1.10 below.)

For the reader familiar with the Weyl calculus we observe also the similarities bet
theAa and the Weyl quantizationaw(x,D), given by

aw(x,D)f (x)= (2π)−n
∫ ∫

a
(
(x + y)/2, ξ

)
f (y)ei〈x−y,ξ 〉 dy dξ, (0.5)

whena ∈ �′(W) andf ∈ �(V ). (Cf. [4,5] or [9–12].) It follows from (0.3) and (0.5) tha
the integral kernel ofaw(x,D) is (2π)−n/2(Aa)(−x, y). A somewhat more “symplecti
elegant” way to express this connection might be done by using the symplectic F
transform on�′(W), whose restriction to�(W) is defined by

â(X)= (�σ a)(X)≡ π−n
∫
a(Y )e2iσ (X,Y ) dY. (0.6)
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Then we have thataw(x,D) = (2π)−n/2A(�σ a), and it follows from the above tha
aw(x,D)� 0, if and only if (�σ a) ∈ �′+(W). This implies also thataw(x,D) is bounded
from below (i.e. for some constantC > 0 then(aw(x,D)f,f )� −C‖f ‖2

L2 holds for any
f ∈ �(V )), if and only if �σ a + Cδ0 ∈ �′+, for some constantC > 0. In the lower bound
results due to Melin (cf. [6]), Hörmander (cf. Theorem 6.2 in [3]), Feffermann/Ph
(cf. [1]) and the author (cf. Theorem 4.5 in [10]), one gives sufficient and some
necessary conditions ona, in order to thataw(x,D) should be lower bounded. In th
last section we explicitely write down some consequences of our investigations in ps
differential calculus.

Next we shall discuss the notion ofσ -positivity, an analogue to the definition of positi
definite functions, and which is also deeply related to positivity in the∗σ -algebra. Assume
thata ∈C(W). Then we say thata is σ -positiveif

M∑
j,k=1

a(Xj −Xk)e2iσ (Xj ,Xk)cj ck � 0, (0.7)

for all pairs of sequencesX1, . . . ,XM ∈ W and c1, . . . , cM ∈ C. We let C+(W) be
the set ofσ -positive functions. By a slight reformulation one obtains thatC+(W) =
�′+(W) ∩ C(W). We will prove thatC+(W) ⊂ s1(W), wheres1(W) is the set of all
a ∈ �′(W) such thatAa (or alternativelyaw(x,D)) is a trace class operator onL2(V ).
More generally, we prove that ifa ∈ �′+(W) satisfies a vague boundary condition
the origin, thena ∈ s1(W) is σ -positive (cf. Theorem 3.3). We obtain (iii) in ca
N = 0 on p. 2 from this sinces1 ⊂ L2 ∩ CB and �σ s1 = s1. (See [9–12] or Section
below.) This gives a complete characterization of theσ -positive functions as the se
of all a ∈ �′(W) such thatAa (or alternatively(�σ a)

w(x,D)) is a positive semi-
definite trace class operator onL2(V ). In the usual convolution algebra, the res
corresponds to Bochner’s theorem which completely characterizes the set of p
definite functions.

According to the last considerations, we discuss also necessary and sufficient con
on elements in�′+(W) in order to belong tosp(W), the set of alla ∈ �′(W) such that
Aa (or alternativelyaw(x,D)) is a Schatten–von Neumann operator of orderp ∈ [1,∞]
onL2(V ). We prove for generalp that if a ∈ �′+(W) andχ,ψ ∈ �(W) such thatχ(0) �= 0,
thena ∈ sp if and only if χa ∈ sp and(1 −ψ)a ∈ sp (cf. Corollary 4.12). From the sam
proof one also obtains (ii) above.

An important ingredient in the proof of the last result is the existence of non
elements inC+(W) with small supports at origin. This gives rise to questions concer
support properties for elements in�′+(W), and in the last section we prove that the
are no nontriviala ∈ �′+(W) such that â has compact support. In this section
also discuss some other properties for elements in�′+, and complete some discussio
from [12]. We prove, for example, thatC+, �′+, s1 and s∞ are not invariant unde
dilations, and that elements inC+(W) might be negative (as functions onW ) on quite
large sets.

We finally remark that the paper is in many sense a completion of [12], where
discusses some general continuity questions for the twisted convolution and thesp-spaces
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1. Preliminaries

In this section we review some continuity results concerning the twisted convolu
the operatorA and thesp-spaces which we did encounter in the introduction. We omit
proofs since they can be found in Section 1.4 in [9], Section 1.1 in [10] and in Sec
in [12].

In order to formulate our problems in a coordinate invariant way, we shall, as in
consider the usual function and distribution spaces on then-dimensional vector spaceV , as
densities with values inΩ1/2(V ), the set of all mappingsµ :∧nV → C such thatµ(tω)=
|t|1/2µ(ω), whent ∈ R \ {0} andω ∈ ∧n(V ). (The reader not interested in this coordin
invariant view may considerV as Rn.) This means thatC∞

0 (V ) = C∞
0 (V ;Ω1/2(V ))

and similarly for other function and distribution spaces, and that iff,g ∈ �(V ) and
ω= e1 ∧ · · · ∧ en, then

〈f,g〉 ≡
∫

Rn

f (x1e1 + · · · + xnen;ω)g(x1e1 + · · · + xnen;ω)dx1 · · ·dxn

is independent on the choice of basise1, . . . , en for V . After extending the form〈· , ·〉 in
usual ways, it follows that we may identify the dual spaces ofC∞

0 (V ), �(V ) orL2(V ) with
�′(V ), �′(V ) andL2(V ) respectively, as usual. We also let(f, g)= 〈f, ḡ〉 for admissiblef
andg. The restriction of(· , ·) to L2 is the then usual scalar product.

Assume next thatW is a 2n-dimensional symplectic vector space, with symple
form σ . ThenΩ1/2(W)� C, and the usual functions and distributions may be consid
as scalar valued. If(x, ξ) = (x1, . . . , xn, ξ1, . . . , ξn) are symplectic coordinates such th
σ((x, ξ), (y, η))= 〈y, ξ〉 − 〈x,η〉 then

∫
W f (X)dX= ∫∫

Rn×Rn f (x, ξ) dx dξ . This shows
also thatW may be represented asW = T ∗V = V ⊕ V ′, whereV is a vector space o
dimensionn, andV ′ is the dual ofV with duality inherited from the symplectic form.

We recall that the symplectic Fourier transform�σ in (0.6) is a homeomorphism
on �(W) which extends to a homeomorphism on�′(W), which is unitary onL2. One
has that�2

σ is the identity map on�′(W), and that

�σ (a1a2)= π−n�σ a1 ∗ �σ a2, �σ (a1 ∗ a2)= πn�σ a1�σ a2, (1.1)

whena1, a2 ∈ �(W).
Next we shall discuss the operatorA and the twisted convolution. One has thatA is

a homeomorphism from�(W) to �(V ⊕ V ), which extends to a homeomorphism fro
�′(W) to �′(V ⊕V ), and to a unitary map onL2, since similar facts are true forT and�2
after (0.3).

An important relation between the operatorA, the twisted convolution product an
operator algebras on�(V ) is given by

A(a ∗σ b)= (Aa) ◦ (Ab), (1.2)

whena, b ∈ �(W). (By duality it follows that (1.2) holds also whena, b ∈ �′(W) such
thata ∈ �(W) or b ∈ �(W).) The homomorphism (1.2) together with the simple chara
of the twisted convolution and the similarities betweenAa andaw(x,D), give motivations
for using the twisted convolution and the quantizationAa in the Weyl calculus. We not
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for example that the Weyl product #, defined by(a#b)w(x,D)= aw(x,D)bw(x,D), is in
many situations more technical than the twisted convolution.

In the following lemma we list some important properties of the operatorA and the
twisted convolution.

Lemma 1.1. LetA be the operator in(0.3)and letU =Aa wherea ∈ �′(T ∗V ). Then the
following are true:

(i) Ǔ =Aǎ, whereǎ(X)= a(−X), for everyX ∈ T ∗V ;
(ii) J�U =A�σ a = (2π)n/2aw(x,D), whereJ�U(x,y)=U(−x, y);
(iii) the Hilbert space adjoint ofAa equalsAã, whereã(X)= a(−X);
(iv) if a1, a2, a3 ∈ �(W), then(a1 ∗σ a2) ∗σ a3 = a1 ∗σ (a2 ∗σ a3) and (a1 ∗σ a2, a3) =

(a1, a3 ∗σ ã2);
(v) (A−1U)(x, ξ)= (2π)−n/2

∫
U(y/2− x, y/2+ x)ei〈y,ξ 〉 dy.

Next we discuss elements of rank one. From [9,10,12] we recall thatu ∈ L2(W) is
calledsimpleif u= ũ ∗σ u and‖u‖L2 = 1.

Proposition 1.3. Assume thatu ∈ �′(W). Then the following conditions are equivalent.

(1) u is simple;
(2) Au= (2π)n/2(�σ u)

w(x,D) is an orthonormal projection of rank one;
(3) u=A−1(f ⊗ f̄ ), for some unit vectorf ∈L2(V ).

Remark 1.4. We note that the set of simple elements is invariant under compos
by linear symplectic mappings. (Recall that the mapT on W is called symplectic if
σ(T X,T Y )= σ(X,Y ) for everyX,Y ∈W .) In fact, it follows easily that ifu is simple,T
is a linear symplectic map anduT = u ◦ T , thenuT = ũT ∗σ uT and‖uT ‖L2 = 1, which
proves the assertion.

We shall also consider the set�(W) of all sequences(vj ) in L2(W) such that
‖vj‖L2 = 1, ṽj ∗σ vj is simple andṽj ∗σ vk = 0 when j �= k. Then (vj ) ∈ �(W), if
and only if Avj = fj ⊗ gj for every j , where (fj ), (gj ) ∈ ON(V ). Here ON(V ) is
the family of orthonormal sets inL2(V ). We let also�0(W) be the set of all finite
sequences(vj ) ∈ �(W) such thatvj ∈ �(W) for every j . Then (vj ) ∈ �0(W), if and
only if Avj = fj ⊗ gj , for some(fj ), (gj ) ∈ ON0(V ), where ON0(V ) is the set of all
finite sequences(fj ) ∈ ON(V ) such thatfj ∈ �(V ) for everyj .

We shall now discuss the Schatten–von Neumann classes, and thesp-spaces from
the introduction. Assume thatp ∈ [1,∞]. Then�p, the set of Schatten–von Neuma
operators of orderp onL2(V ), consists of all operatorsT onL2(V ) such that

‖T ‖�p ≡ sup
∥∥((Tfj , gj ))∞j=1

∥∥
lp

(1.3)

is finite. (Cf. [8].) Here the supremum is taken over all(fj )
∞
j=1 and(gj )∞j=1 in ON(V ) (or

alternatively in ON0(V )). We note that�1, �2 and�∞ are the sets of trace-class, Hilbe
Schmidt and continuous operators onL2 respectively.
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We recall thatsp(W) consists of alla ∈ �′(W) such thatAa ∈ �p, which is the same a
aw(x,D) ∈ Ip . The topology onsp(W) is then defined by the norm‖a‖sp ≡ ‖Aa‖�p , and
it follows that the mapa "→ Aa from sp(W) to �p is an isometric homeomorphism. W
also lets0∞(W) be the set of alla ∈ �′(W) such thatAa is compact onL2(V ).

Proposition 1.5. The following holds for thesp-spaces:

(1) the setsp(W), p ∈ [1,∞], is a Banach space. Ifp1 � p2 <∞, then� ⊂ sp1 ⊂ sp2 ⊂
s0∞ ⊂ s∞. One has‖a‖s∞ � ‖a‖sp2

� ‖a‖sp1
and ‖a‖L∞ � (2/π)n/2‖a‖s1. It holds

that s2 = L2 with equality in norms, and thats1 ⊂ CB ;
(2) assume thatp,p′ ∈ [1,∞] satisfies1/p+ 1/p′ = 1. Then the products(· , ·) and〈· , ·〉

on �(W) extends uniquely to dualities betweensp(W) and sp′(W), and one has fo
everya ∈ sp(W) andb ∈ sp′(W) that

max
(|〈a, b〉|, |(a, b)|)� ‖a‖sp‖b‖sp′ , ‖a‖sp = sup

∣∣(a, c)∣∣= sup
∣∣〈a, c〉∣∣,

where the supremums should be taken over allc ∈ sp′(W) such that‖c‖sp′ = 1;

(3) the set�(W) is dense insp(W), whenp <∞, and ins0∞(W). It is dense ins∞(W)
with respect to the weak∗ topology.

The trace of an elementa ∈ s1(W) is defined by tr(a) ≡ Tr(Aa), where the right-
hand side is the usual trace defined on the operator class�1, i.e. if T ∈ �1, then Tr(T )=∑
(Tfj , fj ), where(fj ) is an orthonormal basis forL2(V ). It is often convenient to use th

trace when dealing with positivity questions in operator calculus. Indeed, for anyT ∈ �1,
we have that|Tr(T )| � ‖T ‖�1, and that Tr(T ) = ‖T ‖�1 if and only if T is a positive
semi-definite operator. This in turn implies thata ∈ s1(W) and tr(a)= ‖a‖s1 if and only if
a ∈ �′(W) andAa is a positive semi-definite trace-class operator.

Proposition 1.6. Assume thata ∈ �′(W) andp ∈ [1,∞]. Then the following is true:

(1) the mappingsa "→ Aa and a "→ aw(x,D) are homeomorphisms fromsp(W) to �p.
Moreover,‖aw(x,D)‖�p = (2π)−n/2‖a‖sp ;

(2) one has that‖a‖sp = sup(
∑ |(a,uj )|p)1/p, where the supremum should be taken o

all sequences(uj ) ∈ �(W). It suffices to take the supremum over all(uj ) ∈ �0(W).
In particular, ‖a‖sp is independent of the choice of symplectic coordinates onW ;

(3) if a ∈ s1(W), thentr(a)= (π/2)n/2a(0). Moreover,(π/2)n/2a(0)= ‖a‖s1, if and only
if Aa is a positive semi-definite trace-class operator.

In the next result we discuss extensions of the twisted convolution product.

Proposition 1.7. Assume thatp,q, r ∈ [1,∞] satisfies the Hölder condition1/p+ 1/q =
1/r. Then the twisted convolution and the Weyl product extend uniquely to conti
bilinear mappings fromsp(W)× sq (W) to sr (W), and for anya ∈ sp(W) andb ∈ sq(W)
one has‖a ∗σ b‖sr � ‖a‖sp‖b‖sq . On the other hand, ifc ∈ sr (W), then c = a ∗σ b
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and ‖c‖sr = ‖a‖sp‖b‖sq , for some choice ofa ∈ sp(W) and b ∈ sq (W). If in addition
c ∈ �′+(W) andp = q , thenc= a ∗σ ã and‖c‖sr = ‖a‖2

sp
for somea ∈ sp(W).

Moreover,(1.2) is still valid whena, b ∈ s∞(W).

In the following proposition we consider decomposition of elements in thesp-spaces.

Proposition 1.8. Assume thata ∈ s0∞(W). Then for some(uj ) ∈ �(W) andλ= (λj ) ∈ l∞
such that0 � λj → 0 asj → ∞, one has thata =∑

λjuj , with convergence ins∞(W).
If 1 � p <∞, thena ∈ sp(W) if and only ifλ ∈ lp , and then‖a‖sp = ‖λ‖lp and

∑
λjuj

converges insp(W).
Moreover, ifa ∈ �′+(W) ∩ s0∞(W), thenuj is simple whenλj �= 0.

Next we discuss relations between the symplectic Fourier transform, compositi
affine symplectic transformations and the twisted convolution.

Proposition 1.9. The symplectic Fourier transform and composition by any af
symplectic transformation onW are unitary mappings ons0∞(W) and onsp(W), for every
1 � p � ∞. If a, b ∈ s∞(W), then

�σ (a ∗σ b)= (�σ a) ∗σ b = ǎ ∗σ (�σ b). (1.4)

We note that ifAu = f ⊗ f̄ wheref ∈ �(V ), anda ∈ �′(W), then ((Aa)f,f ) =
(Aa,Au) = (a,u), since A is a unitary map onL2. Hence Lemma 1.1, and th
Propositions 1.3, 1.5, 1.7 and 1.8 give the following.

Proposition 1.10. Assume thata ∈ �′(W). Then the following conditions are equivalen:

(1) (a ∗σ ϕ,ϕ)� 0 for everyϕ ∈ C∞
0 (W), i.e.a ∈ �′+(W);

(2) ((Aa)f,f )= (2π)n/2((�σ a)
w(x,D)f,f )� 0 for everyf ∈ �(V );

(3) (a,u)� 0 for everyu ∈ �(W) which is simple;
(4) (a,u)� 0 for everyu ∈ �′+(W) ∩ �(W).

Moreover,a ∈ s∞(W) ∩ �′+(W) if and only if(a ∗σ ϕ,ϕ)� 0 for everyϕ ∈ L2(W).

Remark 1.11. We note that Remark 1.4 and Proposition 1.10 implies that�′+(W) is
invariant under composition by linear symplectic transformations.

2. A generalization of Bochner–Schwartz theorem

In this section we shall give an extension of Bochner–Schwartz theorem to non
mutative convolutions of the type (0.2). In the first part we make a somewhat cla
approach to the topic and present some general facts for positive elements in the
which are at the same time continuous functions. The considerations are similar
usual treatments for the positive definite functions (cf. Section IX.2 in [7]).
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We start by introducing the notion ofB-positive functions, an analogue of positi
definite functions.

Assume thata ∈ C(Rm). Thena is said to beB-positive (or aB-positive function), if
for every pairs of sequencesc1, . . . , cM ∈ C andx1, . . . , xM ∈ Rm, one has

M∑
j,k=1

a(xj − xk)B(xj , xk)cj c̄k � 0. (2.1)

Here and in what follows we assume thatB ∈C∞(Rm⊕Rm; C), and that for every intege
N � 0 we may find a polynomialPN on Rm ⊕ Rm such that∣∣B(α)(x, y)∣∣+ ∣∣B(x, y)∣∣−1 � PN(x, y), |α| �N. (2.2)

We note that ifB(x, y) = 1 everywhere, then we obtain the definition of posit
definite functions, treated by Bochner, and ifRm is replaced byW , and thatB(X,Y ) =
e2iσ (X,Y ), then we obtain the definition ofσ -positive functions from the introduction. W
let CB,+(Rm) denote the set ofB-positive functions.

It follows from (2.2) thatB(0,0) �= 0, and by multiplyinga andB with appropriate
constants, we may from now on assume thatB(0,0)= 1.

Proposition 2.1. Assume thata ∈ �′(Rm). Then a ∈ CB,+(Rm), if and only if a is
continuous and satisfies(a ∗B ϕ,ϕ)� 0, for everyϕ ∈C∞

0 (R
m).

Proof. If a ∈ CB,+ and ϕ ∈ C∞
0 we obtain (a ∗B ϕ,ϕ) � 0 if we approximate the

integral expression of the left-hand side by a Riemann sum. On the other hand,a is
continuous and(a ∗B ϕ,ϕ) � 0 for everyϕ ∈ C∞

0 , then (2.1) follows if one choose

ϕ(x)=∑M
1 cj ε

−mψ((x − xj )/ε) with ψ ∈C∞
0 ,

∫
ψ(x) dx �= 0 and then letsε tend to 0.

Remark 2.2. It follows immediately from Proposition 2.2 thata ∈ CB,+, if and only if
a is continuous and that the operator with Schwartz kernela(x − y)B(x, y) is positive
semi-definite.

Remark 2.3. Assume thata ∈ CB,+(Rm). Then it follows from Proposition 2.1 an
Remark 2.2 that

a(0)B(x, x)� 0, a(x − y)B(x, y)= a(y − x)B(y, x),∣∣a(x − y)B(x, y)
∣∣2 � a(0)2B(x, x)B(y, y) x, y ∈ Rm.

(2.3)

From this fact one obtains the following:

(1) if 0 �= a, thena(0) > 0 andB(x, x) > 0 for everyx ∈ Rm;
(2) if (x, y) ∈ ΩB , then B(y, x) = c(x − y)B(x, y) for some c ∈ C∞(ω) such that

c̃(x)c(x)= 1 andc(0)= 1. Herec̃(x)= c(−x), ω= {x − y; (x, y) ∈ΩB} and

ΩB = {
(x, y) ∈ Rm ⊕ Rm; a(x − y) �= 0 for somea ∈ CB,+

(
Rm
)};

(3) if B(y, x)= B(x, y) for every(x, y), thenã = a, whereã(x)= a(−x);
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(4) if B(x, x) � max(|B(x,0)|2, |B(0,−x)|2) for everyx ∈ Rm, then |a(x)| � a(0) for
everyx ∈ Rm.

Remark 2.4. We note here that ifΩB is nonempty in Remark 2.3, then we may alwa
reduce ourselves such thatB(x, y) satisfies one of the following conditions:

(1) B(x, x)= 1 and|B(x,0)| = 1 for everyx ∈ Rm;
(2) B(y, x)= c(x−y)B(x, y)when(x, y) ∈ΩB , wherec ∈ C∞(Rm) is even and satisfie

|c(x)| = 1 for everyx ∈ Rm. If in addition c(x)= ϕ(x)2, for someϕ ∈ C∞, then we
may reduce ourselves such thatB(y, x)= B(x, y).

In fact, (1) follows if we first replaceB(x, y) in Proposition 2.1 byB1(x, y) =
B(x, y)(B(x, x)B(y, y))−1/2, and then replacea(x) andB1(x, y) with a(x)B1(x,0) and
B1(x − y,0)−1B1(x, y) respectively. The assertion (2) follows if we replacea(x) and
B(x, y) in Remark 2.3(2) witha(x)|c(x)|−1/2 andB(x, y) · |c(x − y)|1/2.

According to Proposition 2.1, we say thata ∈ �′(Rm) is a B-positive distribution if
(a ∗B ϕ,ϕ)� 0 for everyϕ ∈ C∞

0 (R
m). The set ofB-positive distributions is denoted b

�′
B,+(Rm). (A motivation for using�′

B,+ instead of�′
B,+ is given by Theorem 2.6 below

Then Proposition 2.1 implies thatCB,+(Rm)= �′
B,+(Rm)∩C(Rm).

We shall now discuss our generalization of the Bochner–Schwartz theorem to we
convolutions. It is then convenient to use�N(Rm), the set of allf ∈CN(Rm) such that

‖f ‖(M) = ‖f ‖(N,M) ≡
∑

|α|�M

∑
|β|�N

sup
x∈Rm

∣∣xα∂βf (x)∣∣
is finite for everyM � 0. Then �N(Rm) is a Frechét space, and it is obvious t
� ⊂ �N ⊂ CN ∩L1 ∩L∞.

In the following proposition we list some important properties for�N . We leave the
simple proof for the reader.

Proposition 2.5. Assume thatN � 0 is an integer and thatB ∈ C∞(Rm ⊕ Rm) satisfies
(2.2) for some polynomialPN . Then the following is true:

(i) if T is a linear homeomorphism onRm anda ∈ �N(Rm), thena ◦ T ∈ �N(Rm);
(ii) the mapf "→B · f is continuous on�N(Rm ⊕ Rm);
(iii) the weighted convolution product∗B in (0.2) is a continuous bilinear mappin

on �N(Rm);
(iv) C∞

0 (R
m) is dense in�N(Rm).

Our generalization of the Bochner–Schwartz theorem is the following:

Theorem 2.6. Assume thatB ∈ C∞(Rm ⊕ Rm) and that for any integerN � 0, there is a
polynomialPN on Rm ⊕ Rm such that(2.2)holds. Then�′

B,+(Rm)⊂ �′(Rm).
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Since any distribution has finite orders on compact sets, it follows that Theorem 2
consequence of the following result.

Theorem 2.6′. Let N0 � 0 be an integer and assume thatB ∈ C∞(Rm ⊕ Rm) satisfies
(2.2) for some polynomialPN , whereN = 2N0. Assume also thata ∈ �′

B,+(Rm) satisfies

that χa ∈ �′N(Rm), for someχ ∈ C∞
0 (R

m) such thatχ(0) �= 0. Then the mapping
(ϕ,ψ) "→ (a ∗B ϕ,ψ) from C∞

0 (R
m)× C∞

0 (R
m) to C extends uniquely to a continuo

mapping from�N0(Rm)× �N0(Rm) to C. If in addition(2.2) is true for everyN , for some
polynomialsPN , thena ∈ �′(Rm).

Proof. Sincea ∈ �′
B,+, it follows that (· , ·)a and‖ · ‖a , onC∞

0 , are well-defined semi
scalar product and semi-norm respectively, where

(ϕ,ψ)a ≡ (a ∗B ϕ,ψ), and ‖ϕ‖a ≡ (ϕ,ϕ)
1/2
a = (a ∗B ϕ,ϕ)1/2, (2.4)

when ϕ,ψ ∈ C∞
0 (R

m). In particular one has the Schwartz inequality,|(ϕ,ψ)a | �
‖ϕ‖a‖ψ‖a . We first prove that the map(ϕ,ψ) "→ (ϕ,ψ)a extends to a continuous ma
from �N × �N to C. By Proposition 2.5(iv) it sufficies to prove that for some const
C > 0 and integerM > 0 we have∣∣(ϕ,ψ)a∣∣� C‖ϕ‖(N0,M)‖ψ‖(N0,M), ϕ,ψ ∈ C∞

0

(
Rm
)
. (2.5)

In order to prove (2.5) we take a neighbourhoodΩ ⊂ Rm of the origin such thatχ �= 0 in
a neighbourhoodof#Ω . By multiplyingχa with some appropriate test function if necessa
we may assume thatχ = 1 inΩ .

Take an even and nonnegative functionφ ∈C∞
0 (R

m), which satisfies
∑

j∈J φ(·−xj )=
1, for some lattice{xj }j∈J ⊂ Rm, and such that suppφ + suppφ ⊂ Ω . By Cauchy–
Schwartz inequality we get∣∣(ϕ,ψ)a∣∣� ∑

j,k∈J

∣∣(ϕj ,ψk)a∣∣� ∑
j,k∈J

‖ϕj‖a‖ψk‖a, ϕ,ψ ∈C∞
0

(
Rm
)
, (2.6)

whereϕj (x) = ϕ(x)φ(x − xj ), ψj (x)= ψ(x)φ(x − xj ). The assertion (2.5) will follow
from (2.6) if we prove that for anyM1 � 0, there is an integerM � 0 and a constantCM1,
independent ofϕ andj such that

‖ϕj‖a �CM1‖ϕ‖(N0,M)

(
1+ |xj |

)−M1. (2.7)

In fact, a combination of (2.6) and (2.7) gives∣∣(ϕ,ψ)a∣∣� (
CM1

∑
j∈J

(
1+ |xj |

)−M1

)2

‖ϕ‖(N0,M)‖ψ‖(N0,M),

and (2.5) follows if we chooseM1>m.
In order to prove (2.7), we note that‖ϕj‖2

a = (a,ϕj ∗B1 ϕ̃j ), whereϕ̃j (x) = ϕj (−x)
as before andB1(x, y)= B(x − y,−y). Then (2.2) is fulfilled for some polynomialPN ,
whenB is replaced byB1. Since the support ofϕj (·+xj ) is contained in suppφ, it follows
easily from

(ϕj ∗B1 ϕ̃j )(x)=
∫
ϕj (x + y + xj )ϕj (y + xj )B1

(
x,−(y + xj )

)
dy, (2.8)
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that the support ofϕj ∗B1 ϕ̃j is contained inΩ , and that the function in the integral in (2.
vanishes outsideM = {(x, y); x ∈Ω y ∈ suppφ}. Hence

‖ϕj‖2
a = (a,ϕj ∗B1 ϕ̃j )= (χa,ϕj ∗B1 ϕ̃j )�C‖ϕj ∗B1 ϕ̃j‖(N,0),

for some constantC, sinceχa is a distribution of orderN .
From (2.2) and the fact thatM is bounded we get for some constantsC andM2,

independent ofj , that|DαB1(x,−(y+xj ))| � C(1+|xj |)2M2 when|α| �N and(x, y) ∈
M. By partial integrations it follows also that for any|α| � N , thenDα(ϕj ∗B1 ϕ̃j ) is a
sum of terms of the type∫ (

Dβϕj
)
(x + y + xj )(Dγ ϕj )(y + xj )

(
DδB1

)(
x,−(y + xj )

)
dy,

where|β|, |γ | � N0 and|δ| �N . This gives‖ϕj ∗B1 ϕ̃j‖(N,0) � C1(1 + |xj |)2M2‖ϕj (· +
xj )‖2

(N0,0)
, and we may conclude that

‖ϕj‖a �C2
(
1+ |xj |

)M2
∥∥ϕj (· + xj )

∥∥
(N0,0)

.

The assertion follows therefore if we prove for everyM � 0 that∥∥ϕj (· + xj )
∥∥
(N0,0)

� CM
(
1+ |xj |

)−M‖ϕ‖(N0,M), (2.9)

for some constantCM . By using that(1 + |xj |)� (1 + |x|)(1+ |x + xj |) we get for any
M � 0 that(

1+ |xj |
)M∥∥ϕj (· + xj )

∥∥
(N0,0)

=
∑

|α|�N0

∥∥(1+ |xj |
)M
∂α
(
ϕ(· + xj )φ

)∥∥
L∞

� C

( ∑
|α|�N0

∥∥(1+ | · |)Mφ(α)∥∥
L∞

)

×
( ∑

|α|�N0

∥∥(1+ | · +xj |
)M
ϕ(α)(· + xj )

∥∥
L∞

)
� Cφ‖ϕ‖(N0,M),

and (2.9) follows.
It remains to prove the last part of the theorem. Assume therefore that for anyN � 0

we may find a polynomialPN such that (2.2) holds and letT :C∞
0 (R

m)→ �′(Rm) be the
linear operator with Schwartz kernel(x, y) "→ a(x− y)B(x, y). Since(ϕ,ψ)a = (T ϕ,ψ),
it follows from (2.5) thatT extends uniquely to a continuous operator from�(Rm)

to �′(Rm). Hencea(x − y)B(x, y) ∈ �′(Rm ⊕ Rm) by the kernel theorem of Schwart
and from (i) and (ii) in Proposition 2.5 it follows thata ⊗ 1 ∈ �′(Rm ⊕ Rm). This implies
thata ∈ �′(Rm), and the theorem follows.

Remark 2.7. In the classical Bochner–Schwartz theorem one has also that ifa ∈ �′
B,+,

with B = 1 everywhere and thatχa ∈ �′2N0 for some integerN0 � 0 andχ ∈ C∞
0 such

thatχ(0) �= 0, thena ∈ �′2N0. If this is true for generalB in Theorem 2.6 is not known t
the author.
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In the special caseB(X,Y )= e2iσ (X,Y ) we can say more.

Proposition 2.8. Let W be a finite dimensional symplectic vector space,N = 2N0 �
0 is even, and assume thata ∈ �′+(W) such thatχa ∈ �′N for someχ ∈ C∞

0 (W)

which satisfiesχ(0) �= 0. Then the mappings(ϕ,ψ) "→ (a ∗σ ϕ,ψ) and (ϕ,ψ) "→
((�σ a) ∗σ ϕ,ψ) from C∞

0 (W) × C∞
0 (W) to C extend to continuous bilinear mappin

from �N0(W)× �N0(W) to C. Moreover,�′+(W)⊂ �′(W).

Proof. The result except the assertion concerningâ follows immediately from Theo
rem 2.6 and Theorem 2.6′ with B(X,Y )= e2iσ (X,Y ).

In order to prove the extension for(ϕ,ψ) "→ ((�σ a) ∗σ ϕ,ψ) it follows from the proof
of Theorem 2.6′ that it sufficies to prove that∣∣((�σ a) ∗σ ϕ,ψ

)∣∣� C‖ϕ‖(N0,M)‖ψ‖(N0,M), ϕ,ψ ∈C∞
0 (W), (2.5′)

for some constantsM andC. By Proposition 1.9 and Schwartz inequality we get∣∣((�σ a) ∗σ ϕ,ψ
)∣∣= ∣∣(a ∗σ ϕ,�σψ)

∣∣= ∣∣(ϕ,�σψ)a
∣∣� ‖ϕ‖a‖�σψ‖a,

and since‖ϕ‖a � C1/2‖ϕ‖(N0,M), for someM, by (2.5), the assertion follows if we prov
that‖�σψ‖a � C‖ψ‖(N0,M). From Proposition 1.9 we have that

‖�σψ‖2
a = (a ∗σ �σψ,�σψ)= (ǎ ∗σ ψ,ψ)= (a ∗σ ψ̌, ψ̌)= ‖ψ̌‖2

a,

and the result follows since‖ψ̌‖a � C‖ψ̌‖(N0,M) = C‖ψ‖(N0,M). The proof is complete.

The technique used in the proof of Theorem 2.6 works also in other situation
example in the following result. We leave the verifications for the reader.

Theorem 2.9. Assume thatT is a continuous and linear operator fromC∞
0 (R

m) to �′(Rm)

with Schwartz kernelK ∈ �′(Rm ⊕ Rm), and letTφ be the operator with Schwartz kern
Kφ(x, y)= φ(x−y)K(x, y), whereφ ∈ C∞

0 (R
m) satisfiesφ(0) �= 0. Assume also that th

following properties are fulfilled:

(1) (Tf,f )� 0 for everyf ∈ C∞
0 (R

m);
(2) Tφ extends to a continuous map from�(Rm) to �′(Rm).

ThenK ∈ �′(Rm ⊕ Rm), and T extends uniquely to a continuous map from�(Rm) to
�′(Rm).

Moreover, ifKφ ∈ �′N , then the map(ϕ,ψ) "→ (T ϕ,ψ) fromC∞
0 × C∞

0 to C extends
uniquely to a continuous mapping from�N × �N to C.

3. The σ -positive functions

In this section we make a brief discussion ofC+(W), the set ofσ -positive functions
(cf. the introduction). We give a complete characterization of such functions, and
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that ifA is the mapping in (0.3) anda ∈ �′(W), thena is σ -positive, if and only ifAa is a
positive semi-definite trace-class operator. The result is applied in different ways. It w
example be used in order to prove thatC∞(W) ∩C+(W)⊂ �(W). The results apply als
to the Weyl calculus, where we conclude thata is σ -positive, if and only if(�σ a)

w(x,D)

is a positive semi-definite trace-class operator.
Assume thatW is a symplectic vector space of the finite dimension 2n with symplectic

form σ as before. It follows from the definitions that ifB(X,Y ) = e2iσ (X,Y ), then
CB,+(W) = C+(W), B(Y,X) = B(X,Y ), and (1)–(2) in Remark 2.4 are fulfilled. I
particular, the following two propositions are immediately consequences of Propositi
and Remark 2.3.

Proposition 3.1. If a is σ -positive thena(X) = a(−X) and |a(X)| � a(0) for every
X ∈W .

Proposition 3.2. One has thatC+(W)= �′+(W) ∩C(W).

We recall that�′+(W), and thereforeC+(W) are invariant under composition wit
linear symplectic transformations and under multiplication by any exponential fun
X "→ eiσ (X,Y ), whereY ∈W . Thus�σC+(W) and�σ�′+(W) are invariant under affin
canonical transformations.

Note that it follows from Proposition 1.10 and Proposition 3.2 that ifa ∈ s∞(W) is
bounded and continuous, thena is σ -positive if and only ifAa is a positive semi-definite
continuous operator onL2. More generally one has thata is σ -positive if and only ifAa
is a positive semi-definite trace-class operator onL2(V ), which is a consequence of th
following result.

Theorem 3.3. Assume thata ∈ �′(W). Then the following conditions are equivalent:

(1) a ∈ s1(W) anda is σ -positive;
(2) a is σ -positive;
(3) a ∈ �′+(W), and in some neighbourhoodΩ of the origin, the restriction ofa toΩ is

a measuredµ, which satisfies

lim inf
ε→0

ε−2n
∫

|X|<ε

∣∣dµ(X)∣∣<∞; (3.1)

(4) a ∈ �′+(W) and, for someχ ∈ �(W) with nonvanishing integral one has that

lim inf
ε→0

(a ∗σ χε,χε) <∞, (3.1′)

whereχε = ε−2nχ(·/ε).

For the proof we shall need some lemmas.

Lemma 3.4. The map(ψ,a,χ) "→ψ ∗σ a ∗σ χ , is sequentially continuous fromC∞
0 (W)×

�′(W)×C∞
0 (W) toC∞(W), and from�(W)× �′(W)× �(W) to �(W).



J. Toft / Bull. Sci. math. 127 (2003) 101–132 115

ve

ew

t of

at

n

me

et
t

Proof. We may assume thatW = T ∗Rn. The first assertion is obvious. In order to pro
the last assertion, we writeU1 = Aψ , U2 =Aa andU3 =Aχ , whereψ,χ ∈ �, a ∈ �′ and
A is given by (0.3). We letC(x,y) = U1(x, ·)⊗ U3(·, y). ThenA(ψ ∗σ a2 ∗σ χ)(x, y)=
(U1 ◦U2 ◦U3)(x, y)= 〈C(x,y),U2〉 by (1.2), which proves the statement, for we may vi
C(x,y) as a Schwartz function of(x, y) with values in�(Rn × Rn).

Lemma 3.5. Assume thata ∈ �′+(W), and letχ ∈ �(W) be such that
∫
χ dX = (π/2)n/2,

and setaε = χ̃ε ∗σ a∗σ χε whereχε = ε−2nχ(·/ε). Thenaε ∈ �(W)∩C+(W), andaε → a

in �′ asε→ 0.

Proof. Assume thatϕ ∈ �. Then it follows from Lemma 1.1 and a simple argumen
approximation that(aε, ϕ)= (a,χε ∗σ ϕ ∗σ χ̃ε) and(aε ∗σ ϕ,ϕ)= (a ∗σ (χε ∗σ ϕ),χε ∗σ
ϕ) � 0 as a ∈ �′+. Henceaε ∈ � ∩ C+ by Lemma 3.4. Since it is easily seen th
χε ∗σ ϕ ∗σ χ̃ε converges in� to ϕ asε→ 0 it follows also thataε → a in �′ asε→ 0. The
proof is complete.

Proof of Theorem 3.3. It is obvious that(1)⇒ (2)⇒ (3). Assume that (3) holds. Give
χ ∈ C∞

0 such that
∫
χ dX �= 0 we choose 0� ψ ∈ C∞

0 such that|χε ∗σ χ̃ε| � ψε. Hence
for ε small enough, we obtain for some constantsC andC′ that

(a ∗σ χε,χε)= (a,χε ∗σ χ̃ε)� C′ε−2n
∫

|X|<Cε

∣∣dµ(X)∣∣.
This gives (4).

It remains to prove that (4) implies (1). We assume therefore that (4) holds for soχ .
It is then no restriction to assume that

∫
χ dX = (π/2)n/2. Setaε = χ̃ε ∗σ a ∗σ χε. By

Lemma 3.5 it follows thataε ∈ �(W) ∩C+(W) and thataε → a in �′ asε→ 0.
We observe that (3.1′) is equivalent toC = lim infε→0aε(0) <∞, which implies that we

may take a sequenceεj → 0, whenj → ∞ such that limj→∞ aj (0)= C, whereaj = aεj .
By Proposition 1.6(3) we obtain

‖aj‖s1 = (π/2)n/2aj (0)� C′ <∞,

whereC′ is independent onj . This gives us a bound independent ofj for the norm
of aj in s1(W). In order to prove thata ∈ s1(W) we recall Lemma 1.1 and (1.3). L
(uk) ∈ �0(W). Then

∑
k |(aj , uk)| � C′. Whenj → ∞ it follows from Lemma 3.5 tha∑

k |(a,uk)| � C′, since(uk) is a finite sequence in�. This implies thata ∈ s1(W) and
‖a‖s1 � C′ by Proposition 1.6(2). Sinces1 ⊂ CB by Proposition 1.5, it follows from
Proposition 3.2 thata ∈C+(W). Hencea satisfies (1), and the proof is complete.

Corollary 3.6. If a ∈ s∞(W) ∩ �′+(W) is locally integrable near the origin and(3.1) is
fulfilled with dµ(X)= a(X)dX, thena ∈ s1(W).

Corollary 3.7. C+(W) is the set of all functions̃v ∗σ v, wherev ∈ L2(W).

Corollary 3.8. Assume thatv ∈ s∞(W). Thenv ∈L2 if and only if ṽ ∗σ v ∈L∞.
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Proof. If v ∈L2 then‖ṽ ∗σ v‖L∞ � (2/π)n/2‖v‖2
L2 <∞. On the other hand, ifa = ṽ ∗σ v

anda ∈ L∞, then the assumptions in Corollary 3.6 are fulfilled bya, which implies that
a ∈ s1(W). HenceU∗ ◦U is a trace class operator ifU = Av, and it follows thatU andv
areL2 functions.

Corollary 3.9. Let W = T ∗V and assume thata ∈ �′(W) satisfies that̂a is a bounded
function near the origin, and that the pseudo-differential operatoraw(x,D) is nonnegative
Thenaw(x,D) is a trace class operator.

Proof. The result follows if one combines Proposition 1.9, Proposition 1.10 and T
rem 3.3.

Remark 3.10. Corollary 3.9 may be generalized in the following way. Assume thatt ∈ R,
a ∈ �′(T ∗Rn), and that the pseudo-differential operator

at (x,D)f (x)= (2π)−n
∫ ∫

a
(
(1− t)x + ty, ξ

)
f (y)ei〈x−y,ξ 〉 dy dξ

is positive semi-definite. Then the following conditions are equivalent:

(1) at (x,D) is a trace-class operator;
(2) â is bounded near the origin;
(3) â ∈ CB(W) ∩L2(W).

In fact, if t = 1/2, then the assertion follows from Corollary 3.9. For generalt , we may
reduce ourselves to the caset = 1/2 by the equivalence

at (x,D)= bw(x,D) ⇔ (�b)(x, ξ)= ei(1/2−t )〈x,ξ 〉(�a)(x, ξ).

(Cf. [4] or [11].)

We may also use Corollary 3.7 in order to improve Proposition 3.1.

Proposition 3.11. Assume that0 �= a ∈ C+(W) andX �= 0. Then|a(X)|< a(0).

Proof. By Corollary 3.7, we may assume thata = ṽ ∗σ v, wherev ∈ L2 is a unit vector.
Thena(0) = (2/π)n/2, and if X �= 0 then |a(X)| � (2/π)n/2(|v(· − X)|, |v|), by (0.1).
Since|v(· −X)| is not proportional to|v| it follows that|a(X)|< (2/π)n/2‖v‖2

L2 = a(0).

We shall next discuss the restriction ofσ -positive functions to Lagrangian planes. Sin
the symplectic form is zero on such planes, it follows from (0.7) that the restriction
σ -positive function to any Lagrangian planeΛ is a positive definite function. Identifyin
the dualΛ′ of Λ with W/Λ by means of the symplectic form it follows that the restrict
of a to Λ is the Fourier transform of a positive measure onW/Λ. The next result show
that this measure is absolutely continuous.
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Theorem 3.12. Assume thata ∈ C+(W) and thatΛ ⊂ W is a Lagrangian plane. The
there is a density0 � aΛ ∈ L1(W/Λ) such that

a(X)=
∫

W/Λ

eiσ (X,Y )aΛ(Y ) dY, X ∈Λ.

Proof. We may assume thatW = T ∗Rn and thatΛ = {(0, ξ); ξ ∈ Rn}. ThenW/Λ
might be identified with{(x,0); x ∈ Rn}. From the proof of Corollary 3.8 it follows tha
Aa =U∗

1 ◦U1 for someU1 ∈L2. Hence, Lemma 1.1(v) gives

a(0, ξ)= (2π)−n/2
∫

ei〈y,ξ 〉(U∗
1 ◦U1)(y/2, y/2) dy = ŵ(ξ),

wherew(y)= ∫ |U1(z,−y/2)|2dz. The result follows now sincew ∈ L1(Rn).

We finish this section by presenting the following complementary result to Theorem
concerning regularity properties forσ -positive functions.

Theorem 3.13. Assume thata ∈ C+(W) and thata ∈C2N(Ω) for some neighbourhoodΩ
of origin and some integerN � 0. Then the following is true:

(1) a ∈ C2N(W) and�σ a ∈ C2N(W);
(2) XαDβa ∈ s1(W) andXαDβâ ∈ s1(W) for anyα,β such that|α + β| �N .

In particular,C∞(Ω)∩ �′+(W)⊂ �(W).

Here we note that (2) in Theorem 3.13 is independent of the choice of coordinate s
for W . We need some preparations for the proof.

Lemma 3.14. Assume thata ∈ �(W), andAa =∑
λjfj ⊗gj , where(fj ), (gj ) ∈ ON(V ).

Thenfj , gj ∈ �(V ) whenλj �= 0.

Proof. We have thatfj = λ−1
j (Aa)gj ∈ �(V ), since(gj ) ∈ ON(V ), a ∈ � andA is a

homeomorphism on�. By similar reasons we getgj ∈ �, and the proof is complete.

Lemma 3.15. Assume thatY ∈W and letTY be the operatorTY = σ(Y,DX)
2 −σ(Y,X)2.

ThenTY restricts to a continuous map on�′+(W).

Here and in what follows we letϕ(DX) be multiplication byϕ(X) on the symplectic
Fourier transform side.

Proof. If we choose some appropriate symplectic coordinatesX = (x, ξ), then we may
assume thatW = T ∗Rn and thatY = (y, η), wherey = (0, . . . ,0) andη = (1,0, . . . ,0).
This implies thatTY = −∂2

ξ1
/4 − x2

1. It is clear thatTY is continuous on�(W) and
on �′(W) for everyY ∈ W . We have to prove thatTY a ∈ �′+ whena ∈ �′+. SinceTY



118 J. Toft / Bull. Sci. math. 127 (2003) 101–132

s to

a

t

tz
is self-adjoint it follows from Proposition 1.10, Lemma 3.14 and duality that it suffice
prove thatTY a ∈C+ ∩ � whena ∈ C+ ∩ � is simple.

We therefore assume thatAa = f ⊗ f̄ for somef ∈ �. From Lemma 1.1(v) and
straight-forward computation, we get(TY a)(x, ξ) = A−1(g ⊗ ḡ), whereg(x) = x1f (x),
and the result follows sinceA−1(g⊗ ḡ) ∈ C+ ∩ �.

Lemma 3.16. Let (f1,j ), (f2,j ) be two sequences in�′(V ) such that the seriesak =∑∞
j=1uk,j , k = 1,2, where uk,j = A−1(fk,j ⊗ fk,j ), converge in�′(W). Then the

following are true:

(1) the seriesa0,c ≡ ∑∞
j=1 cjA

−1(f1,j ⊗ f2,j ) converges in�′(W) for any bounded
sequencec= (cj ) in C;

(2) with TY as in Lemma3.15we have

TY ak =
∞∑
j=1

TYuk,j ∈ �′+(W), (3.2)

with convergence in�′;
(3) if in additiona1, a2 ∈ sp(W) for some1 � p � ∞, thena0,c ∈ sp(W) and

‖a0,c‖sp � ‖c‖l∞
(‖a1‖sp‖a2‖sp

)1/2
. (3.3)

Furthermore,fj,k ∈L2 for everyj andk.

Proof. (1) Since A is a homeomorphism on� and �′ it suffices to prove tha∑∞
j=1 cjf1,j ⊗ f2,j converges in�′, provided U1 = ∑∞

j=1f1,j ⊗ f1,j and U2 =∑∞
j=1f2,j ⊗ f2,j do. SetU0,N =∑N

j=1 cjf1,j ⊗ f2,j . By the kernel theorem of Schwar
it suffices to verify that for anyϕ,ψ ∈ �(V ), the limit

(U0ϕ,ψ)= lim
N→∞(U0,N ,ψ ⊗ ϕ̄)

exists and satisfies|(U0ϕ,ψ)| � ‖c‖l∞‖ϕ‖‖ψ‖ for some seminorm‖ · ‖ on �.
Now it follows from the Cauchy–Schwartz inequality that∣∣∣∣∣

N∑
j=M

cj (f1,j ⊗ f2,j ,ψ ⊗ ϕ̄)

∣∣∣∣∣
2

� ‖c‖2
l∞

(
N∑

j=M

∣∣(f1,j ,ψ)
∣∣∣∣(f2,j , ϕ)

∣∣)2

� ‖c‖2
l∞

(
N∑

j=M
(f1,j ⊗ f1,j ,ψ ⊗ ψ̄)

)(
N∑

j=M
(f2,j ⊗ f2,j , ϕ ⊗ ϕ̄)

)
.

From this we immediately conclude the existence of the limit and that∣∣(U0ϕ,ψ)
∣∣2 � ‖c‖2

l∞
∣∣(U1ϕ,ϕ)

∣∣∣∣(U2ψ,ψ)
∣∣.

This proves (1).
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The assertion (2) follows from (1), Lemma 3.15 and duality, sinceTY is continuous
on �(W).

(3) We start to prove thatf1,j ∈ L2 for every j whena1 ∈ sp for somep. Assume
thatf1,j0 /∈ L2 for somej0. ThenAa1 � f1,j0 ⊗ f1,j0 (as operators), which implies th
Aa1 /∈ �∞, since the right-hand side is an unbounded operator onL2. Hence,a1 /∈ s∞,
which gives a contradiction and proves the assertion.

Next we consider(∑
k

∣∣((Aa0,c)h1,k, h2,k
)∣∣p)1/p

=
(∑

k

∣∣∣∣∑
j

cj (f1,j , h1,k)(f2,j , h2,k)

∣∣∣∣p)1/p

,

where(h1,k) ∈ ON0(V ) and(h2,k) ∈ ON0(V ). By applying Cauchy–Schwartz inequali
first on the inner sum, and then on the outer sum we get(∑

k

∣∣((Aa0,c)h1,k, h2,k
)∣∣p)1/p

� ‖c‖l∞
(∑

k

(∑
j

∣∣(fj , h1,k)
∣∣2)p)1/2p(∑

k

(∑
j

∣∣(gj , h2,k)
∣∣2)p)1/2p

= ‖c‖l∞
(∑

k

∣∣((Aa1)h1,k, h1,k
)∣∣p)1/2p(∑

k

∣∣((Aa2)h2,k, h2,k
)∣∣p)1/2p

� ‖c‖l∞
(‖a1‖sp‖a2‖sp

)1/2
.

By taking supremum over all orthonormal sequences(h1,k) and(h2,k) on the left-hand side
we obtain (3.3), and (3) follows. The proof is complete.

Proof of Theorem 3.13. We may assume thatW = T ∗Rn. It follows from Theorem 3.3
that the assertion holds whenN = 0. We assume therefore thatN � 1. Set forj = 1, . . . , n

Sj = (2i)−1∂ξj − xj , Sn+j = (2i)−1∂xj − ξj ,

S̃j = (2i)−1∂ξj + xj , S̃n+j = (2i)−1∂xj + ξj .
(3.4)

Then it follows easily that ifU =Au, whereu ∈ �′(W), then

(A ◦ Sj )u(x, y)= xjU(x, y), (A ◦ Sn+j )u(x, y)=DxjU(x, y),

(A ◦ S̃j )u(x, y)= yjU(x, y), (A ◦ S̃n+j )u(x, y)=DyjU(x, y),
(3.5)

for everyj = 1, . . . , n. We note also thatTj ≡ Sj S̃j = σ(Yj ,DX)
2 − σ(Yj ,X)

2 for some
choice ofYj . By Lemma 3.16(2), it follows thatTj is continuous on�′+ for everyj . Since
N � 1, Theorem 3.3 and Lemma 3.16 gives that(Tja) ∈ C+ for everyj .

Now we may writea =∑
uk , whereAuk = fk ⊗ fk , for some sequence(fk) in L2.

Then
∑‖fk‖2

L2 = (π/2)n/2a(0)= ‖a‖s1, and Lemma 3.16(2) together with some straig
forward computation give for everyj = 1, . . . , n thatTja =∑

k Tjuk ∈ C+ andTn+j a =∑
k Tn+j uk ∈ C+, whereTjuk = A−1((xjfk) ⊗ (xjfk)) and Tn+j uk = A−1((Djfk) ⊗

(Djfk)). This implies that
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∑
k

‖xjfk‖2
L2 = (π/2)n/2(Tja)(0) <∞ and

∑
k

‖Djfk‖2
L2 = (π/2)n/2(Tn+j a)(0) <∞, 1 � j � n.

If we repeat these arguments, then we get

a
β
α ≡∑

k u
β
k,α ∈C+(W) and

∥∥aβα∥∥s1 =∑∥∥xαDβfk
∥∥2
L2 <∞,

whereAuβk,α = (
xαDβfk

)⊗ (
xαDβfk

)
, and|α + β| �N.

(3.6)

Now we observe that for any multi-indexγ such that |γ | � 2N , we may find
polynomialspα,β,γ (X) onW such thatDγ =∑

pα,β,γ (X)S
αS̃β , where the sum shoul

only be taken over|α| � N and |β| � N . In order to prove thata ∈ C2N(W), it suffices
therefore to prove thatSαS̃βa is continuous when|α| �N and|β| �N . By (3.5) it follows
that if |α| �N and|β| �N , thenSαS̃βa is a linear combination of terms of the type∑

k

A−1((xγ1Dδ1fk
)⊗ (

xγ2Dδ2fk
) )
,

where|γ1 + δ1| �N and|γ2 + δ2| �N . HenceSαS̃βa ∈ s1 by (3.6) and Lemma 3.16(3
and sinces1 ⊂ C we conclude thata ∈C2N .

In order to prove thatXαDβa ∈ s1 when|α + β| � N , we note that the operatorsxj ,
ξj , Dxj andDξj are linear combinations of{Sk} and {S̃k} by (3.4). This implies that if
|α + β| � N , thenXαDβa is a linear combination of terms of the typeSγ S̃δa, where
|γ | �N and|δ| �N . Since we have already proved thatSγ S̃δa ∈ s1 for such choice ofγ
andδ, it follows thatXαDβa ∈ s1 when|α + β| �N . Hence the assertions concerninga
follows.

If we repeat these arguments and use Lemma 1.1(ii), then the assertions con
�σ a follow by similar arguments. The proof is complete.

Remark 3.17. It follows from Theorem 3.13 and its proof that the sum
∑

k A
−1(fk ⊗ fk)

belongs toC2N , if and only if
∑

k ‖xαDβfk‖2
L2 <∞ for everyα,β such that|α+β| �N .

In particular, if uk ∈ C+ for every k ∈ I and a = ∑
k∈I uk ∈ C2N , then

∑
k∈I0 uk ∈

C2N ∩C+ for everyI0 ⊂ I .

4. Positivity properties for elements in sp(W) and �σL
p(W)

In this section we shall find necessary and sufficient conditions for elements in�′+(W)
to belong tosp(W) or �σL

p(W), when p ∈ [1,∞]. More precisely, we prove tha
elements in�′+ belong tosp (or �σL

p) if and only if they belong tosp (or �σL
p)

near the origin and near the infinity. We present also generalizations to weighted�σL
p

spaces. We apply also some parts of the basic analysis, in order to refine the reg
results in Section 3 in terms of wave-front sets, and prove that if(X,Y ) ∈ WF(a) or
(X,Y ) ∈WF(�σ a) for someX,Y ∈W , then(0, Y ) ∈WF(a).
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We start the section by giving a review of some Young type results for di
multiplications and convolutions, which are needed. We omit the proof, since it m
be found in [9] or in [12].

Theorem 4.1. Assume thats, t ∈ R \ {0} and thatp,q, r ∈ [1,∞] satisfy1/p + 1/q =
1+ 1/r and±s2 ± t2 = 1 for some choice of± at each place. Then the following is true:

(1) the mappings(a, b) "→ a(s·)b(t·) and (a, b) "→ a(·/s) ∗ b(·/t) on �(W) extends
uniquely to a continuous mapping fromsp(W) × sq(W) to sr (W). If in addition
a, b ∈ �′+, thena(s·)b(t·) ∈ �′+;

(2) the convolution(a, b) "→ a ∗b extends uniquely to continuous mappings fromsp(W)×
sq(W) toLr(W), and fromsp(W)×Lq(W) to sr (W).

Moreover, one has the estimates∥∥a(s·)b(t·)∥∥
sr

� Cn‖a‖sp‖b‖sq , ‖a ∗ b‖Lr � Cn‖a‖sp‖b‖sq ,∥∥a(·/s) ∗ b(·/t)∥∥
sr

� Cn‖a‖sp‖b‖sq , ‖a ∗ c‖sr � Cn‖a‖sp‖c‖Lq , (4.1)

where the constantC is independent ona ∈ sp(W), b ∈ sq(W) andc ∈Lq(W).

Corollary 4.2. If Ω ⊂W is an arbitrary open neighbourhood of the origin, then one c
finda ∈ C+(W) ∩ C∞

0 (W) with support inΩ such thata � 0 anda(0)= 1. On the other
hand, ifa ∈C+(W) and â is compactly supported, thena = 0.

Proof. In order to construct a nontrivial and nonnegativea ∈ C+(W) with small support,
we letφ ∈ C∞

0 (W) \ {0} be even and setψ = φ ∗σ φ̃. Thenψ ∈ C∞
0 (W) ∩ C+(W) \ {0}

is even, and sinceψ = ψ̃ it follows that ψ is real-valued. But then an applicatio
of Theorem 4.1 shows that the functiona(X) = ψ2(X/

√
2) belongs toC+(W). It is

nonnegative and smooth, and its support is contained inΩ , if one choosesφ with a
sufficiently small support.

We postpone the verification of that̂C+ ∩ C0 = {0} to the next section (cf. Propos
tion 5.1).

Corollary 4.3. Assume thata ∈ �′(W) and χ ∈ �(W). Thena ∈ sp(W), if and only if
χa ∈ sp and(1− χ)a ∈ sp .

Remark 4.4. In [9] and [12] one applies Theorem 4.1(2) in order to prove thatH
p

µ|1−2/p| ⊂
sp ⊂H

p
−µ|1−2/p|, for everyµ> 2n. HereHp

s (W) denotes the Sobolev space of distribut
with s ∈ R derivatives inLp(W).

One may also apply Theorem 4.1(2), in order to prove thatsp ∩ �′ = �σL
p ∩ �′. (See

for example Corollary 2.12 in [12].) We shall need the following modification of this re
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Proposition 4.5. Assume thatψ ∈ �(W). Then one may findχ ∈ �(W) and a constantC,
depending onψ andχ only such that

‖ψa‖sp � C
∥∥�σ (χa)

∥∥
Lp
,

∥∥�σ (ψa)
∥∥
Lp

� C‖χa‖sp , (4.2)

for everya ∈ �′(W).
Moreover, one has that�(W) · sp(W) = �(W) · �σL

p(W), or equivalently�(W) ∗
sp(W)= �(W) ∗Lp(W).

Proof. We may assume thatW = T ∗Rn. Let {ϕj }∞j=0 be a sequence of nonnegative a
nonzeroC∞

0 -functions onW such that for some constantsCα < ∞ we have
∑
ϕj = 1,

suppϕj ⊂ Bj+1 \ Bj−1 and |Dαϕj | � Cα for every integerj � 0. HereBr denotes the
closed ball with center at origin and radiusr. (We use the convention thatBr = ∅ when
r < 0.) Set

χ(X)=
∑
j�0

c
1/2
j ϕj (X), wherecj =

∑
|α|�2n+1

∥∥Dαψ
∥∥
L∞(Bj+3\Bj−3)

.

Thenχ ∈ �(W), and if |α| � 2n + 1 thenDα(ψ(X)/χ(X)) is continuous and rapidl
decreasing to zero as|X| → ∞. In particular,‖�σ (ψ/χ)‖L1 <∞ and‖Dα(ψ/χ)‖L1 <

∞ as |α| � 2n + 1. Henceψ/χ ∈ H 1
s for somes > 2n, and we conclude thatψ/χ ∈

s1 ∩L1 ∩ �σL
1 by Remark 4.4. A combination of this fact and Theorem 4.1(2) now g

‖ψa‖sp = ∥∥�σ

(
(ψ/χ)(χa)

)∥∥
sp

= π−n∥∥(�σ (ψ/χ)
) ∗ (�σ (χa)

)∥∥
sp

� C
∥∥�σ (χa)

∥∥
Lp
,

for someC <∞. This proves the first inequality in (4.2), and the second inequality in (
is obtained by similar arguments.

In order to prove the last part, it suffices to prove that� · �σL
p = � · sp by

Proposition 1.9. Assume first thata ∈ sp , and letχ be as above. Then Theorem 4.1
gives

�σ

(
(ψ/χ)a

)= π−n�σ (ψ/χ) ∗ â ⊂ s1 ∗ sp ⊂ Lp.

Henceψa = χ((ψ/χ)a) ∈ � · �σL
p , which proves that� · sp ⊂ � · �σL

p . By similar
arguments, an opposite inclusion is obtained. The proof is complete.

We shall combine Proposition 4.5 with the following result. Here and in what foll
we letχY (X)= χ(X− Y ), if nothing else is stated.

Proposition 4.6. Assume thata ∈ �′+(W) and thatχ ∈ C+(W) ∩ �(W). Then�σ (χa) is
a nonnegative function. Ifu= (�σ (χa))

1/2 andX,Y ∈W , then∣∣�σ (χYa)(X)
∣∣� u(X+ Y )u(X− Y ),∣∣�σ

(
(�σ χ̌ )Y â

)
(X)

∣∣� u(X+ Y )u(Y −X). (4.3)

Proof. Since it is clear thatχ̄ ∈ C+, and that�′+ is invariant under multiplication
by exponentials, it follows from Proposition 1.10 that�σ (χ a)(X) = (e2iσ (X,·)a, χ̄) is
nonnegative. This proves the first part of the proposition.



J. Toft / Bull. Sci. math. 127 (2003) 101–132 123

of

ssion
w.

he

pply
In order to prove the first inequality in (4.3) we take a functionψ such thatχ̄ =
ψ̃ ∗σ ψ , and assume first thatψ ∈ �. Thenχ̄Y = ψ̃Y ∗σ φY , whereψY = ψ(· + Y ) and
φY = e−2iσ (Y,·)ψ . From the fact that e2iσ (X,·)a ∈ �′+ for everyX ∈W , an application of
Cauchy–Schwartz inequality gives∣∣�σ (χY a)(X)

∣∣2 = ∣∣(e2iσ (X,·)a, ψ̃Y ∗σ φY
)∣∣2

�
(
e2iσ (X,·)a, ψ̃Y ∗σ ψY

)(
e2iσ (X,·)a, φ̃Y ∗σ φY

)
.

(4.4)

By some simple calculations one obtains thatψ̃Y ∗σ ψY = e2iσ (Y,·)χ̄ , and φ̃Y ∗σ φY =
e−2iσ (Y,·)χ̄ . This implies that(

e2iσ (X,·)a, ψ̃Y ∗σ ψY
)= (

e2iσ (X−Y,·)a, χ̄
)= �σ (χa)(X− Y ),

and similarly(e2iσ (X,·)a, φ̃Y ∗σ φY )= �σ (χa)(X+Y ). The first inequality in (4.3) follows
now in this case from the last identities and (4.4).

For generalψ ∈ � the first inequality in (4.3) follows now by a simple argument
approximation, using Lemma 3.5.

Finally, the second inequality in (4.3) follows from the first one, since

�σ

(
(�σ χ̌ )Y â

)
(X)= e2iσ (X,Y )�σ (χXa)(Y ),

by Fourier’s inversion formula. The proof is complete.

Proposition 4.5 and Proposition 4.6 allow us to continue the regularization discu
from Section 3 in terms of local weighted�σL

p spaces which we shall discuss no
Assume thatµ is a nonnegative Borel measure onW and thatp ∈ [1,∞]. Then we let
Hp
µ(W), be the set of alla ∈ �′(W) such that�σ a is µ-measurable and

‖a‖Hp
µ

≡
(∫ ∣∣�σ a(X)

∣∣p dµ(X))1/p

is finite. We also letHp

µ,loc(W) (the corresponding local space) be the set of alla ∈ �′(W)
such thatχa ∈Hp

µ(W) for everyχ ∈ C∞
0 (W). In the most situations we shall deal with t

subspaceHp

µ,loc,�(W) of Hp
µ,loc(W), consisting of alla ∈ �′(W) such thatχa ∈ Hp

µ(W)

for everyχ ∈ �(W).
We note thatHp

µ ⊂Hp

µ,loc is not true for generalµ. On the other hand, ifµ in addition
satisfies a growth condition of the type

dµ(X+ Y )� g(Y ) dµ(X), X,Y ∈W, (4.5)

for some polynomialg onW , then we have the following.

Proposition 4.7. Assume thatµ satisfies(4.5)and thatp ∈ [1,∞], for some polynomialg
onW . ThenHp

µ(W)⊂Hp

µ,loc,�(W)⊂Hp

µ,loc(W).

In the proof of Proposition 4.7 and in some other situations we need to a
Minkowski’s inequality, in a somewhat general form. We recall that for adν-measurable
functionf with values in the Banach spaceB with norm‖ ·‖, then Minkowski’s inequality
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states that‖ ∫ f dν‖ �
∫ ‖f ‖dν. In our applications one has thatB is equal toLp(dµ), for

somep ∈ [1,∞], and then Minkowski’s inequality takes the form(
∫ | ∫ f dν|p dµ)1/p �∫

(
∫ |f |p dµ)1/p dν.

Proof of Proposition 4.7. It suffices to prove the first of the inclusions. Assume t
a ∈ �′(W). Then Minkowski’s inequality gives(∫ ∣∣�σ (χa)(X)

∣∣p dµ(X))1/p

= π−n
(∫ ∣∣∣∣∫ χ̂(Y )â(X− Y )dY

∣∣∣∣p dµ(X))1/p

� π−n
∫ ∣∣χ̂(Y )∣∣(∫ ∣∣â(X− Y )

∣∣p dµ(X))1/p

dY.

By (4.5) it follows now that the right-hand side is less than or equal toC‖a‖Hp
µ
, where

C = ∫ |χ̂(Y )|g(Y )1/p dY is finite. The proof is complete.

We may now prove the following result.

Theorem 4.8. Assume thatp ∈ [1,∞], and letµ be a positive Borel measure onW such
that dµ(−X)= dµ(X) and that(4.5)holds for some polynomialg, and letχ,ψ ∈ �(W)
be chosen such thatχ(0) �= 0. Then for some constantC, depending onχ andψ only, we
have

‖ψa‖Hp
µ

� C‖χa‖Hp
µ

and ‖ψâ‖Hp
µ

� C‖χa‖Hp
µ

(4.6)

for everya ∈ �′+(W). In particular,a ∈ Hp

µ,loc,� whenχa ∈Hp
µ anda ∈ �′+. If in addition

ψ(0) �= 0, then for some constantC we have

C−1‖χa‖Hp
µ

� ‖ψa‖Hp
µ

� C‖χa‖Hp
µ

(4.7)

for everya ∈ �′+(W).

Proof. Assume first thatχ ∈ C+ ∩ � is nonnegative such that
∫
χ2 dX= 1. Then we have

‖ψa‖Hp
µ

=
(∫ ∣∣�σ (ψa)(X)

∣∣p dµ(X))1/p

=
(∫ ∣∣∣∣∫ �σ

(
ψχ2

Y a
)
(X)dY

∣∣∣∣p dµ(X))1/p

� π−n
(∫ ∣∣∣∣∫ ∫ ∣∣�σ (ψχY )(Z)�σ (χY a)(X−Z)

∣∣dYdZ∣∣∣∣p dµ(X))1/p

.

Here we considerY as fixed parameter when we apply the Fourier transformations
applying Minkowski’s inequality on the last expression we get

‖ψa‖Hp
µ

� π−n
∫ ∫ ∣∣�σ (ψχY )(Z)

∣∣(∫ ∣∣�σ (χY a)(X−Z)
∣∣p dµ(X))1/p

dY dZ.
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If we combine the first inequality in (4.3) with (4.5) and Cauchy’s inequality it follo
that (∫ ∣∣�σ (χY a)(X−Z)

∣∣p dµ(X))1/p

�
(
g(Z− Y )g(Z+ Y )

)1/2p‖χa‖Hp
µ
.

By summing up we obtain‖ψa‖Hp
µ

�C‖χa‖Hp
µ
, where

C = π−n
∫ ∫ ∣∣�σ (ψχY )(Z)

∣∣(g(Z − Y )g(Z+ Y )
)1/2p

dY dZ. (4.8)

HereC <∞, since(X,Y ) "→ ψ(X)χY (X) = ψ(X)χ(X − Y ) is a tempered function
which implies that the integrand in (4.8) is rapidly decreasing to zero at infinity.

The second inequality in (4.6) follows by similar arguments if we use the se
inequality instead of the first one in (4.3), and inserts

∫
χ̂2
Y dY instead of

∫
χ2
Y dY .

(Note that χ̂ is real-valued sincẽχ = χ was chosen nonnegative, which implies t∫
χ̂Y (X)

2dY = ∫
χ(X)2 dX= 1.)

It remains for us to prove (4.6) for arbitraryχ ∈ �(W) such thatχ(0) �= 0. By
Corollary 4.2 we may take a nonnegative element 0�= χ1 ∈ C+ ∩ C∞

0 such thatχ �= 0
in a neighbourhood of suppχ1. Then for someφ ∈ C∞

0 we have thatφχ = 1 in suppχ1.
By Proposition 4.7 we get

‖χ1a‖Hp
µ

= ∥∥(χ1φ)χa
∥∥
Hp
µ

� C‖χa‖Hp
µ

and (4.6) follows from this estimate and the first part of the proof. The proof is comp

Remark 4.9. Assume thatµ is a positive Borel measure onW which satisfies (4.5) fo
some functiong such thatg which is bounded by some polynomial. Letχ,ψ ∈ �(W) such
thatχ(0) �= 0, and setψY,Z(X) = e−2iσ (Y,X)ψ(X − Z). Then the proof of Theorem 4.
gives that

‖ψY,Za‖Hp
µ

� C
(
g(Y )2g(Z)g(−Z))1/2p‖χa‖Hp

µ

for everya ∈ �′+(W). If in additiondµ(−X)= dµ(X), then

‖ψY,Zâ‖Hp
µ

� C
(
g(Y )2g(Z)g(−Z))1/2p‖χa‖Hp

µ

for everya ∈ �′+(W).

Corollary 4.10. Assume thatp ∈ [1,∞] and thatχ ∈ �(W) such thatχ(0) �= 0. Then for
some constantC, depending onχ only, one has

C−1‖χa‖sp �
∥∥�σ (χa)

∥∥
Lp

� C‖χa‖sp
for everya ∈ �′+(W).

Proof. If dµ(X)= dX andψ = χ2 in Theorem 4.8, then Theorem 4.1(2) and (4.8) giv∥∥�σ (χa)
∥∥
Lp

� C1
∥∥�σ

(
χ2a

)∥∥
Lp

= C2
∥∥χ̂ ∗ �σ (χa)

∥∥
Lp

� C3‖χa‖sp .
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On the other hand, Proposition 4.5 and (4.7) shows that for someψ ∈ �(W) (depending
onχ only) we have

‖χa‖sp �C1
∥∥�σ (ψa)

∥∥
Lp

� C2
∥∥�σ (χa)

∥∥
Lp
,

and the proof follows.

Corollary 4.11. Assume thatp ∈ [1,∞] and thatχ,ψ ∈ �(W) such thatχ(0) �= 0. Let
ψY,Z(X) = ψ(X − Z)e−2iσ (Y,X), and let‖ · ‖(p,k), k = 1,2, be a collection ofsp-norms
and�σL

p-norms. Then for some constantC, depending onχ andψ only, we have

‖ψY,Za‖(p,1) � C‖χa‖(p,2), ‖ψY,Z ∗ a‖sp � C‖χa‖(p,2),
‖ψY,Zâ‖(p,1) � C‖χa‖(p,2), ‖ψY,Z ∗ â‖sp � C‖χa‖(p,2),

for everya ∈ �′+(W) and everyp ∈ [1,∞].

Proof. The result is an immediate consequence of Proposition 1.9, Remark 4.
Corollary 4.10.

If we combine Theorem 3.3, Corollary 4.3 and Corollary 4.11, then we ge
following.

Theorem 4.12. Assume thatχ,ψ ∈ �(W) such thatχ(0) �= 0. Then the following is true:

(1) if a ∈ �′+(W), thena ∈ s1 if and only ifχa ∈ s1;
(2) if a ∈ �′+(W) andp ∈ [1,∞], thena ∈ sp if and only ifχa ∈ sp and(1−ψ)a ∈ sp .

Remark 4.13. We note that ifp = 1, then the assertion (1) is more sharp than (2
Theorem 4.12, and the question arises whether it is possible to replace the co
(1 − ψ)a ∈ sp in Theorem 4.12(2) by a weaker condition when 1< p � ∞. If such
improvements exist or not is not known to the author. We note however that (2) is
when the condition(1 − ψ)a ∈ sp is completely removed and not replaced by someth
else.

In fact, assume thatW = T ∗Rn, and letχ(x, ξ)= e−(|x|2+|ξ |2). Then it suffices to find
a sequenceaλ ∈ sp(W) ∩ �′+(W) such that‖χaλ‖sp stays bounded, but‖aλ‖sp → ∞ as
λ→ 0.

Let aλ = λn/2pA−1(fλ ⊗ fλ), wherefλ(x)= e−λ|x|2 andλ > 0. Sinceaλ is a positive
semi-definite operator of rank one we have thataλ ∈ C+ and

‖aλ‖sp = ‖aλ‖s1 = λn/2p‖fλ‖2
L2 = (π/2)nλ−n/2p′

,

and it follows that‖aλ‖sp → ∞ asλ→ 0 andp > 1.
On the other hand, sincefλ is a Gauss function, it follows thata, and thereforeχa, are

Gauss functions. In particular we may compute their�σL
p-norms exactly, and by som

straight-forward computations one achieves that‖�σ (χa)‖Lp = cn(2λ + 1)n for some
constantcn, depending onn only. Hence,‖�σ (χa)‖sp � c′n(2λ+ 1)n by Corollary 4.11,
which proves that‖�σ (χa)‖sp stays bounded asλ→ 0, and the assertion follows.
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Proposition 4.6 gives us also the opportunities to continue our discussion conc
regularity for elements in�′+(W) in terms of wavefront sets (see Section 8.1 in [4]).
recall that ifa ∈ �′(W) and(X,Y ) ∈W × (W \ {0}), then(X,Y ) /∈ WF(a) (whereWF(a)
is the wavefront set fora), if and only if for someχ ∈ C∞

0 (W) such thatχ(X) �= 0 and
some open coneΣ containingY , we may to anyN � 0 find a constantCN such that∣∣�(χa)(Z)∣∣� CN

(
1+ |Z|)−N, Z ∈Σ. (4.9)

Theorem 4.14. Assume thata ∈ �′+(W), and that(0, Y ) /∈ WF(a). Then for anyX ∈W
one has that(X,Y ) /∈ WF(a) and(X,Y ) /∈ WF(�σ a).

Proof. We note that the statement is invariant of the choice of Fourier transform i
definition of wave-front set, and we shall use the symplectic Fourier transform�σ instead
of � in (4.9).

Assume that(0, Y ) /∈ WF(a). Then for someχ ∈ C∞
0 (W) such thatχ(0) �= 0 we have

that (4.9) is valid for everyN � 0 and some open conic neighbourhoodΣ of Y . From
Section 8.1 in [4] and Corollary 4.2 it follows also that we may assume also that 0�= χ ∈
C+ ∩ C∞

0 . By Proposition 4.6 it follows that (4.9) holds for everyN whenΣ is replaced
by a smaller open cone containingY , andχ is replaced byχX = χ(· − X). This proves
that (X,Y ) /∈ WF(a), and by similar arguments it follows also that(X,Y ) /∈ WF(�σ a).
The proof is complete.

5. Some further properties

In this section we shall discuss some further properties for elements in�′+. We start
by considering support properties for elements in�σ�′+(W), and prove that there are n
nontrivial elements which are compactly supported. We shall actually prove a more g
result, that ifa ∈ �σ�′+(W) has support in a convex set, such that its boundary con
“symplectic corners”, thena = 0. Thereafter we discuss dilation properties and prove
s1, s∞ and�′+ are not invariant under dilations. In the end of the section we show
there are positive elements in the∗σ -algebra which are negative (as functions) on q
large domains.

The support result which we shall prove is the following:

Proposition 5.1. Assume thata ∈ �′+(W) such thatsupp�σ a ⊂D, whereD is given by

D = {
X ∈W ; σ(X,Y )� C, σ(X,Z)� C

}
, whereσ(Y,Z) �= 0. (5.1)

Thena = 0. In particular �σ�′+(W) ∩ �′(W)= {0}.

We note that ifD is given by (5.1), then for some appropriate choice of symple
coordinatesX = (x1, . . . , ξn) and some constantC, we have

D = {
(x, ξ) ∈W ; x1 � C, ξ1 � C

}
. (5.1′)

Proof. We may assume thatW = T ∗Rn, and thatD is given by (5.1′). Assume tha
a ∈ �′+(W). By a simple argument of approximation using Lemma 3.5 together
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(5.2)
the fact that�σC+ is invariant under translation, it follows that we may assume
a ∈ C+(W) ∩ �(W) and thatC = 0 in (5.1′).

From Lemma 1.1 and Proposition 1.8 we have for some(fj ) ∈ ON(Rn) that

a(x, ξ)= (2π)−n/2
∫

ei〈y,ξ 〉
(
f (y/2− x), f (y/2+ x)

)
dy, (5.2)

wheref = (
√
λ1f1,

√
λ2f2, . . .) is anL2 function with values inl2 such thatfj ∈ � for

everyj . By (5.2) and Lemma 1.1 we have

�σ a(x, ξ)= (2π)−n/2
∫

ei〈y ′,ξ ′〉G(x1, ξ1,−y ′/2+ x ′, y ′/2+ x ′) dy ′,

wherex ′ = (x2, . . . , xn), y ′ = (y2, . . . , yn) and

G(x1, ξ1, x
′, y ′)=

∫
eiy1ξ1

(
f (−y1/2+ x1, x

′), f (y1/2+ x1, y
′)
)
dy1. (5.3)

If we let g = �1f , where�1 is the partial Fourier transform of� in (0.4) with respect to
the variablex1, then it follows from (5.3) and some straight-forward computations, u
Fourier’s inversion formula that

G(x1, ξ1, x
′, y ′)=

∫
e−ix1η1

(
g(−η1/2+ ξ1, x

′), g(η1/2+ ξ1, y
′)
)
dη1. (5.3′)

Since supp̂a ⊂D, it follows from (5.2) and Fourier’s inversion formula thatG(x1, ξ1, x
′,

y ′)= 0 whenx1 � 0 orξ1 � 0. By applying Fourier’s inversion formula in (5.3) and (5.3′),
we get that(f (x), f (y)) and (g(ξ1, x ′), g(η1, y

′)) vanish in the setsx1 + y1 � 0 and
ξ1 + η1 � 0 respectively. Hence supp(f ) and supp(�1f ) are contained in the set{x; x1 ∈
R− andx ′ ∈ Rn−1}, whereR− = {x ∈ R; x � 0}.

This means that ifFx ′,j (x1) = fj (x1, . . . , xn) is considered as a function inx1 ∈ R
with x ′ as fix parameter, thenFx ′,j ∈ �(R) by Lemma 3.14, and the supports forFx ′,j
andF̂x ′,j are contained inR−. From the support property forFx ′,j , it follows that F̂x ′,j
is an analytic function in the half-spaceω = {z ∈ C; Im(z) > 0}, which is continuous
in the closureω̄ of ω, and zero at the positive real axis. An application of Schw
principle of reflection implies that̂Fx ′,j extends to a function which is analytic everywhe
except at the negative real axis. Since this function is zero on the positive real a
follows that F̂x ′,j must be identical zero. Sincex ′ was arbitrary chosen, we conclu
that fj (x1, . . . , xn) = Fx ′,j (x1) = 0, for every(x1, . . . , xn) ∈ Rn. Hencef (x) = 0, and
it follows thata(X)= 0. The proof is complete.

Remark 5.3. Assume thata ∈ � ∩C+. Then it follows from (5.2) and Fourier’s inversio
formula that

a(x, ξ)= (2π)−n/2
∫

e−i〈x,η〉(f̂ (η/2− ξ), f̂ (η/2+ ξ)
)
dη. (5.4)

From Corollary 4.2, the proof of Proposition 5.1 and an inspection of the formulas
and (5.4) it follows that it is possible to construct a function 0�≡ f ∈ L2(Rn; l2) such that
(f (x), f (y)) = (f̂ (ξ), f̂ (η)) = 0 when |x − y| > ε, |ξ − η| > ε, whereε may be any
small positive number. In fact, such functionf is obtained if one choosesa = ṽ ∗σ v ∈C+
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Next we shall prove thats1 and positivity in∗σ -algebra are not invariant under dilation

Proposition 5.4. There exist simple elementsa, b ∈ s1(W) with b ∈ � such that ifρ /∈
{−1,1}, thena(ρ·) /∈ �′+ ∪ s1 andb(ρ·) /∈ �′+.

Proof. We may assume thatW = T ∗Rn and we writeAa = f ⊗ f̄ , whereA is as in (0.3)
andf ∈ L2(Rn). We also setaρ = a(ρ·) andbρ = b(ρ·). If ρ = 0, thenaρ = (2/π)n/2

everywhere and it follows from Theorem 3.3 and Proposition 1.5 thataρ is neither positive
semi-definite nor ins1. Assume thatρ /∈ {0,−1,1}. A simple computation shows that

|ρ|n(Aaρ)(x, y)= f (αx + βy)f̄ (βx + αy), (5.5)

whereα = (ρ+ρ−1)/2 andβ = (ρ−1−ρ)/2. Henceαβ �= 0 andα+β �= 0. If aρ ∈ s1(W)
thenAaρ is the operator kernel of a self-adjoint trace class operator onL2(Rn). Hence we
may write

f (αx + βy)f̄ (βx + αy)= |ρ|n(Auρ)(x, y)=
∑

λjgj (x)gj (y),

where the(gj ) ∈ ON(Rn) and
∑ |λj | <∞. Replacingy by (z − αx)/β we have, since

α2 = 1+ β2

f (z)f̄
(
(αz− x)/β

)=
∑

λjgj (x)gj
(
(z− αx)/β

)
,

where the right-hand side above is a function of(x, z) which is integrable overRn × K

whenK is any cube inRn. An application of Fubini’s theorem implies therefore thatf

must be integrable ifaρ ∈ s1(W). In order to have the conditionaρ /∈ s1(W) fulfilled it
suffices for us therefore to choosef in L2 \L1.

We choosef also such thatf is continuous andf (x) = eQ(x), whereQ is real and
continuous, andQ(0)= 0. We shall see that it is possible to chooseQ such thataρ is not
positive semi-definite for anyρ as above.

A necessary condition forAaρ to be positive semi-definite is that∣∣f (αx + βy)f̄ (βx + αy)
∣∣� ∣∣f ((α+ β)x

)∣∣∣∣f ((α + β)y
)∣∣, x, y ∈ Rn.

By replacing(x, y) by (x, y)/(α + β) in this inequality we see that it suffices for us
constructQ such that the inequality

Q(αx + βy)+Q(βx + αy) >Q(x)+Q(y) (5.6)

is solvable for any choice ofα andβ with αβ �= 0 andα+β = 1. Then it sufficies to choos
Q such thatQ(x)= |x|2 in an open neighbourhood of the origin, and thatQ(x)= −|x|2
whenx belongs to an other open set. The proof is complete.

Remark 5.5. It follows from Proposition 5.4, and duality (cf. Proposition 1.5) thats∞(W)
is not invariant under dilations.
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Remark 5.6. According to Proposition 5.4 we note here that ifa ∈ �(W) andaρ = a(ρ·)
is positive semi-definite for everyρ > 0, thena = 0. To see this we observe that whenaρ
is positive semi-definite it follows from Lemma 3.5 that

(π/2)n/2a(0)= ‖aρ‖s1 � ‖aρ‖L2 = |ρ|−n‖a‖L2.

Whenρ → 0 this shows thata = 0.

The following result shows that the set where aσ -positive function is negative may b
of infinite volume.

Proposition 5.7. There existsa ∈ s1(T ∗R)\L1(T ∗R) such thata is simple,â = a and such
that the setΩ = {X; a(X) < 0} contains infinitely many open disjoint parallelograms
areaπ/4.

Proof. Let f be the characteristic function of the interval[−1,1] and definea ∈L2(T ∗R)
by Aa = f ⊗ f/2. Thena is simple and̂a = a in view of Lemma 1.1(ii). It follows from
Lemma 1.1(v) and a straight-forward computation that

a(x, ξ)= (2π)−1/2ξ−1f (x)sin
(
2(1− |x|)ξ),

and it followsa /∈L1, and thatΩ contains

Ωn = {
(x, ξ); 0< x < 1, (2n− 1)π < 2(1− x)ξ < 2nπ

}
, n= 1,2, . . . .

Each of these sets has infinite area.
We let(s, t)= (2ξ/π,1−x) be new coordinates, in whichΩ1 corresponds to the setΩ ′

1
defined by 0< t < 1, 1< st < 2. For anyσ > 2, thenΩ ′

1 contains the open parallelogra
with corners at(σ,1/σ), (σ,2/σ), (σ/2,2/σ) and (σ/2,3/σ). The result follows now
since there are infinitely numbers of such parallelograms, and that the area of any
corresponding parallelograms inΩ1 is equal toπ/4. The proof is complete.

Remark 5.8. We note that it is possible to find simple elements which are negative on
larger sets thanΩ in Proposition 5.7. More precisely, ifε > 0, then the following is true:

(1) there is a simple elementa which is negative outside{
(x, ξ) ∈ T ∗R; εx2 + ξ2/ε � 1/2

};
(2) there is a simple elementa such that�σ a = a anda is negative outside{

(x, ξ) ∈ T ∗R; |x| � ε
(|ξ | + 1

)}
.

In fact, letf (x)= (λ/π)1/4e−λx2
, whereλ > 0 andx ∈ R. Thena0(x, ξ)= A−1(f ⊗

f )(x, ξ)= (2/π)1/2e−(λx2+ξ2/λ) is simple. From Lemma 3.15 and its proof it follows th
if T = −4−1∂2

ξ − x2, then

a(x, ξ)= c(T a0)(x, ξ)= c(2/π)1/2λ−1(1/2− λx2 − ξ2/λ
)
e−(λx2+ξ2/λ)

is simple for some choice ofc > 0. By choosingλ= ε, we obtain thata satisfies (1).
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In the same way one obtains (2) if we instead leta = cT 2a0, for some constantc > 0
and some appropriate choice ofλ.

6. Applications to pseudo-differential calculus

In this section we shall use the results in previous sections together with P
sition 1.10 and Remark 3.10, in order to establish some positivity results in ps
differential calculus. For anyt ∈ R andp ∈ [1,∞], we use the notationst,p(R2n) for
the set of alla ∈ �′(R2n) such thatat(x,D) ∈ �p . (Note here that the general symplec
vector spaceW is replaced byR2n, since the symplectic invariance which is valid for t
Weyl quantization, i.e. the caset = 1/2, is not true for generalt .)

Proposition 6.1. Assume thatΩ ⊂ R2n is an open neighbourhood of origin, and th
a ∈ �′(R2n) satisfiesat (x,D)� 0 for somet ∈ R. Then the following is true:

(1) if â ∈ C2N(Ω) for some integerN � 0, thenXαDβ
Xa ∈ st,1 for everyα andβ such

that |α+ β| �N ;
(2) if χ,ψ ∈ �(R2n) such thatχ has nonvanishing integral, thenχ ∗ a ∈ st,p and

a + ψ ∗ a ∈ st,p , if and only ifa ∈ st,p . A similar result holds when thest,p spaces
are replaced byLp spaces;

(3) if t = 1/2 and (X,Y ) ∈ WF(a) for someX,Y ∈ R2n such thatY �= 0, then(0, Y ) ∈
WF(�σ a);

(4) if t = 1/2 anda has compact support, thena = 0.

Proof. The result follows immediately from Proposition 1.9, Proposition 1.10,
mark 3.10, Theorem 3.13, Theorem 4.12, Theorem 4.14 and Proposition 5.1.
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