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I.  Introduction 

Aim of this paper is to investigate the structure of domishold graphs and find a 
recognition algorithm that does not need to examine the entire adjacency struc- 
ture of the graph, but considerably less parameters associated to it. 

The relevant background mater ia l  is collected is Section 2. 
In Section 3, a canonical cell structure for domishold graphs and an easy 

characterization of cell are given. Every cell will be characterized by two parame-  
ters that can be derived by the adjacency structure of the graph. It is shown that, 
by identifying the vertices of each cell to one, we get a threshold graph of 
specified type. 

In Section 4, we will prove that, if G is a domishold graph, the graph G',  
obtained from G by a finite n u m b e r  of interchanges (i.e. with the same degree 
sequence), is not necessarily domishold. Nevertheless it is possible to characterize 
the interchanges that keep a domishold graph in the class and to show that all 
domishold graphs with the same degree sequence are isomorphic. 

In Section 5, finally, we will give a recognition algorithm, that, starting from the 
parameters characterizing each cell, works in time O(h),  where h is the number  of 

cells of the graph. 

2. Preliminaries and notations 

In this paper  we consider only finite, simple, loopless, undirected graphs 
G = (V, E),  where V is the vertex set of G and E is the edge set of G. For any 
x e V, we denote by N(x) the set of vertices adjacent to x and by M(x) the set of 
vertices of G not belonging to x LI N(x). Furthermore,  for any x ~ V, we denote 
by d~ its degree and by Sx the sum of the degrees of all vertices adjacent  to x. 

We denote by Ik, Kk, J2k respectively the edgeless graph on k vertices, the 
complete graph with k vertices and  the complement of the perfect matching on 2k 
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vertices. For two graphs Gx = (Vx, E 0  and G2 = (V2, E2) with Vx t'l V2 = 4,  we 
define their direct sum 0~+ O2 as being (V1 LI V2, E1 OF.z) and their direct 
product 0 x x 0 2  as being (Vlt3V2, ExLIE2t.JE12), where E~2 is the set of all 
edges linking points in Vx to the points in V2. 

A subset U of the vertex set V of a graph G is called a dominating set of 0 
(Udom G) if any vertex xd U is adjacent to at least one vertex y e U. 

In the following we are interested to the class of domishold graphs. 
A graph is domishold if it is possible to find positive real numbers associated to 

their vertices so that U is dominating if and 0nly if the sum of the corresponding 
weights of vertices of U exceeds a certain threshold 0. 

Benzaken and Hammer [1] have proved the following result: 

l~roposilion 1. The following properties are equivalent: 
(i) G is domishold. 

(ii) G has no induced subgraph isomorphic to Hi, H2, H3, H4, Hs (see F/g. 1). 

Ial I-I2 Ha H4 

Fig. 1. 

Off) G is built from the empty graph by the repeated application of 0'--> 0",  
where 

G " = ( G ' + I p ) x J z r x K  q ( p + q + r ~ 0 ) .  

The class of domishold graphs properly contains the class of threshold graphs. 
In fact for threshold graphs, the following result holds [3]: 

Proposition 2. Any threshold graph can be generated from the empty graph for 
repeated application of 0'--> 0", where 

o " =  (p+q¢O). 

3. C, ea structure of domlshold graphs 

The possibility of building any domishold graph from the empty graph by 
repeated application of G' ---> G" where G" = (G '+  lp) × J2, ×/(~ (P + q + r e  0) and 
the assoeiativity and cornmutativity of + and ×, suggest the idea of introducing 
the following concept of cell. 
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OcL41nillion 3. We call cells of a domishold graph the maximal subsets of vertices, 
constituting one Ip or one J2, or o n e / ~ ,  that correspond to a construction of 13 
by (iii) within a minimum number of steps. 

Remark 4. Using associativity and commutativity of + and x, a minimum (steps) 
construction is entirely defined by a sequence of triples: 

where 
(a) 

(b) 

(Po, 2to, qo) (Pl, 2rl, ql) • • • (p,, 2r,, q,), 

pi#O, i = l , . . . , t ,  2r i+th#O,  i = O , . . . , t - 1 ,  

po=O or 19o>/3. 

Condition (a) guarantees minimality of the construction. Unfortunately this 
minimum sequence is not unique unless we satisfy condition (b), because: 

(Go + I1) xJ2,oX Ko~= GoXJ2,oX Ko, o+l, 

(Go + I9  X&,o x Go x J ,o+l) x 

To distinguish the different types of cells we assign them different colours: 
green, red and black according as the induced subgraph is an edgeless graph, the 
complement of a perfect matching or a complete graph respectively. We denote 
by Cff, C~, C~ the green, red and black cell generated at the ith step of the 
construction of G. 

Remmrk $. The cells interconnections structure may be derived immediately from 
(iii). The cells are in fact joined as follows: 

c ?  to c L  c L  k i, 

C~ to all C~, C~ (and C~, l ~ i), 

C~ to all C~, C~ (and C G, l <~ i). 

Remark 6. All the verU'ces belonging to a cell have the same degree in G. This 
follows from the regularity of the subgraph induced by the vertices of a cell and 
the interconnection structure of the cells. We will denote then by  dc?, dc,~, dc,~ 
the degree of a green, red and black cell (i.e. the degree of its vertices) 
constructed at the ith step of the generation of G. 

Lemma 7. Let G be a domishold graph and x, y two vertices o[ G. I f  d~ = d~, then x 
and y belong to the same cell or x ~ C~, y ~ CiR+I and ICgll = 1. 

Proof. The degree of the cells can be computed from Remark 5 as follows: 

(3.1) dc? = ~ 2rk + qk, 
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t i 

dcr  = ~ ( 2 r k + q k ) - - 2 +  ~ p,, 
k----O I = 0  

* i 

dcp = ~ (2r/c + q/c)- 1 + ~ Pl. 
k = 0  l = O  

From condition (b) we have: 

From condition (a) we have: 

and furthermore:  

dcp < dc~*+l, 

(3.2) 

(3.3) 

< < 

where the equality holds only in the case pi+l = 1. Therefore two vertices x, y have 
R the same degree only if they belong to the same ceil or x ~ C~, y a C~+z and 

Ic 11=1. [] 

T h e o r e m  8. Let G be a domishold graph and x, y two vertices of G. Then x and y 
belong to the same cell if and only if ~ = dy and Sx = Sy. 

Proof .  If  two vertices x and y belong to the same cell, they have the same degree 
from Remark  6. Fur thermore  it is immediate to see that either 

N ( x ) - { y } = N ( y ) - { x }  or I ( N ( x ) - { y } ) @ ( N ( y ) - { x } ) l  = I{u, v}l = 2 ,  

where u and v belong to the same cell as x and y. In any case we have 

z ~ N ( x )  z G N ( y )  

Now suppose that x and y, such that d~ = dy, Sx = Sy, do not belong to the same 
cell. F rom Lemma 7 we have that one of them, say x, must belong to cell C~ for 

R G some i, y must belong to C~+x, while there must exist a green cell Ci+l of 
cardinality 1 whose vertex z is joined to y and not to x. However  in this case we 
have S ~ - g b  = d ~ -  d~ > 0 ,  contradicting the hypothesis. Therefore x and y must 
belong to the same ceil and the two parameters  d, S identify the cell in an unique 
way. [ ]  

Prolmsit ion 9. Let  G be a domishold graph with n vertices and Co, C x , . . . ,  Ch, the 
cells of G ordered for non increasing values of d and, if two cells ~ and C~ have the 
same degree, for increasing values of S, then one of the following cases must occur: 

(1) Ch is a green cell with ck = 0 and Sh = O, 
(2) Co is a black cell with do = n - 1  and So = Y ~ v  d ~ -  ( n - 1 ) ,  
(3) Co is a red cell with do = n - 2  and S o = Y . x ~ v ~ - 2 ( n - 2 ) .  
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lProoI. It follows from the fact that at the last step t of the construction of G we 
have either 2r, +q,  = 0, p,~= 0 and therefore case (1) occurs or q,~= 0 and case 
(2) is verified or  qt = 0 and 2r, ~ 0 and case (3) is verified. [ ]  

Finally we will show that, by identifying the vertices of each cell of a domishold 
graph to one, we get a threshold graph of specified type. 

W e  will call f rame of a domishold graph G(V ,  E),  the graph F(VF, EF) whose 
vertices are the maximal cells of G and there is an edge connecting two vertices u~ 
and uj e VF if the bipartite graph with bipartition (C~, C i) is a complete bipartite 
graph in G. 

A t  each vertex of 17 we will assign the same colour of the corresponding cell 
in (3. 

Theorem 10. Let  F(VF, EF) be a graph whose vertices are coloured green, red and 
black and let the degree partition of V. given by Vr~= Do + DI + " • • +Din, where Di 
is the set of all vertices of degree 8~ with 0 = 80 < 61 <"  • • < 8,. <IVr~. Only Do is 
possibly empty. F with its colours is the frame of some domishold graph G if and 
only if: 

(a) F is a threshold graph. 
(b) The green vertices form a stable set of F. 

(c) The red and black vertices form a complete set of F. 
(d) The vertices belonging to Do, D 1 , . . . ,  D t , , a  j are green and IDll--1921 = 

. . . .  I Dtm/2j [ = 1. 
The vertices belonging to Drmr2a+l,. . . ,Dm are red and (or) black and 

IDr, . /21+tl , . . . ,  ID,,I~<2. In the case IDol=2, the colours of the two vertices are 
unlike. The subset Dr,,,/21 has cardinality <~3. 

In the case [Drm/211 = 1 the vertex is either red or black. In all other cases the 
vertices have different colours. 

Proot .  Let  G be a domishold graph. From Proposition 1 and f rom the associativ- 
ity and cornmutativity of + and ×, the graph G can always be built as follows: 

6o= , 
= +c?)x  cp, 

G=G,, 
i = 0 , . . . ,  t - l ,  

where C~, Ci a,  C~ are cells whose colours are green, red and black respectively. 
The maximality of the cells implies that, at each step i = 1 , . . . ,  t - 2 ,  it must be 

Pi ~ 0 and ri + th ~ 0. Only for the first step may  be p~ = 0 and for the last step 
ri + q~ = 0. The corresponding f rame F, then, can be generated from the empty 
graph by adding at each step a green vertex as an isolated vertex and a red or 
(and) a black vertex as an universal vertex. Hence,  the graph F is a threshold 
graph. The green vertices form a stable set, the black and the red vertices form a 
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/ 

, D O I Drn 

DI } / / ~ ' ~  Dm-1 

D2 ) / / ( Dm-2 

D rm/21+ 1 

o r m / 2 " l  - 1 

D rm/21 

Fig. 2. 

complete set. Since F is threshold, its structure is entirely determined by the 
indices of the degree partition 1"5]. Furthermore the adjacencies possess a natural 
containement  as illustrated in Fig. 2. 

The vertices added at Step 0 will have the same degree in F and will belong to 

Drm/21 and therefore IDrm ll ~<3. For any other Step i > 0 ,  the green vertex added 
will belong to Drm/21_i while the red and (or) black vertex will belong to Drmr~l+ i. 
Since must  be p i ~ 0  and ri + q i ~ 0 ,  we have [Drm/21_i[ = 1 and IDrm~21+il~<2. If, in 
the last iteration, it occurs that r~ +q~ = 0, then Do exists and IDol = 1. 

Now suppose that F is a threshold graph with properties (a), (b), (c) and (d). 
Since F is threshold, it is always possible to find an ordering of the vertices in 

such a way that the graph F can be built from the empty graph by adding each 
vertex in the order as an isolated vertex if it belongs to the stable set and as an 
universal vertex if it belongs to the complete set [3]. Thus the corresponding 
graph G built  from the empty graph according to the same order, by means  of the 
operators + and x, replacing each green vertex with an edgeless graph and each 
red (black) vertex with the complement  of a perfect matching (complete graph) is 
domishold. Furthermore,  from (d), the domishold graph is obtained in a minimum 
number  of steps. [ ]  
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4. Degree sequences of domishold graphs 

In this section we will show that  domisholdness is not  a property of the degree 
sequence. 

This means that  we can find both domishold graphs and non domishold graphs 
with the same degree sequence. 

It is however  possible to characterize the interchanges that, starting from a 

domishold graph, generate a dornishold graph. Finally we will prove that if two 

domishold graphs have the same degree sequence, they are isomorphic. 
By a theorem due to Fulkerson, Hoffmann and McAndrew [4] we know that if 

two graphs G and G'  have the same degree sequence, then G' can be obtained 

from G by a finite number  of interchanges, where an interchange is a replacement 

of edges xu and yz and non-edges xz  and yu by the edges xz  and yu and the 
non-edges xu and yz (see Fig. 3). 

X U X U 

' [ 1 
1 
1 
! 
! 

l 
! 

z z -  y 

Fig. 3. 

R e m a r k  11. If an interchange xu, yz may work on a domishold graph then xyzu  
forms a chordless cycle on 4 vertices, otherwise G would contain the forbidden 

configurations/-/1 or/-/2. 

In the following lemma we want to investigate at which ceils the vertices 

x, u, z, y of a domishold graph must belong in order to have the possibility to 

operate an interchange. 

lLemma 12. I f  G is a domishold graph any chordless cycle on 4 vertices has at least 
two non adjacent vertices belonging to the same red cell. I f  three o[ them belong to 
the same red cell, then the fourth must also belong to it. I f  a third vertex belongs to a 

black cell, then the fourth must necessarily belong to a green cell. 

Proof.  It is immediately seen that  at least one vertex belongs to a red cell. In fact 

suppose that  none  of them belongs to it. Clearly one vertex at least must belong 

to a black cell, x for example, then z belongs to a green cell, y to a black and this 

brings a contradict ion for the vertex u. 
Suppose that  there  is not a couple of vertices that belong to the same red cell. 

Since there is at least one, suppose it is x, then z must belong to a green cell, y to 

a black cell or  to a different red cell since it is connected to z while x is not. In 
both cases we have a contradiction for the vertex u. 

Hence ei ther  x and z or y and u belong to the same red cell. 
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It is immediately seen that if there are 3 vertices belonging to the same red cell, 
then the fourth must  also belong to it. 

If x, z belong to the  same red cell and u (or y) belong to a black cell, then y (or 
u) must necessarily belong to a green cell. [ ]  

In the following theorem we want  to characterize those interchanges that, 
starting from a domishold graph, generate  a new graph that is still domishold. 

Theorem 13. I f  G is a domishold graph, the only interchanges that generate a 
graph G' still domishold are those where at least three vertices have the same degree. 
This implies that either the four vertices of the interchange belong to the same red 
cell or two vertices belong to a red cell, a third to a black cell with the same degree 
and the fourth vertex belongs to a green cell of cardinality 1. 

In both cases G' is isomorphic with G. Any  other interchange generates a graph 
G' that has an induced subgraph isomorphic with H2. 

Proof. Let n be the number  of vertices of G. If n <~ 4, then either it is not possible 
to operate any interchange or G is the complement of a perfect matching and G '  

is isomorphic with G. 
Suppose then n > 4. From Lemma 12, in order to opera te  an interchange there 

must be at least two non-adjacent  vertices belonging to the same red cell. Suppose 

they are x and z. 
Then either y (or u) must be connected to all vertices p to which x and z are 

connected. In fact if this does not happen,  after the interchange the induced 
subgraph G~,y.z.p is isomorphic with the forbidden configuration/-/2 (see Fig. 4). 

p P 

", //',,- / /  '\,,, 
x/ / \ \u x '/'__/___~_-Xsu ,~ /  'v'q 

i / " , , / \  i , 
!/  / ~  \ i  ll / \ \ !  ! 1 /  \ ' d  

z ' 1 /  NCv z . . . . . . . . . . .  v 
inG inG' 

P_ ~u 

r'.,, I 
I / - , I  

X v ~my 

I% 

Fig. 4. 

This implies that  either d~ ~> d~ = d~ or d v I> d~ = d~. On  the other  side, for each 
vertex q to which x and z are not connected neither u nor  y may be connected. 
In fact if this is not  so, after an interchange we get in G '  the subgraph G '  u,x.o. ,z  

isomorphic with/- /2 (see Fig. 5). 
Then d~ ~< d~ = d~ and d~ ~< d~ = dz. Then at least three vertices must have the 

same degree. It follows that we have only two possible interchanges that generate 
a domishold graph. From Theorem 8, we have either all the vertices belong to 
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q 

,, '7\ x,,' / \ °  

i i \ ~  i i / . , x , , ,  i 

z 

inG 

x,"i \ u  

in G' 

Fig. 5. 

L / ",,I 
Z -  " U  

H i  

the same red ceil or two vertices belong to a red cell, the third belongs to a black 
cell with the same degree and the fourth belongs to a green cell of cardinality 1. 

In both cases G' is isomorphic with G, by or: V--* V, defined as c =or(b), 

b = or(c), x = or(x) (where c and b are two connected vertices of the same degree 

i n G ) .  [ ]  

Theorem 14. I f  G is a domishold graph with sequence (d, S), any other graph G' 
with the same sequence is domishold. 

]Proof. Since G'  has the same degree sequence as G it must be  obtained from G 
by a finite number  of interchanges. 

Consider the interchange illustrated in Fig. 6. 

a b 

d 
G 

a b 

I ! 
I I > I X i  ! ! 

' t 

c d 
G' 

Fig. 6. 

For any x ~ V ~  a, b, c, d, the vertex x has the same adjacency list in G as in G'. 

Since an interchange does not  modify the degrees of the vertices, x has the same 

value of S in G as in G'.  

Let 

y ~N(x) 
y~o.,b,c,d 

In G we have 

(4.1) 
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and in G '  

1 
S~=ga+d,~ +d~.J 

(4.2) 

We will show now that those interchanges that keep a domishold graph in its class 
are the only one's that do not modify the (d, S) sequence. 

Since G is domishold, f rom Lemma 12 there must be at least two nonadjacent 
vertices, let say a and b, such that da = db, Sa = S~. From Theorem 13, in order to 
get a graph G '  still domishold either c and d belong also to the same red cell or 
one, say c, belongs to a black cell and d to a green cell with cardinality 1. In the 
first case, the values d~, Sx, for x = a, b, c, d are not changed by the interchange. In 
the second case we have in G;  

ao=a =ao, go = go = g,  

and taking in consideration (4.3), from (4.1) and (4.2) we get: 

(d, .S~)=(d. , ,Sg,  (~,Sb)=(d~,Sg,  

(d.,S.)=(db, S;,), (da, Sa)=(dd, Sg,  

(4.3) 

and therefore the overall sequence (d, S) i s  not changed in G' .  For any other 
interchange we have 

acC:d,,=db and d,,C:do=d,, 

and this implies that the sequence (d, S) is modified in G'. 
Then the only interchanges that preserve the sequence (d, S) are those that also 

preserve domisholdness. [ ]  

5. An algorithm tot recognizing domi~hoid graph 

In this section we develop an algorithm to decide if a given graph G is 
domishold. The algorithm will actually give a way for generating iteratively a 
domishold graph. Before giving the algorithm we extend the definition of cell for 
a general graph. 

DOinit ion 1$. We call cells of a graph G the equivalence classes of vertices 
defined by d~ = d~, Sx = S~. 

Theorem 16. The following properties are equivalent: 
(a) G is domishold. 
(b) There is an ordering of the cells and a partition of them into three disjoint 

subsets R, B and O. such that: every vh ~ C~ ~ B or R is adjacent to all vertices 
vt ~ Q with i > ] and every vh ~ C~ ~ O is adjacent to none of the vertices vt e ~ with 
i > j .  
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Any cell ~ e B induces a complete graph (black cell), any cell ~ ~ R induces 
the complement  of a perfect matching (red cell), any C~ ~ Q induces an edgeless 
graph (green cell). 

Proof. The implication (b) ~ (a) follows from (iii) of Proposition 1. Indeed let Gi 
denote the subgraph of G induced by {Ct, C 2 , . . . ,  ~} ;  if ~+1 e B or R, then 
Gi+l = Gi x Ci+l, if ~+1 ~ Q, then Gi+l = Gi + Ci+l. Hence by induction on i, every 
G is domishold. 

It remains to be proved that (a)::~ (b). 
We shall accomplish this by means  of an algorithm which finds for every 

domishold graph G the cells, their  ordering and the partition described in (b); 
otherwise it stops pointing out that the graph is not domishold. []  

Given a graph G, associate to each vertex its degree d and the sum S of the 
degrees of the vertices adjacent to it. Consider the partition of the vertex set 
V = (71 + (72 +" • • Ch, where Ci are the cells of G characterized by (4, Si) and let 

m,-I l. 
The input of the algorithm will be the sequence 

(dl, Sl) (d2, S2) (dh, 

ordered for non increasing values of d and, for the same value of d, for increasing 
values of S. 

By Proposition 9, the algorithm will find at each step either a cell of maximal 
degree or a cell or minimal  degree. The vertices of the cell will be added to the 
appropriate subset B, R or Q depending on its colour. The process will be then 
iteratively repeated on the induced subgraph obtained by deleting from G the cell 
found. 

With a proper book-keeping we do not actually need to compute the new 
subsequence (d, S) for the induced subgraph. All  we need are two pointers p and 
q to the first and last cell not yet examined, and a counter i for the number  of 
cells ~ identified so far. 

Algol h,,, 

Step 0. 

Step 1. 

p * - - l ,  q,- -h ,  v = m l + m 2 . + " ' + m h ,  i*--O, B = R = Q = ~ ,  

S = dtmt+d2m2+" • "+damh, So =0.  
If v = 0, stop: G is domishold; otherwise 

if do =lRl+lBl+ v -  1 

if do=lRl+lBI 
if do= lRl+ lB l+v-2  

else 

and Sp = S - d o ,  go to Step 2, 

and Sq = So, go to Step 3, 

and Sp = S - 2 d o ,  go to Step 4, 

stop: G is not domishold. 
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Step 2. 

Step 3. 

i <---i+ 1, q ~ Vp, B ~ - - B U  Vp, v<- - -v -m~,  

So ~ So + mvd~, p +-- p + 1, go to Step 1. 
i < - - i + l ,  Ci ~---Vq, O ~ - - O U V q ,  v ~ - - v - m , ~ ,  

S ~ -  S - m4d q, q ~-- q - 1, go to Step 1. 

Step 4. if m o odd stop: G is not domishold; otherwise 

i * -  i + l ,  Ci * -  Vp, R *-- R O Vp, v *.- v - mp, 

S o ~ - - S o + m v ~ ,  p <--p+ 1, go to Step 1. 

Let us prove that the Algorithm is correct. Suppose first that the Algorithm 
stops declaring that the sequence (d, S) is not domishold and in spite of this, it is 
domishold. Since, at any step, the algorithm works on the sequence (d, S) of an 
induced subgraph, this must be domishold as well. Hence one of the conditions of 
Proposition 9 must be verified, contradicting the fact that the algorithm stops. 

Conversely suppose that the algorithm works through the end. It builds up a 
graph G', with the same sequence (d, S) as G, the appropriate cell structure 
described in Theorem 16 and therefore domishold. Since from Theorem 14 any 
other graph with the same (d, S) sequence can be obtained only with interchanges 
that preserve domisholdness, G is also domishold and isomorphic with G', from 
Theorem 13. 

It is immediate to see that the algorithm works in only 0(h) steps where h is the 
number of cells in input. In order to check whether a given graph G with n 
vertices and m edges is domishold, we can first generate in time 
0(max(m, n log n)) the ordered sequence (d, S) and then apply the above al- 
gorithm. The overall complexity is again 0(max(m, n log n)). 

~.nmple.  Consider the sequence 

(d, S) = [(12, 124) 4, (12, 132) 3, (9, 112) 4, (7, 84) 2, (4, 48) x] 

and let V be the corresponding partition of the vertex set 

V =  {{1, 2, 3, 4}, {5, 6, 7}, (8, 9, 10, 11}, {12, 13}, {14}}. 

From the algorithm we have 

Ca ={1, 2, 3, 4I, 
C2 = {14I, B ={Ca}, 
C3 = 15, 6, 7}, R ={Cx UCs}, 

C4 ={12, 13}, O ={C2UC4}, 

Cs ={8, 9, 10, 11}. 



Structure and recognition of domishold graphs 251 

Acknowledgment 

The authors are indebted to Professor P.L. Hammer, University of Waterloo, 
and to Professor B. Simeone, University of Roma, for stimulating discussions on 
this topic. 

Relerences 

[1] C. Benzaken and P.L. Hammer, Linear Separation of dominating sets in graphs, Ann. Discrete 
Math. 3 (1978) 1-10. 

[2] C. Berge, Graphs and Hypcrgraphs (North-Holland, Amsterdam, 1973). 
[3] V. Chvatal and P.L. Hammer, Aggregation of inequalities in integer programming, Ann. Discrete 

Math. 1 (1977) 145-162. 
[4] D.R. Fulkerson, A. J. Hoffmann and M.H. McAndrew, Some properties of graphs with multiple 

edges, Canad. J. Math. 17 (1965) 166-177. 
[5] M.C. Golumbic, Threshold graphs and synchronizing parallel processes, Colloq. Math. Soc. J~nos 

Bolyai (Combinatorics) 18 (1978) 419-428. 


