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## 1. Introduction

The recent development in reaction-diffusion equation gives considerable attention to plane wave solutions as well as to periodic solutions. However, most of the discussions in the current literature are devoted either to plane wave solutions in the form $v(\lambda t-\beta \cdot x)$ or to periodic solutions (cf. $[2,5,6,9]$ ). This form of plane wave or periodic solutions consists of a single moving coordinate and can often be analyzed by using the theory of ordinary differential equations. In this paper, we study plane wave solutions for a coupled system of reaction-diffusion equations in the form $v(t, \lambda t-\beta \cdot x)$ which depends on two independent variables $t$ and $\xi \equiv \lambda t-\beta \cdot x$, where $\lambda>0$ is a constant scalar and $\beta$ is a vector in the $n$ dimensional space $\mathbb{R}^{n}$. This consideration leads to a suitable set of reaction diffusion equations rather than the usual two-point periodic boundary-value problem. The periodicity of the plane wave solution discussed in this paper is with respect to not only the variable $t$ but also the moving coordinate $\xi$. A novelty of this consideration is that the periodic plane wave solution possesses the combined frequencies $\omega_{0} \equiv 2 \pi \lambda / L$ and $\omega_{1} \equiv 2 \pi / T$, where $T$ and $L$ are the respective time and spatial period of the solution.

Consider the coupled nonlinear reaction-diffusion equations

$$
\begin{equation*}
\left(u_{j}\right)_{t}-D_{j}^{*} \nabla^{2} u_{j}+\sum_{l=1}^{n} c_{j l}\left(u_{j}\right)_{x_{l}}+\sigma_{j} u_{j}=f_{j}(u), \quad(t, x) \in \mathbb{R}^{n+1}, j=1, \ldots, n \tag{1.0}
\end{equation*}
$$

where $u=\left(u_{1}, \ldots, u_{n}\right), D_{j}^{*}>0, \sigma_{j} \geqslant 0, c_{j l}$ are constants and $f_{j}$ are functions defined in $\mathbb{R}^{n}$. By introducing the moving coordinate $\xi=\lambda t-\beta \cdot x$ and writing $u(t, x)=v(t, \lambda t-\beta \cdot x)=v(t, \xi)$, Eq. (1.0) is reduced to the form

$$
\begin{equation*}
\left(v_{j}\right)_{t}-D_{j}\left(v_{j}\right)_{\xi \xi}+c_{j}\left(v_{j}\right)_{\xi}+\sigma_{j} v_{j}=f_{j}(v), \quad(t, \xi) \in \mathbb{R}^{2} \tag{1.1}
\end{equation*}
$$

where $D_{j}=|\beta|^{2} D_{j}^{*}, c_{j}=\lambda-\sum_{l=1}^{n} c_{j l} \beta_{l}$. We require that for some given positive constants $L, T$ the solution $v$ satisfies the time-space periodic condition

Our objective is to show the existence of a periodic solution to the system (1.1)-(1.2) from which the existence of an almost periodic plane wave solution to the system (1.0) can be deduced. The basic approach in proving the existence problem is to establish an equivalent relation between the system (1.1)-(1.2) and a corresponding integral equation. This integral equation is obtained through the construction of a suitable Green's function. Upon deriving some properties of the Green's function we prove the existence of a periodic solution to the integral equation, or equivalently, an almost periodic plane wave solution to (1.0). The existence proof is based on the property of the Green's function which does not make use of the Hopf theorem for periodic solutions nor the usual "a priori" $C^{2}$-bound of the solution for almost periodic solutions (cf. [1,5]).

## 2. Periodic Green’s Function

Throughout this paper we assume that $f_{j} \in C^{1}\left(\mathbb{R}^{n}\right)$, where $C^{1}\left(\mathbb{R}^{n}\right)$ denotes the set of all continuously differentiable functions in $\mathbb{R}^{n}$. By adding a linear term on both sides of Eq. (1.0), if necessary, we may assume that $\sigma_{j}>0$ for $j=1, \ldots, n$. In order to investigate the existence of a periodic plane wave solution to the coupled nonlinear reaction diffusion equations we first construct a suitable periodic Green's function for the system (1.1)-(1.2). This Green's function will be used to establish an equivalent relation between the time-space periodic system (1.1)-(1.2) and a corresponding integral equation which is the basis for establishing our existence and uniqueness theorem. Due to the periodic nature of the problem, our integral equation is rather different from the usual integral representation of initial boundary value problems.

Motivated by the Green's functions obtained in $[6,7]$ we seek a Green's function for the present system in the form

$$
\begin{align*}
G_{J}(t-\tau, \xi-\eta)= & (L T)^{-1} \sum_{k=-\infty}^{\infty} \sum_{m=-\infty}^{\infty}\left[i \omega_{1} m+\left(D_{j} \omega_{2}^{2} k^{2}+\sigma_{j}+i c_{j} \omega_{2} k\right)\right]^{-1} \\
& \times \exp \left[i\left(\omega_{1} m(t-\tau)+\omega_{2} k(\xi-\eta)\right)\right] \\
& \text { for } t-\tau \neq N T, N \in Z, j=1, \ldots, n, \quad \text { (2.1) } \tag{2.1}
\end{align*}
$$

where $\omega_{1}=2 \pi T^{-1}, \omega_{2}=2 \pi L^{-1}, \omega_{0}=\lambda \omega_{2}$. It is clear that the above series converges uniformly in every compact subset of $\mathbb{R}^{2}$ excluding the line $t=\tau+2 N \pi \omega_{1}^{-1}(N \in Z)$. By defining

$$
\begin{gather*}
g_{j k}(z)=\exp \left(-\left(D_{j} \omega_{2}^{2} k^{2}+\sigma_{j}\right) z\right),  \tag{2.2}\\
\psi_{j k}(z)=\left[1-g_{j k}(T) \exp \left(-i c_{j} \omega_{2} k T\right)\right]^{-1}\left[g_{j k}(z) \exp \left(-i c_{j} \omega_{2} k z\right)\right] \tag{2.3}
\end{gather*}
$$

and using the relation (cf. [8])

$$
\sum_{p=-\infty}^{\infty} \frac{e^{i \omega p p(t-\tau)}}{i \omega p-\alpha}= \begin{cases}T(1-\exp (\alpha T))^{-1} \exp [\alpha(t-\tau)], & 0 \leqslant \tau<t \leqslant T,  \tag{2.4}\\ T(1-\exp (\alpha T))^{-1} \exp [\alpha(T+t-\tau)], & 0 \leqslant t<\tau \leqslant T,\end{cases}
$$

for any complex number $\alpha \neq i \omega p, \omega=2 \pi T^{-1}$, the Green's function may be written in the form

$$
\begin{align*}
& G_{j}(t-\tau, \xi-\eta)=L^{-1} \sum_{k=-\infty}^{\infty} \psi_{j k}(t-\tau) \exp \left(i \omega_{2} k(\xi-\eta)\right) \quad \text { for } 0 \leqslant \tau<t \leqslant T, \\
& G_{j}(t-\tau, \xi-\eta)=L^{-1} \sum_{k=-\infty}^{\infty} \psi_{j k}(T+t-\tau) \exp \left(i \omega_{2} k(\xi-\eta)\right) \\
& \text { for } 0 \leqslant t<\tau \leqslant T, \tag{2.5}
\end{align*}
$$

where $\xi, \eta \in R$. Define

$$
\begin{align*}
& a_{j k}=\left[1-g_{j k}(T)\right]^{2}+2\left(1-\cos c_{j} \omega_{2} k T\right) g_{j k}(T),  \tag{2.6}\\
& b_{j k}(z)=\left(a_{j k}\right)^{-1} g_{j k}(z),  \tag{2.7}\\
& H_{j}(t-\tau)= \begin{cases}L^{-1} \psi_{j 0}(t-\tau) & \text { for } 0 \leqslant \tau<t \leqslant T, \\
L^{-1} \psi_{j 0}(T+t-\tau) & \text { for } 0 \leqslant t<\tau \leqslant T .\end{cases}
\end{align*}
$$

Then an elementary calculation gives

$$
\begin{equation*}
\psi_{j k}(z)=b_{j k}(z) \exp \left(-i c_{j} \omega_{2} k z\right)-b_{j k}(T+z) \exp \left\{i c_{j} \omega_{2} k(T-z)\right\} . \tag{2.8}
\end{equation*}
$$

Substitution of (2.7), (2.8) into (2.5) the Green's function is expressed in the form

$$
\begin{equation*}
G_{j}(t-\tau, \xi-\eta)=H_{j}(t-\tau)+S_{j}(t-\tau, \xi-\eta) \quad(t, \tau \in[0, T], \xi, \eta \in \mathbb{R}) \tag{2.9}
\end{equation*}
$$

where

$$
S_{j}(t-\tau, \xi-\mu)= \begin{cases}G_{j 1}(t-\tau, \xi-\eta)-G_{j 2}(t-\tau, \xi-\eta) & \text { for } 0 \leqslant \tau<t \leqslant T  \tag{2.10}\\ G_{j 3}(t-\tau, \xi-\eta)-G_{j 4}(t-\tau, \xi-\eta) & \text { for } 0 \leqslant t<\tau \leqslant T\end{cases}
$$

and
$G_{j_{1}}(t-\tau, \xi-\eta)=2 L^{-1} \sum_{k=1}^{\infty} b_{j k}(t-\tau) \cos \left\{\omega_{2} k\left(\xi-\eta-c_{j}(t-\tau)\right)\right\}$,

$$
0 \leqslant \tau<t \leqslant T
$$

$G_{j 2}(\cdot)=2 L^{-1} \sum_{k=1}^{\infty} b_{j k}(T+t-\tau) \cos \left\{\omega_{2} k\left(\xi-\eta-c_{j}(t-\tau-T)\right)\right\}$,

$$
0 \leqslant \tau<t \leqslant T
$$

$$
\begin{align*}
& G_{j 3}(\cdot)=2 L^{-1} \sum_{k=1}^{\infty} b_{j k}(T+t-\tau) \cos \left\{\omega_{2} k\left(\xi-\eta-c_{j}(t-\tau+T)\right)\right\}  \tag{2.11}\\
& 0 \leqslant t<\tau \leqslant T
\end{align*}
$$

$$
G_{j 4}(\cdot)=2 L^{-1} \sum_{k=1}^{\infty} b_{j k}(2 T+t-\tau) \cos \left\{\omega_{2} k\left(\xi-\eta-c_{j}(t-\tau)\right)\right\}
$$

$$
0 \leqslant t<\tau \leqslant T
$$

In the remaining of this section we establish some properties for the Green's function.

By considering the functions

$$
\begin{equation*}
\phi_{j}(\xi, z) \equiv b_{j k}(z)=\left(a_{j l}\right)^{-1} g_{j \xi}(z), \quad a_{j}(\xi) \equiv a_{j \xi}, \quad g_{j}(\xi, z) \equiv g_{j \xi}(z) \tag{2.12}
\end{equation*}
$$

as a continuous function of $\xi$ and $z$ and setting

$$
\begin{equation*}
\alpha_{j}(\xi, z) \equiv K_{j} \int_{\xi}^{+\infty} \phi_{j}(\eta, z) d \eta, \quad \text { for } z>0, \xi>0 \tag{2.13}
\end{equation*}
$$

where

$$
K_{j}=\left(8 e^{-1}+\sqrt{2}\left|c_{j}\right|\left(e D_{j}\right)^{-1 / 2} T^{1 / 2}\right) \exp \left(-\sigma_{j} T\right)\left(1-\exp \left(-\sigma_{j} T\right)\right)^{-2}+1
$$

we have the following estimate which is a generalization of the well-known classical trigonometric series theorem (cf. [3]).

Lemma 1. For every $v \in R, j=1, \ldots, n$,

$$
\int_{0}^{L}\left|\sum_{k=1}^{\infty} \omega_{2} k b_{j k}(z) \sin \omega_{2} k(v-\eta)\right| d \eta \leqslant 4 \pi\left(\sum_{k=1}^{\infty} b_{j k}(z)+2 \sum_{k=1}^{\infty} k^{-1} \alpha_{j}(k, z)\right)
$$

Proof. By the definition of $\phi_{j}$ direct differentiation gives

$$
\begin{equation*}
\partial\left(\xi \phi_{j}(\xi, z)\right) / \partial \xi=-\Phi_{j}(\xi, z)+\phi_{j}(\xi, z)\left(1+r_{j}(\xi)\right), \tag{2.15}
\end{equation*}
$$

where

$$
\begin{aligned}
\Phi_{j}(\xi, z)= & 2 D_{j} \omega_{2}^{2} z \xi^{2} \phi_{j}(\xi, z) \\
& +4 D_{j} \omega_{2}^{2} T \xi^{2}\left(1-g_{j b}(T)\right) g_{j b}(T) \phi_{j}(\xi, z)\left(a_{j b}\right)^{-1} \\
r_{j}(\xi)= & \left(4 D_{j} \omega_{2}^{2} T \xi^{2} g_{j \xi}(T)\left(1-\cos c_{j} \omega_{2} T \xi\right)\right. \\
& \left.-2 c_{j} \omega_{2} T \xi g_{j \xi}(T) \sin c_{j} \omega_{2} T \xi\right)\left(a_{j \xi}\right)^{-1} .
\end{aligned}
$$

Since $\left|\xi \exp \left(-a \xi^{2}\right)\right| \leqslant(2 a e)^{-1 / 2}$ and $\left(\xi^{2} \exp \left(-a \xi^{2}\right)\right) \leqslant(a e)^{-1}$ we have, from (2.2), (2.6) and (2.12),

$$
\begin{gather*}
\left(1-\exp \left(-\sigma_{j} T\right)\right)^{2} \leqslant a_{j \xi}<5, \quad \Phi_{j}(\xi, z)>0, \\
\left|r_{j}(\xi, z)\right|+1 \leqslant K_{j} \quad(\xi>0) . \tag{2.16}
\end{gather*}
$$

Let $I_{j}(\xi, z)=\xi \phi_{j}(\xi, z)+\alpha_{j}(\xi, z)$. Then by (2.13), (2.15) and (2.16)

$$
\begin{gathered}
I_{j}(\xi, z)>0, \quad \alpha_{j}(\xi, z)>0, \quad \partial I_{j} / \partial \xi<0, \quad \partial \alpha_{j} / \partial \xi<0 \quad \text { for } \xi>0 ; \\
\lim _{\xi \rightarrow \infty} I_{j}(\xi, z)=0, \quad \lim _{\xi \rightarrow \infty} \alpha_{j}(\xi, z)=0 .
\end{gathered}
$$

The above relations imply that $I_{j}, \alpha_{j}$ are monotone decreasing in $\xi$. It follows from a well-known theorem (cf. [3, p. 33]) that

$$
\begin{align*}
(2 \pi)^{-1} \int_{0}^{\pi}\left|\sum_{k=1}^{\infty} I_{j}(k, z) \sin k \eta\right| d \eta \leqslant & \sum_{k=1}^{\infty} j^{-1} I_{j}(k, z)=\sum_{k=1}^{\infty} b_{j k}(z) \\
& +\sum_{k=1}^{\infty} k^{-1} \alpha_{j}(k, z), \tag{2.17}
\end{align*}
$$

$(2 \pi)^{-1} \int_{0}^{\pi}\left|\sum_{k=1}^{\infty} \alpha_{j}(k, z) \sin k \eta\right| d \eta \leqslant \sum_{k=1}^{\infty} k^{-1} \alpha_{j}(k, z), \quad$ for any $z>0$.

Since by letting $\tilde{\mu}=\omega_{2}(v-\eta)$ and using the periodic condition,

$$
\begin{aligned}
& \int_{0}^{L}\left|\sum_{k=1}^{\infty} \omega_{2} k b_{j k}(z) \sin \omega_{2} k(v-\eta)\right| d \eta=\int_{\omega_{2} v-2 \pi}^{\omega_{2} v}\left|\sum_{k=-\infty}^{\infty} k b_{j k}(z) \sin k \tilde{\eta}\right| d \tilde{\eta} \\
& \quad=2 \int_{0}^{\pi}\left|\sum_{k=1}^{\infty}\left(I_{j}(k, z)-\alpha_{j}(k, z)\right) \sin k \eta\right| d \eta
\end{aligned}
$$

the relation (2.14) follows immediately from (2.17).
Using the result of Lemma 1 we derive some estimates for $\partial G_{j} / \partial \xi$.
Lemma 2. Let $\tilde{K}_{j}=2 K_{j}\left(1-\exp \left(-\sigma_{j} T\right)\right)^{-2}$. Then

$$
\begin{align*}
& \int_{0}^{T} d \tau \int_{0}^{L}\left|\partial G_{j}(t-\tau, \xi-\eta) / \partial \xi\right| d \eta \\
& \quad \leqslant \\
& \quad 8 \pi L^{-1}\left[\sum_{k=1}^{\infty}\left(D_{j} \omega_{2}^{2} k^{2}+\sigma_{j}\right)^{-1}\left(b_{j k}(0)-b_{j k}(2 T)\right)\right.  \tag{2.18}\\
& \\
& \left.\quad+\tilde{K}_{j} \sum_{k=1}^{\infty}\left(D_{j} \omega_{2}^{2} k^{2}\right)^{-1}\right]
\end{align*}
$$

Proof. By the definition of the Green's function in (2.9), (2.11),

$$
\begin{align*}
& \int_{0}^{T} d \tau \int_{0}^{L}\left|\partial G_{j}(t-\tau, \xi-\eta) / \partial \xi\right| d \eta \\
& \quad \leqslant \int_{0}^{t} d \tau \int_{0}^{L}\left|(\partial / \partial \xi)\left(G_{j 1}-G_{j 2}\right)\right| d \xi+\int_{t}^{T} d \tau \int_{0}^{L}\left|(\partial / \partial \xi)\left(G_{j 3}-G_{j 4}\right)\right| d \xi \tag{2.19}
\end{align*}
$$

Since

$$
\begin{gathered}
\partial G_{j 1} / \partial \xi=2 L^{-1} \sum_{k=1}^{\infty}\left(-\omega_{2}\right) k b_{j k}(t-\tau) \sin \left[\omega_{2} k\left(\xi-\eta-c_{j}(t-\tau)\right)\right] \\
\int_{0}^{t} b_{j k}(t-\tau) d \tau=\left(D_{j} \omega_{2}^{2} k^{2}+\sigma_{j}\right)^{-1}\left(b_{j k}(0)-b_{j k}(t)\right) \\
2 \int_{0}^{t} \alpha_{j}(k, t-\tau) d \tau=2 K_{j} \int_{0}^{t} d \tau \int_{k}^{\infty}\left(a_{j}(\eta)\right)^{-1} g_{j}(\eta, t-\tau) d \eta \\
\leqslant \tilde{K}_{j} \int_{k}^{\infty}\left(D_{j} \omega_{2}^{2} \eta^{2}+\sigma_{j}\right)^{-1}\left(1-g_{j}(\eta, t)\right) d \eta
\end{gathered}
$$

we have from Lemma 1

$$
\begin{align*}
& \int_{0}^{t} d \tau \int_{0}^{L}\left|\partial G_{j 1} / \partial \xi\right| d \eta \leqslant 8 \pi L^{-1} \sum_{k=1}^{\infty}\left(D_{j} \omega_{2}^{2} k^{2}+\sigma_{j}\right)^{-1}\left(b_{j k}(0)-b_{j k}(t)\right) \\
& \quad+8 \pi L^{-1} \tilde{K}_{j} \sum_{k=1}^{\infty} k^{-1} \int_{k}^{\infty}\left(D_{j} \omega_{2}^{2} \eta^{2}+\sigma_{j}\right)^{-1}\left(1-g_{j}(\eta, t)\right) d \eta \tag{2.20}
\end{align*}
$$

A similar calculation leads to

$$
\begin{align*}
& \int_{0}^{t} d \tau \int_{0}^{L}\left|\partial G_{j 2} / \partial \xi\right| d \eta \leqslant 8 \pi L^{-1} \sum_{k=1}^{\infty}\left(D_{j} \omega_{2}^{2} k^{2}+\sigma_{j}\right)^{-1}\left(b_{j k}(T)-b_{j k}(T+t)\right) \\
& \quad+8 \pi L^{-1} \tilde{K}_{j} \sum_{k=1}^{\infty} k^{-1} \int_{k}^{\infty}\left(D_{j} \omega_{2}^{2} \eta^{2}+\sigma_{j}\right)^{-1}\left(g_{j}(\eta, T)-g_{j}(\eta, T+t)\right) d \eta \\
& \int_{t}^{T} d \tau \int_{0}^{L}\left|\partial G_{j 3} / \partial \xi\right| d \eta \leqslant 8 \pi L^{-1} \sum_{k=1}^{\infty}\left(D_{j} \omega_{2}^{2} k^{2}+\sigma_{j}\right)^{-1}\left(b_{j k}(t)-b_{j k}(T)\right)  \tag{2.21}\\
& \quad+8 \pi L^{-1} \tilde{K}_{j} \sum_{k=1}^{\infty} k^{-1} \int_{k}^{\infty}\left(D_{j} \omega_{2}^{2} \eta^{2}+\sigma_{j}\right)^{-1}\left(g_{j}(\eta, t)-g_{j}(\eta, T)\right) d \eta \\
& \int_{t}^{T} d \tau \int_{0}^{L}\left|\partial G_{j 4} / \partial \xi\right| d \eta \leqslant 8 \pi L^{-1} \sum_{k=1}^{\infty}\left(D_{j} \omega_{2}^{2} k^{2}+\sigma_{j}\right)^{-1}\left(b_{j k}(T+t)-b_{j k}(2 T)\right) \\
& \quad+8 \pi L^{-1} \tilde{K}_{j} \sum_{k=1}^{\infty} k^{-1} \int_{k}^{\infty}\left(D_{j} \omega_{2}^{2} \eta^{2}+\sigma_{j}\right)^{-1}\left(g_{j}(\eta, T+t)-g_{j}(\eta, 2 T)\right) d \eta
\end{align*}
$$

The conclusion (2.18) follows from (2.19)-(2.21) and the relation

$$
\int_{k}^{\infty}\left(D_{j} \omega_{2}^{2} \eta^{2}+\sigma_{j}\right)^{-1}\left(1-g_{j}(\eta, 2 T)\right) d \eta \leqslant\left(D_{j} \omega_{2}^{2}\right)^{-1} \int_{k}^{\infty} \eta^{-2} d \eta=\left(D_{j} \omega_{2}^{2} k\right)^{1}
$$

We next give an estimate for $G_{j}$. For this purpose it is convenient to set

$$
\begin{align*}
K_{j}^{*} & =2 \omega_{2}\left[\left(8 D_{j} T e^{-1}\right)^{1 / 2} \exp \left(-\sigma_{j} T\right)+\left|C_{j}\right| T\right]\left(1-\exp \left(-\sigma_{j} T\right)\right)^{-4} \\
R_{j} & =4\left[\sum_{k=1}^{\infty}\left(D_{j} \omega_{2}^{2} k^{3}+\sigma_{j} k\right)^{-1}\left(b_{j k}(0)-b_{j k}(2 T)\right)+2 K_{j}^{*}\left(D_{j} \omega_{2}^{2} k^{2}\right)^{-1}\right] \tag{2.22}
\end{align*}
$$

Lemma 3. Let $G_{j}$ be given by (2.9). Then

$$
\begin{align*}
& \int_{0}^{T} d \tau \int_{0}^{L}\left|S_{j}(t-\tau, \xi-\eta)\right| d \eta \leqslant R_{j} \\
& \int_{0}^{T} d \tau \int_{0}^{L}\left|G_{j}(t-\tau, \xi-\eta)\right| d \eta \leqslant \sigma_{j}^{-1}+R_{j} . \tag{2.23}
\end{align*}
$$

Proof. It is readily seen by a simple calculation that

$$
\partial \phi_{j}(\xi, z) / \partial \xi=-2 D_{j} \omega_{2}^{2} \xi g_{j b}(z)\left(a_{j b}\right)^{-2} r_{j 1}(\xi, z)+g_{j g}(z)\left(a_{j b}\right)^{-2} r_{j 2}(\xi, z)
$$

where

$$
\begin{aligned}
r_{j 1}(\xi, z)= & z a_{j b}+2 T\left(1-g_{j g}(T)\right) g_{j \xi}(T) \geqslant 0 \quad \text { for } \xi, z \geqslant 0 \\
r_{j 2}(\xi, z)= & \left(16 D_{j} \omega_{2}^{2} T\right)^{1 / 2}\left(1-\cos c_{j} \omega_{2} T \xi\right)\left(\left(D_{j} \omega_{2}^{2} T \xi^{2}\right)^{1 / 2}\right. \\
& \left.\times \exp \left(-D_{j} \omega_{2}^{2} T \xi^{2}\right)\right) \exp \left(-\sigma_{j} T\right)-2 c_{j} \omega_{2} T g_{j g}(T) \sin c_{j} \omega_{2} T \xi .
\end{aligned}
$$

The above expression and the inequality $\left|\eta \exp \left(-a \eta^{2}\right)\right| \leqslant(2 a e)^{-1 / 2}$ ensure that

$$
\left|r_{j 2}(\xi, z)\right| \leqslant 2 \omega_{2}\left[\left(8 D_{j} T e^{-1}\right)^{1 / 2} \exp \left(-\sigma_{j} T\right)+\left|C_{j}\right| T\right] \equiv \bar{K}_{j}
$$

Let

$$
I_{j}^{*}(\xi, z)=\phi_{j}(\xi, z)+\bar{K}_{j} \int_{\xi}^{\infty}\left[a_{j}(\eta)\right]^{-2} g_{j}(\eta, z) d \eta \equiv \phi_{j}+\alpha_{j}^{*}
$$

Then from the relation

$$
\left[a_{j}(\xi)\right]^{-2} \leqslant\left(1-\exp \left(-\sigma_{j} T\right)\right)^{-4}
$$

the same argument as in the proof of Lemma 1 leads to the estimate

$$
2 L^{-1} \int_{0}^{L}\left|\sum_{k=1}^{\infty} b_{j k}(z) \cos \omega_{2} k(v-\eta)\right| d \eta \leqslant 4 \sum_{k=1}^{\infty} k^{-1}\left\{b_{j k}(z)+2 a_{j}^{*}(k, z)\right\}
$$

Using the above inequality and (2.7), the conclusion (2.23) follows from the same argument as in the proof of Lemma 2.

Lemma 4. Let $T L^{-1} c_{j}=N_{j}$ be integers. Then

$$
\begin{equation*}
\int_{0}^{T} d \tau \int_{0}^{L}\left|S_{j}(t-\tau, \xi-\eta)\right| d \eta \leqslant 4 \sum_{k=1}^{\infty}\left(D_{j} \omega_{2}^{2} k^{3}+\sigma_{j} k\right)^{-1} \tag{2.24}
\end{equation*}
$$

Proof. In view of the hypothesis on $c_{j}$ the function $S_{j}$ in (2.10) becomes

$$
\begin{array}{r}
S_{j}(t-\tau, \xi-\eta)=2 L^{-1} \sum_{k=1}^{\infty} b_{j k}(t-\tau) \cos \omega_{2} k\left\{\xi-\eta-c_{j}(t-\tau)\right\} \\
\text { for } 0 \leqslant \tau<t \leqslant T
\end{array}
$$

$S_{j}(t-\tau, \xi-\eta)=2 L^{-1} \sum_{k=1}^{\infty} b_{j k}(T+t-\tau) \cos \omega_{2} k\left\{\xi-\eta-c_{j}(t-\tau)\right\}$

$$
\text { for } 0<t<\tau \leqslant T \text {, }
$$

where
$b_{j k}(z)=\left\{1-\exp \left(-\left(D_{j} \omega_{2}^{2} k^{2}+\sigma_{j}\right) T\right)\right\}^{-1} \exp \left\{-\left(D_{j} \omega_{2}^{2} k^{2}+\sigma_{j}\right) z\right\} \quad(z>0)$.

It is easily seen that

$$
b_{j k+1}(z)<b_{j k}(z) \text { for } z>0, k=1,2, \ldots, \quad \text { and } \quad \lim b_{j k}(z)=0 \text { as } k \rightarrow \infty
$$

Using the transformation $\eta \rightarrow \tilde{\eta}=\omega_{2}\left[\xi-\eta-c_{j}(t-\tau)\right]$ a similar argument as in the proof of Lemmas 1 and 2 gives

$$
\begin{aligned}
& \int_{0}^{T} d \tau \int_{0}^{L}\left|S_{j}(t-\tau, \xi-\eta)\right| d \eta \\
& \quad \leqslant 4 \sum_{k=1}^{\infty} k^{-1}\left\{\int_{0}^{t} b_{j k}(t-\tau) d \tau+\int_{t}^{T} b_{j k}(T+t-\tau) d \tau\right\} .
\end{aligned}
$$

The conclusion in (2.24) follows by an integration on the right-side expression, using the relation (2.26).

## 3. Integral Representation

Using the estimates for the Green's function in Section 2 we now establish an equivalence relation between the system (1.1), (1.2) and the integral equation

$$
\begin{align*}
v_{j}(t, \xi) & =\int_{0}^{T} d \tau \int_{0}^{L} G_{j}(t-\tau, \xi-\eta) f_{j}(v(\tau, \eta)) d \eta,  \tag{3.1}\\
(t, \xi) \in \bar{\Omega} & =[0, T] \times[0, L], j=1, \ldots, n .
\end{align*}
$$

Our main effort in establishing this equivalence relation is the differentiability of a solution to the integral equation (3.1).

Lemma 5. Let $f_{j} \in C^{1}\left(\mathbb{R}^{n}\right)$ and let $v$ be a continuous solution of the integral equation (3.1). Then the derivatives $v_{t}, v_{\xi}, v_{\xi \xi}$ all exist in $\Omega$.

Proof. Let $q_{j}(t, \xi) \equiv f_{j}(v(t, \xi))$ so that $q_{j}$ is bounded in $\bar{\Omega}$. In view of Lemma 2 and the well-known differentiability theorem (cf. [10, p. 794]), $\partial v_{j} / \partial \xi$ exists and is continuous. By the hypothesis on $f_{j}, P_{j} \equiv \partial q_{j} / \partial \xi$ also exists and is continuous. We show that $v_{j}$ is continuously differentiable in $t$. Using (2.9), (2.10) and setting

$$
\begin{align*}
h_{j}(t)= & L^{-1} \int_{0}^{t} \psi_{j 0}(t-\tau)\left(\int_{0}^{L} q_{j}(\tau, \eta) d \eta\right) d \tau  \tag{3.2}\\
& +L^{-1} \int_{t}^{T} \psi_{j 0}(T+t-\tau)\left(\int_{0}^{L} q_{j}(\tau, \eta) d \eta\right) d \tau
\end{align*}
$$

where according to $(2.3), \psi_{j 0}(z)=\left(1-\exp \left(-\sigma_{j} T\right)\right)^{-1} \exp \left(-\sigma_{j} z\right)$, Eq. (3.1) is equivalent to

$$
\begin{align*}
v_{j}(t, \xi)= & h_{j}(t)+\int_{0}^{t} d \tau \int_{0}^{L}\left(G_{j 1}(t-\tau, \xi-\eta)-G_{j 2}(t-\tau, \xi-\eta)\right) f_{j}(v(\tau, \eta)) d \eta \\
& +\int_{t}^{\tau} d \tau \int_{0}^{L}\left(G_{j 3}(t-\tau, \xi-\eta)-G_{j 4}(t-\tau, \xi-\eta)\right) f_{j}(v(\tau, \eta)) d \eta \tag{3.3}
\end{align*}
$$

Let $Q_{j l}(t-\tau, \xi-\eta), l=1,2,3,4$, be any $L$-periodic functions such that $\partial Q_{j l} / \partial \eta=-G_{j l}$. Then by integration by parts and using the $L$-periodicity of $Q_{j l}$ and $q_{j}$, Eq. (3.3) may be expressed in the form

$$
\begin{align*}
v_{j}(t, \xi)= & h_{j}(t)+\int_{0}^{t} d \tau \int_{0}^{L}\left(Q_{j 1}(t-\tau, \xi-\eta)-Q_{j 2}(\cdot)\right) P_{j}(\tau, \eta) d \eta  \tag{3.4}\\
& +\int_{t}^{T} d \tau \int_{0}^{L}\left(Q_{j 3}(\cdot)-Q_{j 4}(\cdot)\right) P_{j}(\tau, \eta) d \eta, \quad j=1, \ldots, n
\end{align*}
$$

For definiteness, we choose

$$
\begin{array}{rlrl}
Q_{j 1}(t-\tau, \xi-\eta)= & 2 L^{-1} \sum_{k=1}^{\infty}\left(\omega_{2} k\right)^{-1} b_{j k}(t-\tau) \\
& \times \sin \left\{\omega_{2} k\left(\xi-\eta-c_{j}(t-\tau)\right)\right\}, & 0 \leqslant \tau<t \leqslant T \\
Q_{j 2}(t-\tau, \xi-\eta)= & 2 L^{-1} \sum_{k=1}^{\infty}\left(\omega_{2} k\right)^{-1} b_{j k}(T+t-\tau) \\
& \times \sin \left\{\omega_{2} k\left(\xi-\eta-c_{j}(t-\tau-T)\right)\right\}, \quad 0 \leqslant \tau<t \leqslant T \\
Q_{j 3}(t-\tau, \xi-\eta)= & 2 L^{-1} \sum_{k=1}^{\infty}\left(\omega_{2} k\right)^{-1} b_{j k}(T+t-\tau) \\
& \times \sin \left\{\omega_{2} k\left(\xi-\eta-c_{j}(t-\tau+T)\right)\right\}, \\
Q_{j 4}(t-\tau, \xi-\eta)= & 2 L^{-1} \sum_{k=1}^{\infty}\left(\omega_{2} k\right)^{-1} b_{j k}(2 T+t-\tau) & \\
& \times \sin \left\{\omega_{2} k\left(\xi-\eta-c_{j}(t-\tau)\right)\right\}, & 0 \leqslant t<\tau \leqslant T
\end{array}
$$

and set
$Q_{j}(t-\tau, \xi-\eta)=-Q_{j 1}(t-\tau, \xi-\eta)+Q_{j 2}(t-\tau, \xi-\eta) \quad$ for $0 \leqslant \tau<t \leqslant T$,
$Q_{j}(t-\tau, \xi-\eta)=-Q_{j 3}(t-\tau, \xi-\eta)+Q_{j 4}(t-\tau, \xi-\eta) \quad$ for $0 \leqslant t<\tau \leqslant T$.

It is easily seen by direction calculation that

$$
\begin{align*}
& \left.\begin{array}{l}
\partial Q_{j}(t-\tau, \xi-\eta) / \partial \xi=-S_{j}(t-\tau, \xi-\eta), \\
\partial^{2} Q_{j}(t-\tau, \xi-\eta) / \partial \xi^{2}=-\partial G_{j}(t-\tau, \xi-\eta) / \partial \xi,
\end{array}\right\} t \neq \tau \in[0, T],  \tag{3.6}\\
& \partial Q_{j}(t-\tau, \xi-\eta) / \partial t=-D_{j} \partial G_{j}(t-\tau, \xi-\eta) / \partial \xi+c_{j} S_{j}(\cdot)-\sigma_{j} Q_{j}(\cdot), \\
& 0 \leqslant \tau<t \leqslant T,  \tag{3.7}\\
& \partial Q_{j}(t-\tau, \xi-\eta) / \partial t=-D_{j} \partial G_{j}(t-\tau, \xi-\eta) / \partial \xi+c_{j} S_{j}(\cdot)-\sigma_{j} Q_{j}(\cdot), \\
& 0 \leqslant t<\tau \leqslant T .
\end{align*}
$$

Since by (3.4), (3.5),

$$
\begin{align*}
v_{j}(t, \xi)-h_{j}(t)=-\int_{0}^{T} d \tau \int_{0}^{L} Q_{j}(t-\tau, \xi-\eta) P_{j}(\tau, \eta) d \eta & \\
& (t, \xi) \in \Omega, j=1, \ldots, n \tag{3.8}
\end{align*}
$$

and since by Lemma 2, the integrals

$$
\int_{0}^{t} d \tau \int_{0}^{L}\left|\partial G_{j} / \partial \xi\right|\left|P_{j}\right| d \eta \quad \text { and } \quad \int_{t}^{T} d \tau \int_{0}^{L}\left|\partial G_{j} / \partial \xi\right|\left|P_{j}\right| d \eta
$$

exist, we see from the differentiability theorem that $\partial v_{j} / \partial t$ exists. In fact

$$
\begin{align*}
\left(v_{j}\right)_{t}= & \left(h_{j}\right)_{t} \\
& +D_{j} \int_{0}^{t} d \tau \int_{0}^{L} \partial G_{j}(t-\tau, \xi-\eta) / \partial \xi P_{j}(\tau, \eta) d \eta-c_{j} \int_{0}^{t} d \tau \int_{0}^{L} S_{j}(\cdot) P_{j}(\cdot) d \eta \\
& +D_{j} \int_{t}^{T} d \tau \int_{0}^{L} \partial G_{j}(\cdot) / \partial \xi P_{j}(\cdot) d \eta-c_{j} \int_{t}^{T} d \tau \int_{0}^{L} S_{j}(\cdot) P_{j}(\cdot) d \eta \\
& +\sigma_{j} \int_{0}^{T} d \tau \int_{0}^{L} Q_{u}(\cdot) P_{j}(\cdot) d \eta+\int_{0}^{L} \tilde{I}_{j}(\xi-\eta) P_{j}(t, \eta) d \eta \tag{3.9}
\end{align*}
$$

where

$$
\begin{align*}
\tilde{I}_{j}(\xi-\eta)= & Q_{j 1}(0, \xi-\eta)+Q_{j 4}(0, \xi-\eta) \\
& -Q_{j 2}(0, \xi-\eta)-Q_{j 3}(0, \xi-\eta) \tag{3.10}
\end{align*}
$$

A similar argument shows that $\partial^{2} v_{j} / \partial \xi^{2}$ exists and

$$
\begin{equation*}
\partial^{2} v_{j} / \partial \xi^{2}=\int_{0}^{T} d \tau \int_{0}^{L} \partial G_{j}(\cdot) / \partial \xi P_{j}(\tau, \eta) d \eta \tag{3.11}
\end{equation*}
$$

This proves the differentiability of $v_{j}$ as stated in the lemma.

Based on the result of Lemma 3 we now establish the integral representation of the system (1.1), (1.2).

Theorem 1. Let $f_{j} \in C^{1}\left(\mathbb{R}^{n}\right)$. Then a continuous function $v(t, \xi)$ in $\mathbb{R}^{2}$ is a solution of the periodic system (1.1)-(1.2) if and only if it is a solution of the integral equation (3.1).

Proof. Suppose that $v$ is a solution of the integral equation (3.1). Then by the representation of $G_{j}$ in (2.1), $v$ satisfies the periodic condition (1.2). Since

$$
\begin{align*}
\left(v_{j}\right)_{\xi} & =-\int_{0}^{T} d \tau \int_{0}^{L} \partial Q_{j}(\cdot) / \partial \xi P_{j}(\tau, \eta) d \eta=\int_{0}^{T} d \tau \int_{0}^{L} S_{j}(\cdot) P_{j}(\tau, \eta) d \eta  \tag{3.12}\\
v_{j} & =h_{j}(t)-\int_{0}^{T} d \tau \int_{0}^{L} Q_{J}(\cdot) P_{j}(\tau, \eta) d \eta \tag{3.13}
\end{align*}
$$

the relations (3.9), (3.11), (3.12) and (3.13) ensure that

$$
\begin{equation*}
\left(v_{j}\right)_{t}-D_{j}\left(v_{j}\right)_{\xi \xi}+c_{j}\left(v_{j}\right)_{\xi}+\sigma_{j} v_{j}=\left(h_{j}\right)_{t}+\sigma_{j} h_{j}+\int_{0}^{L} \tilde{I}_{j}(\xi-\eta) P_{j}(t, \eta) d \eta \tag{3.14}
\end{equation*}
$$

In view of the definition of $Q_{j l}(0, \xi-\eta)$, the functions $\tilde{I}_{j}$ are given by

$$
\tilde{I}_{j}(\xi-\eta)=2 L^{-1} \sum_{k=1}^{\infty}\left(\omega_{2} k\right)^{-1} \sin \left(\omega_{2} k(\xi-\eta)\right), \quad j=1, \ldots, n
$$

It follows that

$$
\begin{align*}
& \int_{0}^{L} \tilde{I}_{j}(\xi-\eta) P_{j}(t, \eta) d \eta \\
&=\sum_{\substack{k=-\infty \\
k \neq 0}}^{\infty} L^{-1}\left(i \omega_{2} k\right)^{-1} \int_{0}^{L} P_{j}(t, \eta) \exp \left\{i \omega_{2} k(\xi-\eta)\right\} d \eta \\
&=\sum_{k=-\infty}^{\infty} L^{-1} \int_{0}^{L} q_{j}(t, \eta) \exp \left\{i \omega_{2} k(\xi-\eta)\right\} d \eta-L^{-1} \int_{0}^{L} q_{j}(t, \eta) d \eta \\
&=q_{j}(t, \xi)-L^{-1} \int_{0}^{L} q_{j}(t, \eta) d \eta \\
&=f_{j}(v(t, \xi))-L^{-1} \int_{0}^{L} q_{j}(t, \eta) d \eta \tag{3.15}
\end{align*}
$$

It is easily seen by a direct calculation that

$$
\begin{equation*}
\left(h_{j}\right)_{t}=-\sigma_{j} h_{j}+L^{-1} \int_{0}^{L} q_{j}(t, \eta) d \eta \tag{3.16}
\end{equation*}
$$

Addition of (3.15) and (3.16) shows that the right side of (3.14) is $f_{j}(v(t, \xi))$. This proves that $v=\left(v_{1}, \ldots, v_{n}\right)$ is a solution of (1.1)-(1.2).

Conversely, if $v(t, \xi)$ is a solution of $(1.1)-(1.2)$ then $q_{j}(t, \xi) \equiv f_{j}(v(t, \xi))$ is continuous differentiable in $(t, \xi)$. Define

$$
\begin{equation*}
v_{j}^{*}(t, \xi)=\int_{0}^{T} d \tau \int_{0}^{L} G_{j}(t-\tau, \xi-\eta) q_{j}(\tau, \eta) d \eta \tag{3.17}
\end{equation*}
$$

Then by the above argument, $v_{j}^{*}$ satisfies the periodic condition (1.2) and the linear equation (1.1) with the given function $f_{j}(v(t, \xi)$ ). Hence the function $w_{j} \equiv v_{j}^{*}-v_{j}$ is a solution of the homogeneous system

$$
\begin{align*}
\left(w_{j}\right)_{t}-D_{j}\left(w_{j}\right)_{\xi \xi}+c_{j}\left(w_{j}\right)_{\xi}+\sigma_{j} w_{j} & =0 \\
w_{j}(t+T, \xi) & =w_{j}(t, \xi)  \tag{3.18}\\
w_{j}(t, \xi+L) & =w_{j}(t, \xi)
\end{align*}
$$

Let $\bar{w}_{j k}(t)$ be the Fourier coefficients of $w_{j}(t, \xi)$, that is,

$$
\bar{w}_{j k}(t)=L^{-1} \int_{0}^{L} w_{j}(t, \xi) \exp \left(-i \omega_{2} k \xi\right) d \xi, \quad k=0, \pm 1, \pm 2, \ldots
$$

Then by an elementary calculation, $\bar{w}_{j k}(t)$ satisfies the equation

$$
\frac{\partial}{\partial t}\left(\bar{w}_{j k}(t)\right)=-\left(D_{j} \omega_{2}^{2} k^{2}+\sigma_{j}+i c_{j} \omega_{2} k\right) t .
$$

An integration of the above equation gives

$$
\begin{equation*}
\bar{w}_{j k}(t)=\alpha_{j k} \exp \left(-\left(D_{j} w_{2}^{2} k^{2}+\sigma_{j}+i c_{j} \omega_{2} k\right) t\right), \tag{3.19}
\end{equation*}
$$

where $\alpha_{j k}=\bar{w}_{j k}(0)$. But by the periodic condition $\bar{w}_{j k}(t+T)=\bar{w}_{j k}(t)$ the relation (3.19) can hold only when $\alpha_{j k}=0$ for all $k$. This shows that $\bar{w}_{j k}(t)=0$, for $t \in \mathbb{R}, j=1, \ldots, n ; k=0, \pm 1, \pm 2, \ldots$. Since the set $\left\{\exp \left(-i \omega_{2} k \xi\right)\right\}$ is complete and $w$ is continuous we obtain $w_{j}(t, x) \equiv 0$. This proves that $v=v^{*}$ and thus $v$ is also a solution of the integral equations (3.1). The proof of the theorem is completed.

We next show that every solution of (3.1) is an almost time periodic solution of (1.0) and satisfies the spatial periodic condition

$$
\begin{equation*}
u\left(t, x+e_{j}\right)=u(t, x), \quad(t, x) \in \mathbb{R}^{n+1}, \tag{3.20}
\end{equation*}
$$

where $e_{j}$ is the vector given by

$$
e_{j}=\left(0, \ldots, 0, L / \beta_{j}, 0, \ldots, 0\right)
$$

This almost periodic solution possesses two time frequencies $\omega_{0}, \omega_{1}$ which is a unique feature of our integral representation.

ThEOREM 2. If $v(t, \xi)$ is a continuous solution of the integral equation (3.1) then $u(t, x) \equiv v(t, \lambda t-\beta \cdot x)$ is an almost periodic plane wave solution of (1.0). Furthermore this almost periodic solution possesses two frequencies $\omega_{0}=2 \pi \lambda / L, \omega_{1}=2 \pi / T$ and satisfies the spatial periodic condition $(3.20)$.

Proof. In view of Theorem $1, u(t, x)=v(t, \lambda t-\beta \cdot x)$ is a solution of (1.0). Define

$$
\begin{aligned}
\bar{v}_{j m k}= & (T L)^{-1} \int_{0}^{T} d \tau \int_{0}^{L}\left[i \omega_{1} m+\left(D_{j} \omega_{2}^{2} k^{2}+\sigma_{j}+i c_{j} \omega_{2} k\right)\right]^{-1} \\
& \times \exp \left(-i\left(\omega_{1} m \tau+w_{2} k \eta\right)\right) f_{j}(v(\tau, \eta)) d \eta
\end{aligned}
$$

Then by (2.9), (2.23) and the Lebesque theorem, a termwise integration of the right side of (3.1) gives

$$
v_{j}(t, \xi)=\sum_{k=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \bar{v}_{j m k} \exp \left(i\left(\omega_{1} m t+\omega_{2} k \xi\right)\right)
$$

Replacing $\xi$ by $(\lambda t-\beta \cdot x)$ yields

$$
u_{j}(t, x)=\sum_{k=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \bar{v}_{j m k} \exp \left[i\left(\omega_{1} m t+\omega_{0} k t-\omega_{2} k \beta \cdot x\right)\right] .
$$

The above representation of the solution shows that $u$ is almost periodic in $t$ with combined frequencies $\omega_{1}, \omega_{0}$ and satisfies the spatial periodic condition (3.20).

## 4. Existence of Periodic Plane Wave Solutions

In this section we establish the existence of an almost periodic plane wave solution to the system (1.0). In view of Theorems 1 and 2 it suffices to show the existence of a continuous solution to the integral equation (3.1). To achieve this we use the representation (2.9) for the Green's functions $G_{j}$ and seek a solution in the Banach space

$$
\mathscr{C} \equiv\left\{v=\left(v_{1}, \ldots, v_{n}\right) ; v_{j} \in C\left(\mathbb{R}^{2}\right), v_{j}(t+T, \xi)=v_{j}(t, \xi)=v_{j}(t, \xi+L), j=1, \ldots, n\right\}
$$

where the norm in $\mathscr{O}$ is given by

$$
\|v\|=\sum_{j=1}^{n} \max \left\{\left|v_{j}(t, \xi)\right| ;(t, \xi) \in \bar{\Omega}\right\}
$$

Let

$$
\begin{align*}
&\left(A_{j} v\right)(t)=\int_{0}^{T} d \tau \int_{0}^{L} H_{j}(t-\tau) f_{j}(v(\tau, v)) d \eta, \\
& \quad j=1, \ldots, n, t \in[0, T], \tag{4.1}
\end{align*}
$$

$$
\left(B_{j} v\right)(t, \xi)-\int_{0}^{T} d \tau \int_{0}^{L} S_{j}(t-\tau, \xi-\eta) f_{j}(v(\tau, \eta)) d \eta
$$

and define operators $A, B$ from $\chi$ into inself by

$$
A v=\left(A_{1} v, \ldots, A_{n} v\right), \quad B v=\left(B_{1} v, \ldots, B_{n} v\right)
$$

where $H_{j}, S_{j}$ are given by (2.7) and (2.10). Then Eq. (3.1) is equivalent to

$$
\begin{equation*}
v=(A+B) v \quad(v \in \chi) \tag{4.2}
\end{equation*}
$$

Thus the existence problem of (3.1) is resolved if the operator $(A+B)$ has a fixed point in $\chi$. To ensure this, we need the following assumption:
$\left(\mathrm{H}_{1}\right):$ For each $j=1, \ldots, n, f_{j} \in C^{1}\left(\mathbb{R}^{n}\right)$ and $T L^{-1} c_{j} \equiv N_{j}$ are integers, where $c_{j} \equiv \lambda-\sum_{l=1}^{n} c_{j l} \beta_{l}$.

The requirement of $T L^{-1} c_{j}$ being integers can always be fulfilled by a suitable choice of $\beta$. For notational convenience, we set

$$
\begin{align*}
D^{*} & =\sum_{j=1}^{n}\left(D_{j}^{*}\right)^{-1}, \quad K_{0}=\sum_{k=1}^{\infty} k^{-3}, \quad \rho=\sum_{j=1}^{n} \sigma_{j}^{-1}  \tag{4.3}\\
\bar{M} & =\max \left\{\left|\operatorname{grad} . f_{j}(v)\right| ; v \in S, j=1, \ldots, n\right\}
\end{align*}
$$

where $S$ is a bounded subset in $\chi$. Notice that $K_{0} \cong 1.20$.
Theorem 3. Let hypothesis $\left(\mathrm{H}_{1}\right)$ hold and let $S$ be a bounded closed convex subset of $\chi$ such that

$$
\begin{equation*}
\left(A v_{1}+B_{v_{2}}\right) \in S \quad \text { for } \quad v_{1}, v_{2} \in S \tag{4.4}
\end{equation*}
$$

Then for any $\lambda, \beta$ with $|\beta|>(L / \pi)\left(K_{0} D^{*} \bar{M}\right)^{1 / 2}$, Eq. (1.0) has an almost periodic plane wave solution in the form $u(t, x) \equiv v(t, \lambda t-\beta \cdot x)$ and $v \in S$.

Proof. We prove the theorem by showing that $A$ is a compact operator and $B$ is a contraction mapping on $S$. It is easily seen by direct calculation, using (2.2), (2.3), (2.7), that

$$
\begin{equation*}
\int_{0}^{T} d \tau \int_{0}^{L}\left|H_{j}(t-\tau)\right| d \eta=\int_{0}^{t} \psi_{j o}(t-\tau) d \tau+\int_{t}^{T} \psi_{j 0}(T+t-\tau) d \tau=\sigma_{j}^{-1} \tag{4.5}
\end{equation*}
$$

The above relation and $\left(\mathrm{H}_{1}\right)$ yield

$$
\|A v\| \leqslant M \sum_{j=1}^{n} \sigma_{j}^{-1}=M \rho \quad(v \in S)
$$

where $M$ is an upper bound of $\left|f_{j}(v)\right|$ on $S$ for all $j$. In view of (2.7) we also have
$L|(A v)(t+\Delta t)-(A v)(t)|$

$$
\begin{align*}
\leqslant & \sum_{j=1}^{n}\left|\int_{0}^{t} d \tau \int_{0}^{L}\left(\psi_{j 0}(t+\Delta t-\tau)-\psi_{j 0}(t-\tau)\right) f_{j}(v(\tau, \eta)) d \eta\right| \\
& +\sum_{j=1}^{n}\left|\int_{t}^{t+\Delta t} d \tau \int_{0}^{L}\left(\psi_{j 0}(t+\Delta t-\tau)-\psi_{j 0}(T+t-\tau)\right) f_{j}(v(\tau, \eta)) d \eta\right| \\
& +\sum_{j=1}^{n}\left|\int_{t+\Delta t}^{T} d \tau \int_{0}^{L}\left(\psi_{j 0}(T+t+\Delta t-\tau)-\psi_{j 0}(T+t-\tau)\right) f_{j}(v(\tau, \eta)) d \eta\right| \tag{4.6}
\end{align*}
$$

where $\Delta t>0$. Since by (2.8) and $\left(\mathrm{H}_{1}\right)$

$$
\begin{array}{ll}
L^{-1}\left|d \psi_{j 0}(z) / d z\right| \leqslant\left(\sigma_{j} / L\right)\left(1-\exp \left(-\sigma_{j} T\right)\right)^{-1} \equiv M_{1}, & \\
L^{-1}\left|\psi_{j 0}(z)\right| \leqslant M_{1} / \sigma_{j}, & \text { for } z \geqslant 0  \tag{4.7}\\
\left|f_{j}(v)\right| \leqslant M, & \text { for } v \in S_{M}
\end{array}
$$

we see from (4.6) that

$$
\begin{align*}
|(A v)(t+\Delta t)-(A v)(t)| & \leqslant n L M_{1} M\left(T+2 \sigma_{j}^{-1}+T\right)|\Delta t| \\
& =2 n L M_{1} M\left(T+\sigma_{j}^{-1}\right)|\Delta t| \tag{4.8}
\end{align*}
$$

A similar expression as in (4.6) shows that (4.8) holds when $\Delta t<0$. The above relations and (4.4) imply that $(A v)(t)$ is equicontinuous and is uniformly bounded on $[0, T]$ for every $v \in S$. It follows from Arzelà's theorem that $A$ is a compact operator on $S$. Clearly, $A$ is a continuous operator on $S$.

To show the contraction property of $B$ we observe from (4.1) and Lemma 4 that

$$
\begin{align*}
\left\|B v-B v^{*}\right\| & \leqslant 4 \bar{M} \sum_{j=1}^{n} \sum_{k=1}^{\infty}\left(|\beta|^{2} \omega_{2}^{2} k^{3} D_{j}^{*}+\sigma_{j} k\right)^{-1}\left\|v-v^{*}\right\| \\
& \leqslant 4 \bar{M} K_{0}\left(|\beta| \omega_{2}\right)^{-2} \sum_{j=1}^{n}\left(D_{j}^{*}\right)^{-1}\left\|v-v^{*}\right\| \quad\left(v, v^{*} \in \chi\right) \tag{4.9}
\end{align*}
$$

Using the notations in (4.3) and the relation $\omega_{2}=2 \pi L^{-1}$, the above inequality is equivalent to

$$
\begin{equation*}
\left\|B v-B v^{*}\right\| \leqslant \bar{M} K_{0}|\beta|^{-2}(L / \pi)^{2} D^{*}\left\|v-v^{*}\right\| \quad\left(v, v^{*} \in \chi\right) . \tag{4.10}
\end{equation*}
$$

It follows from the hypothesis on $\beta$ that $B$ is a contraction on $S$. By a wellknown theorem in [12, p. 31], the operator $(A+B)$ has a fixed point in $S$. This proves the theorem.

An immediate consequence of Theorem 3 is the following.
Corollary. Let $\left(\mathrm{H}_{1}\right)$ hold and let $f_{j}(v)$ be uniformly bounded by a constant $M$ for each $j=1, \ldots, n$. Denote by $B_{r}$ the ball in $\chi$ with center origin radius $r \equiv M\left[\rho+(L / \pi)^{2} K_{0} D^{*}\right]$. Then for any $\lambda, \beta$ with $|\beta|>\max \{1$, $\left.(L / \pi)\left(K_{0} D^{*} \bar{M}\right)^{1 / 2}\right\}$, where $\bar{M}$ is given by (4.3) with $S=B_{r}, E q$. (1.0) has an almost periodic plane wave solution in the form $u(t, x) \equiv v(t, \lambda t-\beta \cdot x)$ and $v \in B_{r}$.

Proof. It is easily seen from (4.3), (4.5), Lemma 4 and the uniform boundedness of $f_{j}$ that for any $v_{1}, v_{2} \in B_{r}$,

$$
\begin{aligned}
\left\|A v_{1}+B v_{2}\right\| & \leqslant M \sum_{j=1}^{n} \sigma_{j}^{-1}+4 M \sum_{j=1}^{n} \sum_{k=1}^{\infty}\left(\left.\beta\right|^{2} \omega_{2}^{2} k^{3} D_{j}^{*}+\sigma_{j} k\right)^{-1} \\
& \leqslant M\left[\rho+(L /(\pi|\beta|))^{2} K_{0} D^{*}\right] \leqslant r .
\end{aligned}
$$

The above relation shows that $\left(A v_{1}+B v_{2}\right) \in B_{r}$ for all $v_{1}, v_{2} \in B_{r}$. The conclusion of the corollary follows from Theorem 3 with $S=B_{r}$.

Remark. It is easily seen from the proofs of Theorems 1 and 3 that all the conclusions in these theorems hold when the requirement $f_{j} \in C^{1}\left(\mathbb{R}^{n}\right)$ is replaced by that $f_{j}$ satisfies a Lipschitz condition in every bounded subset of $\mathbb{R}^{n}$.

Example. To give an application of our results in the previous section we consider an immobilized enzyme reaction problem which involves a coupled system of two equations in the form (1.0) with

$$
\begin{gather*}
f_{1}\left(u_{1}, u_{2}\right)=f_{2}\left(u_{1}, u_{2}\right)=\sigma_{1}\left(u_{2}+v_{2}\right) f\left(u_{1}\right), \\
f\left(u_{1}\right)=\left(u_{1}+v_{1}\right) /\left[1+\left(u_{1}+v_{1}\right)+\gamma\left(u_{1}+v_{1}\right)^{2}\right], \tag{4.11}
\end{gather*}
$$

where $\gamma, \sigma_{i}, v_{i}, i=1,2$, are positive constants (cf. [4]). For physical reasons we assume that $f_{1}\left(u_{1}, u_{2}\right)=f_{2}\left(u_{1}, u_{2}\right)=0$ when either $u_{1}+v_{1}<0$ or $u_{2}+v_{2}<0$. Clearly, $f_{1}$ and $f_{2}$ are continuous in $\mathbb{R}^{2}$ and satisfy a Lipschitz condition in every bounded subset of $\mathbb{R}^{2}$. In view of Theorem 3, Eq. (1.0) with the function (4.11) has a periodic traveling wave solution if there is a
bounded closed convex set $S$ such that $\left(A v_{1}+B v_{2}\right) \in S$ when $v_{1}, v_{2} \in S$. We seek such a set in the form

$$
S_{0} \equiv\left\{\left(v_{1}, v_{2}\right) ;\left\|v_{1}+v_{1}\right\| \leqslant R_{1},\left\|v_{2}+v_{2}\right\| \leqslant R_{2}\right\}
$$

by a suitable choice of $R_{1}, R_{2}$. Since by direct calculation,

$$
\sup \left\{f\left(v_{1}\right) ; 0 \leqslant v_{1}+v_{1}<\infty\right\}=\left(2 \gamma^{1 / 2}+1\right)^{-1}
$$

Eq. (4.5) and Lemma 4 imply that for any $v=\left(v_{1}, v_{2}\right), v^{*}=\left(v_{1}^{*}, v_{2}^{*}\right)$ in $S_{0}$.

$$
\begin{aligned}
\left\|A_{1} v+B_{1} v^{*}\right\| \leqslant & \sigma_{1}^{-1}\left(\sigma_{1}\left\|v_{2}+v_{2}\right\|\left\|f\left(v_{1}\right)\right\|\right) \\
& +4 K_{0}\left(|\beta| \omega_{2}\right)^{-2}\left(D_{1}^{*}\right)^{-1} \sigma_{1}\left\|v_{2}^{*}+v_{2}\right\|\left\|f\left(v_{1}^{*}\right)\right\| \\
\leqslant & \left(2 \gamma^{1 / 2}+1\right)^{-1}\left[1+4 K_{0}\left(|\beta| \omega_{2}\right)^{-2}\left(D_{1}^{*}\right)^{-1} \sigma_{1}\right] R_{2} \equiv \rho_{1} R_{2}, \\
\left\|A_{2} v+B_{2} v^{*}\right\| \leqslant & \left(2 \gamma^{1 / 2}+1\right)^{-1}\left[\left(\sigma_{1} / \sigma_{2}\right)+4 K_{0}\left(|\beta| \omega_{2}\right)^{-2}\left(D_{2}^{*}\right)^{-1} \sigma_{1}\right] R_{2} .
\end{aligned}
$$

Hence if

$$
\begin{equation*}
\sigma_{1} / \sigma_{2}<\left(2 \gamma^{1 / 2}+1\right) \tag{4.12}
\end{equation*}
$$

then there exists $\beta_{0} \in \mathbb{R}^{n}$ such that for all $\beta$ with $|\beta| \geqslant\left|\beta_{0}\right|$

$$
\begin{aligned}
& \left\|A_{2} v+B_{2} v^{*}\right\| \leqslant\left\|v_{2}+v_{2}\right\| \leqslant R_{2} \\
& \left\|A_{1} v+B_{1} v^{*}\right\| \leqslant R_{1} \quad\left(v, v^{*} \in S_{0}\right)
\end{aligned}
$$

where we have chosen $R_{1}=\rho_{1} R_{2}$. This shows that $\left(A v+B v^{*}\right) \in S_{0}$ when $v, v^{*} \in S_{0}$. In view of Theorem 3, we have the following conclusion: if $T L^{-1} c_{j}$ are integers and if (4.12) holds then there exists $\beta_{0} \in \mathbb{R}^{n}$ such that for all $\lambda, \beta$ with $|\beta| \geqslant\left|\beta_{0}\right|$ the enzyme reaction system has a periodic traveling wave solution $u=\left(u_{1}, u_{2}\right)$ with $u_{i}(t, x)=v_{i}(t, \lambda t-\beta \cdot x)$ and $v=\left(v_{1}, v_{2}\right) \in S_{0}$.
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