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#### Abstract

The generalisation of Lloyd's theorem to distance-transitive graphs can be improved in the case of antipodal graphs by looking at the derived graph. In the case of binary perfect codes the ro. ts of the Lloyd polynomial are even integers. This can be applied to give a short proof of the binary perfect code theorem.


## 1. Introduction

In this paper we show that the ceneralisation of © ioyd's theorem to distance-transitive graphs given by Biggs [1] can be i nproved in the case of an antipodal distance-transitive graph. In particular, this shows that the roots of the Lloyd polynomial in the case of binary perfect codes are all even integers.

As an example we give a simple proof that there are no non-trivial perfect binary e-codes with $e \geqslant 2$ other than the binary Golay code. The proof has the advantage that it deals with all values of $e \equiv 2$ simultaneously and does not require a reference to a computer search.

## 2. Antipodal distance-transitive graphs

A simple connected graph $\Gamma$ with distance function $\partial$ is said to be distance-transitive if, whenever $u, v, x, y$ are vertices of $\Gamma$ satisfying $\partial(u, v)=\partial(x, y)$, then there is an automorphism $g$ of $\Gamma$ such that $g(u)=x$. $g(v)=y$. We suppose that $\Gamma$ has diameter $d$, valency $k$. vertex set $V T$ and. if we fix a vertex $z$, we let

We call a distance-transitive graph antipodal if for all $u, v \in \Gamma_{0}(z) \cup \Gamma_{d}(z)$ either $\partial(u, v)=d$ or $u=v$. For an account of the basic results on antipodal distance-transitive graphs we refer the reader to [9].

For an antipodal distance-transitive graph $\Gamma$ we can define a derived graph $\Gamma^{\prime}$. The vertices of $\Gamma^{\prime}$ are the sets $\Gamma_{0}(z) \cup \Gamma_{d}(z)(z \in L T)$, and vertices $\Gamma_{0}(z) \cup \Gamma_{d}(z)$ and $\Gamma_{0}\left(z^{\prime}\right) \cup \Gamma_{d}\left(z^{\prime}\right)$ are adjacent in $\Gamma^{\prime}$ if and conly if there are vertices $v \in \Gamma_{0}(z) \cup \Gamma_{d}(z)$ and $v^{\prime} \in \Gamma_{0}\left(z^{\prime}\right) \cup \Gamma_{d}\left(z^{\prime}\right)$ such that $\partial\left(v, v^{\prime}\right)=1$ in $\Gamma$. It is proved in [9, Lemma 7 and Theorem 3] that if $d>2, \Gamma^{\prime}$ is distance-transitive with valency $k$ and diameter $\left[\frac{1}{2} d\right]$.

If $u, v$ are two vertices of a distance-transitive graph $\Gamma$ such that $\partial(t, v)=i$ we define the intersection numbers

$$
\begin{aligned}
& c_{i}=\left|\Gamma_{i-1}(u) \cap \Gamma_{1}(v)\right|, \\
& a_{i}=\left|\Gamma_{i}(u) \cap \Gamma_{1}(v)\right|, \\
& b_{i}=\mid \Gamma_{i+1}(u) \cap \Gamma_{1}(v \mid,
\end{aligned}
$$

and define the intersection matrix of the graph to be the $(d+1) \times(d+1)$ tridiagonal matrix with main diagonais given by the intersection array

$$
\left\{\begin{array}{cccccc}
* & 1 & c_{2} & \ldots & c_{d-1} & c_{d} \\
0 & a_{1} & a_{2} & \ldots & a_{d-1} & a_{d} \\
k & b_{1} & b_{2} & \cdots & b_{d-1} & *
\end{array}\right\}
$$

For a full account of properties of the intersection matrices of distancetransitive graphs see [2].

Lemma 2.1. If $d>2$ and the $c^{\prime}$ rived graph $\Gamma^{\prime}$ of $\Gamma$ has intersection numbers $c_{i}^{\prime}, a_{i}^{\prime}, b_{i}^{\prime}$, then for $1 \leqslant i<\left[\frac{1}{2} d\right], c_{i}^{\prime}=c_{i}, a_{i}^{\prime}=a_{i}, b_{i}^{\prime}=b_{i}$.

Proof. This follows easily from [9, Lemma 8] (see Appendix 2). A proof may be found in [3, Proposition 4.2].

## 3. Perfect codes in antipodal distance-transitive graphs

Let $\Sigma_{e}(v)=\{u \in V \Gamma: \partial(u, v) \leqslant \epsilon\}$. A perfect e-code in $\Gamma$ is a subset $C$ of $V \Gamma$ such that the sets $\Sigma_{e}(c)(c \in O)$ form a partition of $V \Gamma$. In [1] Biggs defines the eigenvector sequence $\left\{v_{i}(\lambda)\right\}$ by

$$
v_{0}(\lambda)=1, \quad v_{1}(\lambda)=\lambda,
$$

$$
\begin{aligned}
& c_{i+1} v_{i+1}(\lambda)+\left(a_{i}-\lambda\right) v_{i}(\lambda)+b_{i-1} v_{i-1}(\lambda)=0 \\
& \quad(i=1,2, \ldots, d-1) .
\end{aligned}
$$

If $x_{e}(\lambda)=\Sigma_{i=0}^{e} v_{i}(\lambda)$ then the principal result of [1] is that if $\Gamma$ contains a perfect $e$-code then the roots of $x_{p}(\lambda)$ are eigenvalues of the intersection matrix of $\Gamma$.

The following two lemmas have been proved independently by Heden [6].

Lemma 3.1. If $\Gamma$ is an antipodal distsrice transitive graph containing a perfect code $C$ then if $u \in C$ every vertex of $\Gamma_{d}(u)$ is in $C$.

Proof. This is the remark following Theorem 1 of [5].
Lemma 3.2. If there exists a perfect e-code C in the antipodal distancetransitive graph $\Gamma$, then the set of vertices $\Gamma_{0}(c) \cup \Gamma_{d}(c)(c \in C)$ of $\Gamma^{\prime}$ is a perfect e-code $C^{\prime}$ in $\Gamma^{\prime}$.

Proof. The result is clear if $d=2 e+1$. Suppose $d>2 e+1$ and suppose that vertices $\Gamma_{0}\left(c_{1}\right) \cup \Gamma_{d}\left(c_{1}\right), \Gamma_{0}\left(c_{2}\right) \cup \Gamma_{d}\left(c_{2}\right)$ in $C^{\prime}$ are at distance $f<2 e+1$ in $\Gamma^{\prime}$. From [9, Lemma 3] (see Appendix ') we see that

$$
\Gamma_{0}\left(c_{2}\right) \cup \Gamma_{d}\left(c_{2}\right) \subset \Gamma_{f}\left(c_{1}\right) \cup \Gamma_{d-f}\left(c_{1}\right)
$$

and so there exist $c_{3} \in \Gamma_{0}\left(c_{1}\right) \cup \Gamma_{d}\left(c_{1}\right), c_{4} \in \Gamma_{0}\left(c_{2}\right) \cup \Gamma_{d}\left(c_{2}\right)$ such that $\partial\left(c_{3}, c_{4}\right)=f<2 e+1$ in $\Gamma$, which is impossible.

Also $\left|C^{\prime}\right|=|C| /\left(i_{0}+k_{d}\right),\left|V \Gamma^{\prime}\right|=|V \Gamma| /\left(k_{0}+k_{d}\right)$ and it follows from Lemma 2.1 that, if $d>2 e+1$, the number of vertices in the spheres of radius $e$ is the same in both cases and so the code $C$ is perfect.

Lemma 3.3. If $\Gamma$ is an antipodal distance-transitive graph with derived graph $\Gamma^{\prime}$ then the polynomial $x_{e}(\lambda)$ is the same in both cases $\left(e<\frac{1}{2}(d-1)\right)$

Proof. This follows immediately from Lemma 2.1.
Theorem 3.4. If an antipodal distance-transitive graph $\Gamma$ contains a perfect e-code $C\left(e<\frac{1}{2}(d-1)\right)$ then the roots of the polynomial $x_{e}(\lambda)$ are eigenvalues of the derived graph $\Gamma^{\prime}$.

Proof. This follows from Lemma 3.3, Lemma 3.2 and an application of Biggs' result to the graph $\Gamma^{\prime}$.

Since the intersection matrix of $\Gamma$ has $d+1$ eigenvalues and the intersection matrix of $\Gamma^{\prime}$ has $\left[\frac{1}{2}(d+2)\right]$ eigenvalues the r sult of Theorem 3.4 will be a stronger result than that given by Figgs .

Note. Hammond [4] has extended the definition of nearly perfect codes to distance-transitive graphs and proved an analogue of Biggs' result. He proves a result similar to our Lemma 3.2 for a nearly perfect code in an antipodal graph with $k_{d}<k_{e} / k$. By looking at the derived graph in the same way as we have done for perfect codes a similar inir rovement in Hia nmond's main result is possible. The improvement applis; to nearly perfect binary codes.

## 4. Lloyd's theorem for binary perfect codes

Using the same notation as [1] we let $Q=\{1,2, \ldots, q$ ) and define a graph $\Gamma(n, q)$ whose vereex set is $Q^{n}$, and in which two vertices are adjacent if and only if they differ in preciseiy one coordinate. $\Gamma(n, q)$ is distance-transitive. If $q>2, \Gamma(n, q)$ is not ant?podal, but $\Gamma(n, 2)$ which corresponds to the case of binary codes is antipodal and so Theorem 3.4 applies.

The derived graph of $\Gamma(n, 2)$, which we denote by $\Gamma(n, 2) / 2$, has intersection array

$$
\left\{\begin{array}{llllll}
* & 1 & 2 & \cdots & \frac{1}{2}(n-3) & \frac{1}{2}(n-1 \\
0 & 0 & 0 & \cdots & 0 & \frac{1}{2}(n+1) \\
n & n-1 & n-2 & \cdots & \frac{1}{2}(n+3) & *
\end{array}\right\} \quad(n \text { odd }),
$$

or

$$
\left(\begin{array}{llllll}
* & 1 & 2 & \ldots & \frac{1}{2} n-1 & n \\
0 & 0 & 0 & & \ldots & 0 \\
n & n-1 & r & 2 & \ldots & \frac{1}{2} n+1
\end{array}\right) \quad * \quad \text { ( } n \text { even). }
$$

Lemma 4.1. The eigenvalues of the intersection matrix of $\Gamma(n, 2) / 2$ are

$$
\begin{array}{ll}
n .-n \cdot n-4,-(n-4), \ldots, 4,-4,0 & (n \equiv 0(\bmod 4)), \\
n,-(n-2), n-4,-(n-6), \ldots,-3,1 & (n \equiv 1(\bmod 4)), \\
n .-n, n-4,-(n-4), \ldots, 6,-6,2,-2 & (n \equiv 2(\bmod 4)), \\
n,-(n-2), n-4,-(n-6), \ldots, 3,-1 & (n \equiv 3(\bmod 4)) .
\end{array}
$$

Proof. See Appendix 1.
Now let

$$
\psi_{e}(x)=\sum_{i=0}^{c}(-1)^{i}\binom{n-x}{e-i}\binom{x-1}{i}
$$

denote the Lloyd polynomial in the binary case. It $i$; shown in [1, Section 5] that $x_{e}(\lambda)=\psi_{e}(x)$ where $x=\frac{1}{2}(n-\lambda)$. Then Theorem 3.4. Lemra 4.1 and $x=\frac{1}{2}(n-\lambda)$ give us:

Theorem 4.2. If $\Gamma(m, 2)$ contains a perfect $e$-code then the roots of $\psi_{e}(x)$ are even integers in $[1, n]$.

## 5. The binary perfect code theorem

We can use Theorem 4.2 to give a short unified proof that the Golay code is the only non-trivial binary perfect $e$-code with $e \geqslant 2$ (see [7,10]).

We suppose that $e \geqslant 2$ and, to evclude trivial cod,,$n>2 e+1$. The necessary conditions for the existence of a perfect $e$ - ode that we shall use are Theorem 4.2 and the sphere packing condition
(5.1) $\sum_{i=0}^{e}\binom{n}{i}=2^{K}$.
$\psi_{e}(x)$ and its zeros $x_{1}<x_{2}<\ldots<x_{e}$ have the following properties [7]:

$$
\sum_{i=1}^{e} x_{i}=\frac{1}{2} e(n+1) .
$$

$$
\begin{align*}
& \prod_{i=1}^{c} x_{i}=e!2 c \psi_{e}(0)  \tag{5.5}\\
& \prod_{i=1}^{c}\left(x_{i}-1\right)=c!2 c \psi_{i}(1)
\end{align*}
$$

$$
\begin{align*}
\prod_{i=1}^{e}\left(x_{i}-2\right) & =e!2^{-e} \psi_{e}(2)  \tag{5.7}\\
& =(n-2 e-1) 2^{-e}(n-2)(n-3) \ldots(n-e) .
\end{align*}
$$

We follow initially the method of [7].

Lemma 5.1. If $\Gamma(n, 2)$ contains a perject $e$-code $(e \geqslant 2)$ then $n<$ $\frac{1}{2}\left(17 e^{2}\right)+\frac{1}{2} c-1$.

Proof. Let $a_{2}(n)=\max \{m \in \mathbb{N}: m \mid n, 2 \nmid m\}$ and define $r_{1}$ and $n_{2}$ to be 2equivalent if $a_{2}\left(n_{1}\right)=a_{3}\left(n_{2}\right)$. Let $C$ be a perfect $e$-code $\left(e<\frac{1}{2}(n-1)\right)$. From (5.1), (5.2), (5.5) we have

$$
\begin{equation*}
\prod_{i=1}^{e} x_{i}=e!2^{K-e} \tag{5.8}
\end{equation*}
$$

and so $a_{2}\left(x_{1}\right) a_{2}\left(x\right.$ ‘ $\ldots a_{2}\left(x_{e}\right)=a_{2}(e!)<e!$.
If follows that $t_{1 .}, \rho$ are zeros $x_{i}, x_{j}$ which are 2 -equivalent and so $2 x_{1} \leqslant x_{6}$ which gives
(5.9) $\quad x_{1} x_{e} \leqslant \frac{2}{5}\left(x_{1}+x_{e}\right)^{2}$.

From (5.2). (5.5), (5.9) and the arithmetic-geometric mean inequality we have
(5.10) $\quad 2^{-e} n(n-1) \ldots(n-e+1)<e!2^{-e} \psi_{e}(0)$

$$
\begin{aligned}
& =\prod_{i=1}^{e} x_{i} \leqslant \frac{8}{9}\left(\frac{x_{1}+x_{e}}{2}\right)^{2}\left(\frac{x_{2}+x_{3}+\ldots+x_{e-1}}{e-2}\right)^{e-2} \\
& \left.\leqslant \frac{8}{9}\left(\frac{x_{1}+\ldots}{e}\right)^{x_{e}}\right)^{\varrho} \leqslant \frac{8}{9}\left(\frac{n+1}{2}\right)^{e} .
\end{aligned}
$$

Hence

$$
\left(\frac{n-e+1}{n+1}\right)^{e}<\frac{n(n-1) \ldots(n-e+1)}{(n+1)^{e}}<\frac{8}{9}
$$

so $n<e /\left[1-\left(\frac{8}{9}\right)^{1 / e}\right]-1$. Since

$$
\left(1-\frac{1}{9}\right)^{1 / e}=1-\frac{1}{9 e}+\frac{1}{2!9 \cdot 9} \frac{1}{e}\left(\frac{1-e}{e}\right)
$$

$$
\begin{gathered}
-\frac{1}{3!9 \cdot 9 \cdot 9} \frac{1}{e}\left(\frac{1-e}{e}\right)\left(\frac{1-2 e}{e}\right)+\ldots, \\
1-\left(\frac{8}{9}\right)^{1 / e}>\frac{1}{9 e} \sum_{i=0}^{\infty} \frac{(e-1)^{i} 9^{-i} e^{-i}}{(i+1)}>\frac{1}{9 e} \sum_{i=0}^{\infty}(e-1)^{i} 9^{-i} e^{-i} 2^{-i} \\
= \\
17 e+1
\end{gathered}
$$

and we have
(5.11) $n<\frac{1}{2}\left(17 e^{2}\right)+\frac{1}{2} e-1$.

Lemma 5.2. If $\Gamma(n, 2)$ contains a perfect $e$-code with $n>2 e+1$ and $e \geqslant 2$ then $n=2^{e+1} s+2 e+1(s=1,2, \ldots)$ and so $n \geqslant 2^{e+1}+2 e+1$.

Proof. From (5.3), (5.6), (5.7),

$$
\prod_{i=1}^{e}\left(x_{i}-2\right) / \prod_{i=1}^{e}\left(x_{i}-1\right)=\psi_{l}(2) / \psi_{e}(1)=(1-2 e-1) /(n-1)
$$

and then since Theorem 4.2 tells us that $x_{1}, \ldots, x_{e}$ are all even integers we see that $n$ is odd and so $2^{c+1} \left\lvert\,\left(\begin{array}{ll}n & 2 \\ & -1) \text { and the result follows. }\end{array}\right.\right.$

We note that if $n-1=2^{h} a_{2}(n-1)$ then
(5.12) $\quad 2^{e+h} \mid(n-2 e-1)$.

Table 1

| $c$ | Bound of (¢.11) | $n=2^{e+1} s+2 e^{+}+1$ | Values remaining after applying (5.12) | Values remaining atter applying (5.10) | Values remaining atter applying (5.1) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $n<3.4$ | 132129 | 21 | 21 | -- |
| 3 | $n<77$ | 23395571 | 23395571 | 2339 | 23 |
| 4 | $n<139$ | 4173105137 | 137 | $\cdots$ |  |
| 5 | $n<214$ | 75139203 | 75139203 | 75 |  |
| 6 | $n<308$ | 141269 | 269 | $\cdots$ | - |
| 7 | $n<419$ | 271 | 271 | - |  |
| 8 | $n<547$ | 529 |  | .-. |  |

Combining the results of Lemma 5.3 and Lemma 5.2 we see that no perfect $e$ code with $n>2 e+1$ can exist with $e \geqslant 9$. To deal with the cases $2 \leqslant e s: 8 w \in$ have only to consider the values of $n$ of the form $2^{e+1} s+$ $2 e+1$ is $=1,2, \ldots$ ) with $n<\frac{1}{2}\left(17 e^{2}\right)+\frac{1}{2} e-1$. These can be eliminated as shown in Table 1. Hence we have

Theorem 5.3. The Golay code with $n=23, e=3$ is the only non-trivial binary perfect code with $e \geqslant 2$.

## Appendix 1. Proof of Lemma 4.1

Let $B^{(\prime \prime)}$ senote the intersection matrix of $\Gamma(n, 2) / 2$ and let $\Delta_{n}=$ $\left[B^{(n)}-\lambda \|\left\{B^{(n)}\right.\right.$ has $\left[\frac{1}{2} n\right]+1$ rows).

Case $1 \cdot n$ odd. $B^{(3)}$ has eigenvalues $3,-1, B^{(5)}$ has eigenvalues $5, \cdots 3,1$.
Add row $i$ so row $i+2$ starting from the beginning and then subtract column $j+!$ from column $j$ starting from tne beginning. Adding the penultimate row to the last row and substracting the last column from the penuitimate column we obtain

and we note that the determinant is the same as $\Delta_{n-2}$ except that the element in the last row ar.. column is $-\lambda-\frac{1}{2}(n-1)$ instead of $-\lambda+$ $\frac{1}{2}(n-1)$. Agai 3 , add row $i$ to row $i+2$ starting from the beginning and subtract column $j+2$ from column $j$ starting from the beginning. Subtrac! the penultimate row from the last row and add the last column to the penultimate column, and we obtain $\Delta_{n}=(n-\lambda)(-(n-2)-\lambda) \Delta_{n-4}$ and the result follows.

Ciase 2: $n$ even. $B^{(4)}$ has eigenvalues $0.4,-4, B^{(6)}$ has eigenvalues 6 , $6,2, \quad \%$.
Add now $i$ to row $i+2$ starting fron the beginning, subtract column
$j+2$ from column $j$ starting from the beginning and we obtain
$\Delta_{n}=\left(\lambda^{2}-n^{2}\right)\left|\begin{array}{ccclll}\lambda & 1 & & & 0 \\ n \cdots & 2 & \lambda & 2 & & \\ & & n-3 & -\lambda & 3 & \\ \\ & & & \ddots & & \\ 0 & & & & -\lambda & \frac{1}{2} n-2 \\ \frac{1}{2} n+1 & -\lambda\end{array}\right|$.
Repeat the atove operations and we cbtain

$$
\Delta_{n}=\left(\lambda^{2}-n^{2}\right)\left|\begin{array}{lllllll}
-\lambda & 1 & & & 0 & \\
n-4 & -\lambda & 2 & & & & \\
& n-5 & -\lambda & 3 & & & \\
& & & \ddots & & & \\
& & & & -\lambda & \frac{1}{2} n-3 & \\
0 & & & & \frac{1}{2} n & -\lambda & \frac{1}{2} n-2 \\
0 & & & & n-2 & -\lambda
\end{array}\right|
$$

Since $(n-4)\left(\frac{1}{2} n-1\right)=(n-2)\left(\frac{1}{2} n-2\right)$ the determinant is equal to $\Delta_{n-4}$ and we obtain $\Delta_{n}=\left(\lambda^{2} \cdots n^{2}\right) \Delta_{n-4}$.

## Appendix 2.

For the convenience of the reader we repeat here the statement of $[9$, Lemma 8]. If $\Gamma$ is an antipodal distance-transitive graph $(d>2)$ then for $i=1,2, \ldots,\left[\frac{1}{2}(d-1)\right], \Gamma_{i}(u)$ consists of one vertex from each of $k_{i}$ distinct sets $\Gamma_{0}\left(u_{j}\right) \cup \Gamma_{d}\left(u_{j}\right)\left(j=1,2, \ldots, k_{i}\right)$ and

$$
\Gamma_{d-i}(u)=\left\{\bigcup_{j=1}^{k_{i}}\left(\Gamma_{0}\left(u_{i}\right) \cup \Gamma_{d}\left(u_{j}\right)\right) \backslash \Gamma_{i}(u)\right\} .
$$
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