A General Approach to the Study of Chebyshev Subspaces in $L_1$-Approximation of Continuous Functions

ANDRÁS KROÓ

Mathematical Institute of the Hungarian Academy of Sciences,
Budapest, Reáltanoda u. 13-15, H-1053, Hungary

Communicated by Allan Pinkus

Received February 8, 1985; revised June 28, 1985

INTRODUCTION

In the last ten years, the question of uniqueness of best $L_1$-approximation of continuous functions has been widely investigated. The increasing research activity in this area was inspired by the fact that uniqueness of best $L_1$-approximation of continuous functions imposes less restrictions on the approximating family than in the case of Chebyshev approximation. In the present paper we shall consider the problem of characterizing those subspaces of continuous functions which guarantee unicity of best $L_1$-approximation with respect to all positive weights. This problem will be studied in the general context of Banach space valued functions. Some applications of the main results will also be discussed.

Notation. Let $K$ be a compact subset of $\mathbb{R}^n$ ($n \geq 1$) such that $K = \text{Int } K$ and $\mu(\text{Int } K) > 0$, where $\mu(...)$ denotes the Lebesgue measure in $\mathbb{R}^n$. Furthermore, let $X$ be a real Banach space with norm $\| \cdot \|_X$. $W$ denotes the set of all measurable real functions $\omega$ on $K$ such that $0 < \inf \{ \omega(x): x \in K \} \leq \sup \{ \omega(x): x \in K \} < \infty$. Consider the space $C(K, X)$ of continuous functions $f: K \to X$. Given a weight $\omega \in W$ we introduce the norm

$$
\| f \|_{\omega} = \int_K \omega(x) \| f(x) \|_X \, d\mu \quad (f \in C(K, X))
$$

and denote by $C_\omega(K, X)$ the space $C(K, X)$ endowed with the above norm.

Let now $M$ be a finite-dimensional subspace of $C_\omega(K, X)$. As usual we say that $p \in M$ is a best approximant of $f \in C_\omega(K, X)$ if and only if $\| f - p \|_\omega = \inf \{ \| f - q \|_\omega : q \in M \}$. In the present paper we shall study the
unicity of best approximation in \( C_\omega(K, X) \). The existence of best approximants follows immediately since \( M \) is finite-dimensional. The subspace \( M \) is called a Chebyshev subspace of \( C_\omega(K, X) \) if each \( f \in C_\omega(K, X) \) has a unique best approximant in \( M \). Let us denote by

\[
\tau_x(u, v) = \lim_{t \to 0} \frac{\|u + tv\|_X - \|u\|_X}{t}
\]

the left derivative of norm \( \|\cdot\|_X(u, v \in X, u \neq 0) \). It is well-known that this limit always exists, the functional \( \tau_x(u, \cdot) \) is frequently used in approximation theory.

We shall need the following characterization of best approximation (see [15]). The element \( p \in M \) is a best approximant of \( f \in C_\omega(K, X) \) if and only if for any \( q \in M \)

\[
\int_{K \setminus Z(f - p)} \omega(x) \tau_x(f - p, q)(x) \, d\mu \leq \int_{Z(f - p)} \omega(x)\|q(x)\|_X \, d\mu.
\]

Here and throughout the paper \( Z(g) = \{x \in K : g(x) = 0\} \).

**General Theory**

In this section we shall give some general theorems on unicity of best approximation in \( C_\omega(K, X) \).

Given the linear subspace \( M \subset C(K, X) \) we set \( M^* = \{q^* \in C(K, X) : \text{there exists } q \in M \text{ such that for each } x \in K \text{ either } q^*(x) = q(x) \text{ or } q^*(x) = -q(x)\} \). This notation originates from [11]. The next theorem gives a useful criteria for Chebyshev subspaces in \( C_\omega(K, X) \). For the case when \( X = \mathbb{R}^k \) it was proved by Strauss [12]. In [4] we verified it for \( X = \mathbb{R}^k \) endowed with the Euclidean norm.

**Theorem 1.** Let \( M \) be a finite dimensional subspace of \( C_\omega(K, X) \), \( \omega \in W \). Then in order that \( M \) be a Chebyshev subspace of \( C_\omega(K, X) \) it is necessary that no \( q^* \in M^* \setminus \{0\} \) has 0 as a best approximant in \( M \). Moreover, if the Banach space \( X \) is strictly convex then this condition is also sufficient.

**Proof.** Let us verify the necessity. If 0 is a best approximant of some \( q^* \in M^* \setminus \{0\} \) then (1) holds with \( f = q^* \) and \( p = 0 \). Furthermore there exists a \( \tilde{q} \in M \setminus \{0\} \) such that \( q^*(x) = \gamma(x) \tilde{q}(x) \) where \( \gamma(x) \) is either 1 or \(-1 \) (\( x \in K \)). Evidently, we have \( Z(q^* + \delta \tilde{q}) = Z(q^*) \) if \(-1 < \delta < 1 \). Moreover, since \( \tau_x(\alpha u, v) = \tau_x(u, v) \) for any \( u, v \in X, u \neq 0 \) and \( \alpha > 0 \) it follows that for any \( x \in K \setminus Z(q^*) \), and \( q \in M \) \( \tau_x(q^* + \delta \tilde{q}, q)(x) = \tau_x(\gamma + \delta) \tilde{q}, q)(x) = \tau_x(q^*, q)(x) \). Thus by (1) \(-\delta \tilde{q} \in M \setminus \{0\} \) is a best approximant of \( q^* \), as well.
Let us prove now that if $X$ is strictly convex then the condition of theorem is sufficient. Assume that $f \in C_0(K, X)$ has two different best approximants $p_1, p_2 \in M$. Then $(p_1 + p_2)/2$ is also a best approximant, hence almost everywhere at $K$

$$\| (f - p_1) + (f - p_2) \|_X = \| f - p_1 \|_X + \| f - p_2 \|_X$$

(2)

holds. By continuity of the functions involved and the relation $K = \text{Int } \bar{K}$ we obtain that (2) holds for each $x \in K$. Now using the strict convexity of $X$ we can conclude that for every $x \in K$ either one of the quantities $(f - p_1)(x)$ and $(f - p_2)(x)$ is zero or $(f - p_1)(x) = c(f - p_2)(x)$, where $c = c(x) \in \mathbb{R} \setminus \{0\}$. Then setting $f^*(x) = f(x) - (p_1(x) + p_2(x))/2$ we obtain that for any $x \in K \setminus Z(p_1 - p_2)$

$$f^*(x) = \gamma(x)(p_1 - p_2)(x),$$

(3)

where $\gamma(x)$ is a real constant. Moreover (2) implies that $Z(f^*) \subset Z(p_1 - p_2)$, hence $\gamma(x) \neq 0$ if $x \in K \setminus Z(p_1 - p_2)$. Let us consider $p^*$ given by

$$p^*(x) = \frac{\| (p_1 - p_2)(x) \|_X}{\| f^*(x) \|_X} f^*(x)$$

if $x \in K \setminus Z(f^*)$ and $p^*(x) = 0$ for $x \in Z(f^*)$. Since $p^*$ is continuous at $K \setminus Z(f^*)$ and $Z(f^* \subset Z(p_1 - p_2)$ it follows that $p^* \in C(K, X)$. Moreover by (3) for $x \in K \setminus Z(p_1 - p_2)$ we have $p^*(x) = (p_1 - p_2)(x)$ sign $\gamma(x)$. Thus $p^* \in M^* \setminus \{0\}$. Furthermore, using again (3) we have for any $q \in M$ and $x \in K \setminus Z(p_1 - p_2)$

$$\tau_X(f^*, q)(x) = \tau_X(\gamma(p_1 - p_2), q)(x) = \tau_X(p^*, q)(x).$$

(4)

Finally, taking into account that 0 is a best approximant of $f^*$ in $M$ we derive by (1) and (4) that for each $q \in M$

$$\int_{K \setminus Z(p^*)} \omega(x) \tau_X(p^*, q)(x) \, d\mu$$

$$= \int_{K \setminus Z(p^*)} \omega(x) \tau_X(f^*, q)(x) \, d\mu$$

$$\leq \int_{K \setminus Z(f^*)} \omega(x) \tau_X(f^*, q)(x) \, d\mu + \int_{Z(p^*) \setminus Z(f^*)} \omega(x) \tau_X(f^*, q)(x) \, d\mu$$

$$\leq \int_{Z(p^*)} \omega(x) \| q(x) \|_X \, d\mu + \int_{Z(p^*) \setminus Z(f^*)} \omega(x) \| q(x) \|_X \, d\mu$$

$$= \int_{Z(p^*)} \omega(x) \| q(x) \|_X \, d\mu.$$
(In the last inequality we have used the obvious relation $|\tau_x(u, v)| \leq \|v\|_X$, $u, v \in X, u \neq 0$.) Thus 0 is a best approximant of $p^* \in M^* \setminus \{0\}$. The proof of the theorem is completed.

Theorem 1 reduces the study of $L_1$-approximation of functions in $C_{\omega}(K, X)$ to $M^*$ but it is not very convenient for concrete applications. We shall now introduce an $L_1$-norm independent property of $M$ which turns out to be very useful in the study of the uniqueness of $L_1$-approximation.

**Definition.** The finite dimensional subspace $M \subset C(K, X)$ is called an $A$-space (or is said to satisfy the $A$-property) if for any $p^* \in M^* \setminus \{0\}$ there exists a $p \in M$ such that

(i) $p = 0$ a.e. on $Z(p^*)$

(ii) $\tau_x(p^*, p)(x) \geq 0$ a.e. at $K \setminus Z(p^*)$ and

this inequality is strict on a subset of $K \setminus Z(p^*)$ of positive measure.

The notation of $A$-spaces in the case when $X = \mathbb{R}$, $K = [a, b]$ first appeared in a paper by Strauss [11], who attributes it to an oral communication of DeVore.

Strauss [11], in the above case, also proved this next result which is an easy consequence of Theorem 1 and the above definition.

**Theorem 2.** Let $X$ be a strictly convex Banach space and assume that $M$ is an $A$-subspace of $C(K, X)$. Then $M$ is a Chebyshev subspace of $C_{\omega}(K, X)$ for every $\omega \in \mathcal{W}$.

**Proof.** If our claim fails to hold for some $\omega \in \mathcal{W}$ then by Theorem 1 there exists a $p^* \in M^* \setminus \{0\}$ such that

$$\int_{K \setminus Z(p^*)} \omega(x) \tau_x(p^*, q)(x) \, d\mu \leq \int_{Z(p^*)} \omega(x) \|q(x)\|_X \, d\mu$$

for any $q \in M$. On the other hand the $A$-property of $M$ ensures the existence of a $p \in M$ for which the left side of the above inequality is strictly positive while the right side is 0.

Thus by Theorem 2 if $X$ is strictly convex then the $A$-property implies that uniqueness holds with respect to each weight $\omega \in \mathcal{W}$. It turns out that assuming that $X$ is smooth this statement can be reversed. Recall that $X$ is smooth if at every point of its unit sphere there exists a unique tangent functional. It is known that in this case $\tau_x(u, \cdot)$ is a linear functional.

**Theorem 3.** Let $X$ be a smooth Banach space and assume that $M$ is a Chebyshev subspace of $C_{\omega}(K, X)$ for each $\omega \in \mathcal{W}$. Then $M$ satisfies the $A$-property.
Proof. It follows by Theorem 1 and (1) that for any \( q^* \in M^* \setminus \{0\} \) and \( \omega \in W \) there exists \( q \in M \) for which

\[
\int_{K \setminus Z(q^*)} \omega(x) \tau_\lambda(q^*, q(x)) \, d\mu > \int_{Z(q^*)} \omega(x)\|q(x)\|_x \, d\mu. \tag{5}
\]

Let \( q^* \in M^* \setminus \{0\} \) be given and set \( \tilde{M} = \{ q \in M : q = 0 \text{ a.e. on } Z(q^*) \} \). Evidently, \( \tilde{M} \) is a nonempty linear subspace of \( M \).

Our main goal is to prove the following:

Claim. There exists a \( q_0 \in \tilde{M} \) such that

\[
\int_{K \setminus Z(q^*)} \omega(x) \tau_\lambda(q^*, q_0)(x) \, d\mu \neq 0 \tag{6}
\]

for any \( \omega \in W \).

Assume that our claim is false, i.e., for any \( q \in \tilde{M} \) we can find an \( \omega \in W \) satisfying

\[
\int_{K \setminus Z(q^*)} \omega(x) \tau_\lambda(q^*, q)(x) \, d\mu = 0. \tag{7}
\]

Let \( \dim \tilde{M} = k \), \( k \geq 1 \), and let \( q_1, \ldots, q_k \) be a basis in \( \tilde{M} \). It is well known that in a smooth Banach space \( X \) the functional \( \varphi(v) = \tau_\lambda(u, v) \) is linear for any fixed \( u \in X, u \neq 0 \). Therefore it follows by (7) that for any \( \overline{b} = (b_1, \ldots, b_k) \in \mathbb{R}^k \) there exists an \( \omega \in W \) such that

\[
0 = \int_{K \setminus Z(q^*)} \omega(x) \tau_\lambda \left( q^*, \sum_{i=1}^{k} b_i q_i \right)(x) \, d\mu = \sum_{i=1}^{k} b_i \int_{K \setminus Z(q^*)} \omega(x) \tau_\lambda(q^*, q_i)(x) \, d\mu. \tag{8}
\]

Consider the set

\[
A_0 = \left\{ \left( \int_{K \setminus Z(q^*)} \omega(x) \tau_\lambda(q^*, q_i)(x) \, d\mu \right)_{i=1}^{k} : \omega \in W \right\}.
\]

Obviously, \( A_0 \) is a convex subset of \( \mathbb{R}^k \). Moreover by (8), \( A_0 \) has nonempty intersection with any hyperplane \( H(\overline{b}) = \{ \overline{a} \in \mathbb{R}^k : \langle \overline{a}, \overline{b} \rangle = 0 \} \), \( \overline{b} \in \mathbb{R}^k \) (\( \langle \cdot, \cdot \rangle \) denotes the usual inner product in \( \mathbb{R}^k \)). Assume that \( A_0 \) is an \( r \)-dimensional convex subset of \( \mathbb{R}^k \). Let us prove that \( 0 \in A_0 \). If \( r = 0 \) this holds trivially hence we may assume that \( 1 \leq r \leq k \). Since \( 0 \) is a cluster point of \( A_0 \), we can conclude that \( A_0 \) contains \( r \) linearly independent vectors, i.e., for some \( \omega_1, \ldots, \omega_r \in W \)
are linearly independent. We state that $A_0$ is an open subset of the flat $F_\gamma = \text{span}\{\bar{1}_1, \ldots, \bar{1}_r\}$. Consider an arbitrary $c \in A_0$, i.e., for some $\omega_i \in W$

$$c = (c_i)_{i=1}^r = \left(\int_{K \setminus Z(q_*)} \omega_i(x) \tau_\chi(q^*, q_i)(x) \, d\mu\right)_{i=1}^k.$$  \hspace{1cm} (9)

Evidently, if we choose $\gamma > 0$ to be small enough then $\omega_i \pm h\gamma \in W$ ($j = 1, \ldots, r$). Therefore

$$\forall \gamma \neq 0 \quad \omega_i = c + \gamma h \bar{1}_j \quad (1 \leq j \leq r),$$

for any $1 \leq j \leq r$ and $\gamma = \pm 1$. Furthermore, by (9) and (10)

$$\bar{\omega}_j = c + \gamma h \bar{1}_j \quad (1 \leq j \leq r).$$ \hspace{1cm} (11)

Moreover convexity of $A_0$ implies that for any $\tau_{\lambda_j} \geq 0$ ($1 \leq j \leq r$, $\gamma = \pm 1$) such that $\sum_{j=1}^r \tau_{\lambda_j} + \sum_{j=1}^r \tau_{\lambda_j} = 1$ we have by (11)

$$\sum_{j=1}^r \tau_{\lambda_j} \bar{\omega}_j = \sum_{j=1}^r \tau_{\lambda_j} \bar{1}_j = c + h \sum_{j=1}^r (\tau_{\lambda_j} - \tau_{\lambda_j}) \bar{1}_j \in A_0.$$  \hspace{1cm} (12)

This and linear independence of $\bar{1}_j$, $1 \leq j \leq r$, yield that $A_0$ contains an $r$-dimensional ball with center at $c$. Thus $A_0$ is an open convex subset of $F_\gamma$. If $\bar{0} \notin A_0$ then $\bar{0} \in BdA_0$, and there exists a hyperplane $F_{\gamma}$ in $F_\gamma$ supporting $A_0$ at $\bar{0}$. Since $A_0$ intersects any hyperplane $H(\bar{0}) = \{\bar{a} \in \mathbb{R}^k: \langle \bar{a}, \bar{0} \rangle = 0\}$ it should intersect $F_{\gamma}$, as well. But this contradicts the fact that $A_0$ is open in $F_{\gamma}$. Therefore $\bar{0}$ should necessarily belong to $A_0$, i.e., for some $\bar{\omega} \in W$

$$\int_{K \setminus Z(q_*)} \bar{\omega}(x) \tau_\chi(q^*, q_i)(x) \, d\mu = 0 \quad (1 \leq i \leq k).$$

This and linearity of $\tau_\chi(u, \cdot)$ ($u \neq 0$) imply that

$$\int_{K \setminus Z(q_*)} \bar{\omega}(x) \tau_\chi(q^*, q)(x) \, d\mu = 0, \quad q \in \bar{M}.$$ \hspace{1cm} (12)

Let now $q_1, \ldots, q_n$ be a basis in $M$, where as above $q_1, \ldots, q_k$ ($k \leq n$) is a basis in $\bar{M}$ and set $M' = \text{span}\{q_{k+1}, \ldots, q_n\}$. Consider the functionals

$$\eta_1(q) = \int_{Z(q_*)} \|q(x)\|_x \, d\mu, \quad \eta_2(q) = \sup_{x \in K} \|q(x)\|_x, \quad q \in M'.$$
Obviously, $\eta_2(q)$ is a norm on $M'$. Moreover, since $\eta_1(q) > 0$ for $q \in M' \setminus \{0\}$, $\eta_1(q)$ is a norm on $M'$, too. By the equivalence of norms in finite dimensional spaces we obtain that there exists a positive constant $\xi$ independent of $q \in M'$ such that $\eta_2(q) \leq \eta_1(q) \xi$ for every $q \in M'$. Consider now the weight $\omega^* \in W$ given by

$$\omega^*(x) = \begin{cases} \overline{\omega}(x), & x \in K \setminus Z(q^*) \\ \xi \sup_{x \in K} \overline{\omega}(x) \mu(K), & x \in Z(q^*). \end{cases}$$

Then by (12) and linearity of $\tau_\lambda$-functional for any $q = \tilde{q}_1 + \tilde{q}_2 \in M$, where $\tilde{q}_1 \in \tilde{M}$, $\tilde{q}_2 \in M'$, we have

$$\int_{K \setminus Z(q^*)} \omega^*(x) \tau_{\lambda}(q^*, q)(x) \, d\mu = \int_{K \setminus Z(q^*)} \overline{\omega}(x) \tau_{\lambda}(q^*, \tilde{q}_2)(x) \, d\mu \leq \sup_{x \in K} \overline{\omega}(x) \mu(K) \eta_2(\tilde{q}_2) \leq \xi \sup_{x \in K} \overline{\omega}(x) \mu(K) \eta_1(\tilde{q}_2) \leq \int_{Z(q^*)} \omega^*(x) \|q_2(x)\|_x \, d\mu = \int_{Z(q^*)} \omega^*(x) \|q(x)\|_x \, d\mu.$$

But this contradicts (5).

By this contradiction we obtain that our claim is true, i.e., there exists a $q_0 \in \tilde{M}$ satisfying (6) for all $\omega \in W$. This implies that either $\tau_{\lambda}(q^*, q_0) \geq 0$ a.e. on $K \setminus Z(q^*)$ or $\tau_{\lambda}(q^*, q_0) \leq 0$ a.e. on $K \setminus Z(q^*)$. Indeed, if we assume that the sets

$$S_i = \{x \in K \setminus Z(q^*); (-1)^i \tau_{\lambda}(q^*, q_0)(x) > 0\}, \quad i = 1, 2,$$

have both positive measures then

$$(-1)^i \int_{S_i} \tau_{\lambda}(q^*, q_0)(x) \, d\mu > 0 \quad (i = 1, 2).$$

Choosing $\varepsilon > 0$ to be sufficiently small and setting for $i = 1, 2$

$$\omega_i(x) = \begin{cases} 1, & x \in S_i \\ \varepsilon, & x \in K \setminus S_i, \end{cases}$$

we obtain

$$(-1)^i \int_{K \setminus Z(q^*)} \omega_i(x) \tau_{\lambda}(q^*, q_0)(x) \, d\mu > 0 \quad (i = 1, 2). \quad (13)$$
Furthermore, \( \beta \omega_1 + (1 - \beta) \omega_2 \in W \) for any \( 0 \leq \beta \leq 1 \) hence by (13) for some \( 0 < \beta^* < 1 \)
\[
\left( \beta^* \omega_1 + (1 - \beta^*) \omega_2 \right)_{(x)} = 0.
\]

But this contradicts (6). Thus we may assume without loss of generality by linearity of \( \tau \)-functional that \( \tau(q^*, q_0) > 0 \) a.e. at \( K \setminus Z(q^*) \) and by (6) this inequality should be strict on a subset of \( K \setminus Z(q^*) \) of positive measure. In addition, \( q_0 \in \widehat{M} \), i.e., \( q_0 = 0 \) a.e. \( Z(q^*) \). Thus we have found an element in \( M \) required by the \( A \)-property. The theorem is proved.

The next statement is an immediate consequence of Theorems 2 and 3.

**Corollary 1.** Let \( X \) be a strictly convex smooth Banach space and let \( M \) be a finite dimensional subspace of \( C(K, X) \). Then in order that \( M \) be a Chebyshev subspace of \( C_\infty(K, X) \) for all weights \( \omega \in W \) it is necessary and sufficient that \( M \) satisfies the \( A \)-property.

In case when \( A' = \mathbb{R} \), \( K = [a, b] \) Theorem 3 was verified by the author [5]. In an independent work Pinkus [10] gave another version of this result for \( X = \mathbb{R} \), \( K = [a, b] \). Imposing a slight restriction on \( M \), i.e. \( \mu(Z(q)) = \mu(\text{Int } Z(q)) \) for \( q \in M \) he showed that the result remains true even if only continuous weights are considered. It can be shown that with the same restriction on \( M \) Theorem 3 also holds for any smooth Banach space \( X \), if we replace the set of measurable bounded weights by continuous weights. Moreover, in case when \( X = \mathbb{R} \), \( K = [a, b] \) we can improve the theorem further considering only the set \( W' \) of positive infinitely differentiable weights at \( [a, b] \). Let us outline the proof.

**Theorem 4.** Let \( M \) be a finite dimensional subspace of \( C([a, b], \mathbb{R}) \) with the property that \( \mu(Z(q)) = \mu(\text{Int } Z(q)) \) for any \( q \in M \). If \( M \) is a Chebyshev subspace of \( C_\infty([a, b], \mathbb{R}) \) then \( M \) is an \( A \)-space.

**Proof:** First of all let us note that \( \tau(v, v) = v \text{sign } u \) \( (u, v \in \mathbb{R}, u \neq 0) \). The proof is identical to the proof of Theorem 3 until we get a weight \( \omega \in W^\infty \) satisfying (12). The only properties of the set of weights \( W^\infty \) needed in this part of the proof are the following: (i) \( W^\infty \) is a convex cone, i.e., \( \alpha \omega_1 + \beta \omega_2 \in W^\infty \) for any \( \omega_1, \omega_2 \in W^\infty \) and \( \alpha, \beta > 0 \); (ii) for every \( \omega_1, \omega_2 \in W^\infty \) we can choose \( \alpha > 0 \), to be small enough so that \( \omega_1 - \alpha \omega_2 \in W^\infty \). Furthermore we again let \( q_1, \ldots, q_n \), be a basis in \( M \) such that \( q_1, \ldots, q_k \) \( (k \leq n) \) is a basis of \( \widehat{M} \) and we set \( M' = \text{span } \{q_{k+1}, \ldots, q_n\} \). Evidently, no \( q \in M' \setminus \{0\} \) can vanish at \( \text{Int } Z(q^*) \) since otherwise the relation \( \mu(Z(q^*)) = \mu(\text{Int } Z(q^*)) \) would imply that \( q \) vanishes a.e. on \( Z(q^*) \). By a simple compactness argument we can derive the existence of a
finite number of closed intervals \([z_j, \beta_j] \subset \text{Int } Z(q^*) \ (1 \leq j \leq s)\) such that no \(q \in M' \setminus \{0\}\) vanishes on all of them. Furthermore for any constant \(R > 0\) we can construct \(\omega^* \in W^\infty\) such that \(\omega^* = \check{\omega}\) at \([a, b] \setminus Z(q^*)\) and \(\omega^* = R\) at \(\bigcup_{j=1}^s [z_j, \beta_j]\). This can be easily done.

The rest of the proof can now be completed following the proof of Theorem 3.

**Example 1.** Set \(X = \mathbb{R}^k_p\), where \(\mathbb{R}^k_p\) denotes the space \(\mathbb{R}^k\) endowed with the \(l_p\)-norm \(\|a\|_p = (\sum_{i=1}^k |a_i|^p)^{1/p} \ (a = (a_1, \ldots, a_k) \in \mathbb{R}^k)\) and \(1 < p < \infty\). (Note that \(R^2\) is equivalent to \(C\).) Then we have for \(u = \{u_i\}_{i=1}^k, \ v = \{v_i\}_{i=1}^k \in \mathbb{R}^k_p, \ u \neq 0\)

\[
\tau_p(u, v) = \|u\|_p^1 \sum_{i=1}^k |u_i|^p \tau_i(u, \text{sign } u_i)
\]

This relation immediately implies that if \(M_1, \ldots, M_k \subset C(K, \mathbb{R})\) are \(A\)-spaces then their Cartesian product

\[
M = M_1 \times \cdots \times M_k = \{q_1, \ldots, q_k: q_i \in M_i, \ 1 \leq i \leq k\}
\]
is an \(A\)-space in \(C(K, \mathbb{R}^k_p)\), i.e., it is Chebyshev in \(C_\omega(K, \mathbb{R}^k_p)\) for all \(\omega \in W\). (Weaker versions of this result can be found in [3] and [4].)

It was proved by Havinson [2] that if \(M \subset C([a, b], \mathbb{R})\) is a Chebyshev subspace of \(C_\omega([a, b], \mathbb{R})\) for each \(\omega \in W\) and elements of \(M\) do not vanish on intervals then \(M\) is a Haar space at \((a, b)\), i.e., each \(q \in M \setminus \{0\}\) has at most \(\dim M - 1\) zeros at \((a, b)\). (This result can be also deduced from the necessity of the \(A\)-property, see [5].) We shall give now the analogue of this statement in the general case.

Consider \(f, g \in C(K, X)\). Let us say that \(f\) is locally orthogonal to \(g\), written \(f \perp_{\text{loc}} g\), if \(\tau_X(f, g) = 0\) a.e. at a nonempty open subset of \(K \setminus Z(f)\). If \(\tau_X(f, g) = 0\) a.e. on the whole set \(K \setminus Z(f)\) then we say that \(f\) is orthogonal to \(g\), written \(f \perp g\). (Note that if \(X\) is smooth then \(\tau_X(u, v) = 0\) is equivalent to Birkhoff orthogonality of \(u\) to \(v_i\).) As usual an open set \(\theta \subset K\) is called \(r\)-disconnected if it is a union of \(r\) disjoint open sets.

**Theorem 5.** Let \(M, \dim M = m, \ \text{be a linear subspace of } C(K, X)\), where \(X\) is a smooth Banach space. Assume that for any \(q_1, q_2 \in M \setminus \{0\}\) the relation \(q_1 \perp_{\text{loc}} q_2\) implies \(q_1 \perp q_2\). Then if \(M\) is a Chebyshev subspace of \(C_\omega(K, X)\) for all \(\omega \in W\) it follows that \(K \setminus Z(q)\) is at most \(m\)-disconnected for any \(q \in M \setminus \{0\}\).
Proof. Assume that in contrary for some \( q \in M \setminus \{0\} \) we have \( K \setminus Z(q) = \bigcup_{j=1}^{m+1} Q_j \), where \( Q_j \) are nonempty open disjoint sets. Let \( \tilde{M} \) be the set of those elements \( \tilde{q} \in M \) for which \( \tau_x(q, \tilde{q}) = 0 \) a.e. at \( K \setminus Z(q) \). The linearity of \( \tau_x \)-functional implies that \( \tilde{M} \) is a linear subspace of \( M \). Let \( q_i, 1 \leq i \leq m \), be a basis in \( M \) such that \( q_i, 1 \leq i \leq r \) (0 \( \leq r \leq m-1 \)) is a basis in \( \tilde{M} \) and set \( M_1 = \text{span}\{q_{r+1}, \ldots, q_m\} \). Consider the \((m-r) \times (m+1)\) matrix

\[
B(\omega) = \left\{ \int_{Q_i} \omega(x) \tau_x(q, q_i)(x) \, d\mu \right\}_{1 \leq i \leq m+1}.
\]

Furthermore, denote by \( B^* \) the set of all those \((m-r) \times (m+1)\) matrices for which every \((m-r) \times (m-r)\) submatrix has nonzero determinant. It can be easily shown that \( B^* \) is a dense subset of \( \mathbb{R}^{(m-r) \times (m+1)} \). In [2] this statement is proved for \( r = 0 \), the proof for any \( 0 \leq r \leq m-1 \) is similar. Assume that for some \( \omega \in W \) we have \( B(\omega) \in B^* \). Then the linear system of equations

\[
\sum_{j=1}^{m+1} a_j \int_{Q_i} \omega(x) \tau_x(q, q_i)(x) \, d\mu = 0 \quad (r + 1 \leq i \leq m)
\]

has solutions \( a_j \in \mathbb{R} \setminus \{0\}, 1 \leq j \leq m+1 \). Set

\[
\omega^*(x) = \begin{cases} \{a_j\} \omega(x), x \in Q_i, & 1 \leq j \leq m+1 \\ 1, x \in Z(q), & \end{cases}
\]

\( \omega^* \in W \), and

\[
q^* = \begin{cases} q(x) \text{ sign } a_i, & x \in Q_i, 1 \leq j \leq m+1 \\ 0, x \in Z(q) \end{cases}
\]

Evidently, \( q^* \) is continuous at \( K \) and \( q^*(x) = \pm q(x) \) for every \( x \in K \). Thus \( q^* \in M^* \setminus \{0\} \). Moreover, using again the linearity of \( \tau_x \)-functional we obtain for \( x \in Q_j \) and any \( r + 1 \leq i \leq m \)

\[
\text{sign } a_i, \tau_x(q, q_i)(x) = \tau_x(q, \text{ sign } a_i q_i)(x) = \tau_x(\text{sign } a_i q_i, q_i)(x).
\]

Hence and by (15) and (16) we can rewrite (14) as

\[
0 = \sum_{j=1}^{m+1} a_j \int_{Q_i} \omega(x) \tau_x(q, q_i)(x) \, d\mu = \sum_{j=1}^{m+1} \int_{Q_i} \omega^*(x) \tau_x(q^*, q_i)(x) \, d\mu = \int_{K \setminus Z(q)} \omega^*(x) \tau_x(q^*, q_i)(x) \, d\mu \quad (r + 1 \leq i \leq m).
\]
Finally, using that \( r(q^*, q_i) = \pm r_X(q, q_i) = 0 \) a.e. at \( K \setminus Z(q) \) for every \( 1 \leq i \leq r \) we can derive from (17) that
\[
\int_{K \setminus Z(q)} \omega^*(x) \tau_X(q^*, \tilde{q})(x) \, d\mu = 0, \quad \tilde{q} \in M.
\]
Thus \( M \) is not an \( A \)-space, which in view of Theorem 3 contradicts the assumptions of our theorem. By this contradiction we obtain that the set \( B = \{ B(\omega) : \omega \in W \} \) has empty intersection with \( B^* \). Since \( B^* \) is dense in \( \mathbb{R}^{(m-r)(m+1)} \) and \( B \) is a convex subset of \( \mathbb{R}^{(m-r)(m+1)} \) it follows that \( B \) has empty interior, i.e., it belongs to hyperplane. Thus for some \( c_{i,j} \in \mathbb{R} \) (not all of them zero) we have for every \( \omega \in W \)
\[
0 = \sum_{j=1}^{m+1} \sum_{i=r+1}^{m} c_{i,j} \int_{Q_j} \omega(x) \tau_X(q, q_i)(x) \, d\mu
= \sum_{j=1}^{m+1} \int_{Q_j} \omega(x) \tau_X(q, \tilde{q}_j)(x) \, d\mu
\]
where \( \tilde{q}_j \in M_1 \), \( 1 \leq j \leq m+1 \), and at least one of \( \tilde{q}_j - s \) is nontrivial. This latter relation yields that \( \tau_X(q, \tilde{q}_j) = 0 \) a.e. at \( Q_j \), \( 1 \leq j \leq m+1 \), i.e., if \( \tilde{q}_j \) is nontrivial then \( q \perp_{\text{loc}} \tilde{q}_j \). But by the assumption of the theorem this implies that \( q \perp \tilde{q}_j \), i.e., for some \( 1 \leq j \leq m + 1 \), \( \tilde{q}_j \in M \setminus \{0\} \), a contradiction. The theorem is proved.

**Corollary 2.** Let \( X \) be a smooth Banach space and let \( M \) be a finite dimensional subspace of \( C([a, b], X) \) such that for any \( q_1, q_2 \in M \setminus \{0\} \) the relation \( q_1 \perp_{\text{loc}} q_2 \) implies \( q_1 \perp q_2 \), and no nontrivial element of \( M \) vanishes at an interval. Then if \( M \) is a Chebyshev subspace of \( C_w([a, b], X) \) for all \( \omega \in W \) it follows that \( M \) is a Haar space at \( (a, b) \).

Let us give an example of application of Theorem 5.

Set \( K = [a, b] \), \( X = \mathbb{C} = \mathbb{R}^2 \). Note that for \( u, v \in \mathbb{C} \) \((u \neq 0)\), \( \tau_c(u, v) = \text{Re } v \text{ sign } u \), where \( \text{sign } u = \bar{u}/|u| \). Let \( M_n = \{ \sum_{k=0}^n C_k e^{ir_k x} : C_k \in \mathbb{C} \} \) where \( 0 = r_0 < r_1 < \cdots < r_n \) are integers.

It was shown by Havinson [2] (see also [7] for a more general statement) that if \( r_k = k \), \( 0 \leq k \leq n \), then \( M_n \) is an \( A \)-subspace of \( C([a, b], \mathbb{C}) \) \((0 \leq a < b \leq 2\pi)\). Let us show that in order that \( M_n \) be an \( A \)-space it is necessary that \( M_n \) be a Haar space at \((a, b)\) \((0 \leq a < b \leq 2\pi)\). We need only check that \( M_n \) satisfies the conditions of Corollary 2. Evidently no element of \( M_n \) vanishes at an interval. Furthermore, if for some \( q_1, q_2 \in M_n \setminus \{0\} \) we have \( \tau_c(q_1, q_2)(x) = 0 \), a.e., at an interval then \( \text{Re } q_1(x) q_2(x) = 0 \) at an interval. But \( \text{Re } q_1, q_2 \) is a real trigonometric polynomial, i.e., \( \text{Re } q_1 q_2 \) must be identically zero. Thus \( \tau_c(q_1, q_2) = 0 \) at
In this last section we shall consider the question of existence and characterization of A-spaces. This problem is well studied in the case when $K = [a, b]$, $X = \mathbb{R}$. In this situation a classical example of an A-space is a Haar space at $(a, b)$, i.e., Theorem 2 gives the well-known Jackson–Krein theorem. Some examples of Haar-type A-spaces in the case when $K = [a, b]$, $X = C([0, 2\pi], \mathbb{C})$ were given by Kripke and Rivlin [3], Havinson [2] and the author [6]. In a series of papers by Strauss [12, 13, 14], Galkin [1], Sommer [16] and others it was shown that different families of spline functions also satisfy the A-property if $K = [a, b]$, $X = R$ (see also [4] for the case $X = \mathbb{C}$). Furthermore Sommer [18] proved that A-spaces satisfy the Weak Chebyshev property. These results raised the problem of complete “identification” of the A-spaces. Recently, this problem was solved in the case $K = [a, b]$, $X = \mathbb{R}$ by Pinkus [10]. The essence of his result is that A-spaces are composed piecewise from Haar spaces, i.e., they are generalized splines of a certain type.

Let us turn to the question of A-spaces of real valued functions of several variables. Let us assume that $K$ is in $\mathbb{R}^2$ and $X = \mathbb{R}$. The most natural candidates for A-spaces seem to be algebraic polynomials $P_n = \{\sum_{i+j\leq n} a_{ij}x^iy^j : a_{ij} \in \mathbb{R}\}$. It can be shown (see [8]) that if $K$ is convex than $P_n$ is indeed an A-space. But, unfortunately, this turns out to be an exception. It is an easy exercise to check that $P_n$, $n \geq 2$, does not satisfy the A-property if $K$ has nonempty interior in $\mathbb{R}^2$. Analogous remarks hold in connection with the polynomials

$$P_{n,m} = \left\{\sum_{i=0}^{n} \sum_{j=0}^{m} a_{ij}x^iy^j : a_{ij} \in \mathbb{R}\right\}, \quad \text{if} \quad n, m \geq 1.$$

Sommer [18] pointed out that linear splines of two variables does not satisfy the A-property, as well. Of course there can be given a trivial example of an A-space in $C(K, \mathbb{R})$, $K \subset \mathbb{R}^2$, of arbitrary dimension $n$ simply by considering a linear span of nonnegative functions with disjoint supports. The above observations indicate that it is very probable that A-spaces of real functions of several variables do not exist apart from some trivial cases. Of course, the situation is different in the complex case, because, for instance, algebraic polynomials satisfy the A-property.

Thus our approach which consisted in studying the uniqueness with
respect to all weights is convenient for real functions of only one variable and it seems to become very restrictive if we turn to real functions of several variables. This, of course, does not mean that we can not have nice Chebyshev subspaces with respect to a single weight in the real multivariate case. In fact it was shown in [8] that tensor products of Haar spaces of arbitrary dimension with two-dimensional Haar spaces are Chebyshev in $C_1(K_2, \mathbb{R})$ if $K_2$ is a rectangular region in $\mathbb{R}^2$ (here $\omega \equiv 1$). Thus, in particular, $P_{1,n}$ and $P_{n,1}$ are Chebyshev subspaces of $C_1(K_2, \mathbb{R})$. On the other hand $P_{1,m}$ and $P_{n,1}$ do not satisfy the $A$-property, i.e., they are not Chebyshev with respect to some other weight. This is another illustration of the fact that the $A$-property is not necessary in general for uniqueness with respect to a single weight.

Finally we would like to conjecture that $P_{n,m}$ is a Chebyshev subspace of $C_1(K_2, \mathbb{R})$ for any $n, m \geq 1$. In [9] we proved a weaker result showing that $P_{n,m}$ is Chebyshev in $P \subset C_1(K_2, \mathbb{R})$, where $P = \bigcup_{i,j} P_{i,j}$.

Remark. By the time the present paper was completed Professor M. Sommer kindly sent the author a preprint in which he verified Theorems 1–3 of this paper in the case $X = \mathbb{R}$. Sommer also presents in his preprint an interesting example of bivariate linear vertex splines which satisfy the $A$-property.

ACKNOWLEDGMENT

The author wishes to express this thanks to Professor James Angelos for many helpful conversations on the topic of the present paper.

REFERENCES


