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a b s t r a c t

The theoretical analysis on both the continuous (differential) and the discrete (linear
algebra) levels of an interface relaxation method for solving elliptic differential equations
is presented. The convergence of the method for 1-dimensional problems is proved. The
region of convergence and the optimal values for the relaxation parameters involved are
determined for model problems. Numerical data for 1- and 2-dimensional problems that
confirm the theoretical results, exhibit the effectiveness of the method and elucidate its
characteristics are presented.
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1. Introduction

Interface Relaxation (IR), [10–14] appears to be an attractive alternative to the traditional domain decomposition
approach, particularly when modeling multiphysics/multidomain problems. The main advantage of the IR framework is
the fact that it provides enough versatility so that one can freely select:

• themost efficient numericalmethod for each subproblemnaturally defined by either the original problem’smultidomain
structure or its multiphysics nature.
• the most appropriate condition that accurately models the physical interaction between two different problems that
match on a particular interface.

Furthermore, one of themost desirable characteristics of the iterative IR schemes is the fact that their rates of convergence
only depend on the parameters of the problem itself, the ones related to its decomposition into subproblems and the
parameters related to the operator imposed on the interfaces. Their rates of convergence do not depend (or at most it is
affected very little) on the parameters associatedwith the numerical schemes employed for the solution of each subproblem
(e.g., number of finite elements).
Collaborating PDE solvers based on interface relaxation have been already proposed [5,7,9,10,8] and have been rather

extensively considered for air pollution [16,17], underwater acoustics [1] and gas turbine engine [6,4] related simulations. In
addition, interface relaxation appears to be a very promising framework for coupling Finite Element and Boundary Element
methods in electromagnetic applications and beyond (see [18] and references within).
A relatively large class of interface relaxation methods have been derived and theoretically analyzed (e.g., [5,8,13,

11,12,14]) for model problems and decompositions. Numerical experiments have been also already presented (see for
example [11,12,14]) but most of them are for mainly 1-dimensional problems or simple 2-dimensional ones but with
1-dimensional decompositions. In particular, a collection of ten such IR methods is presented in [11] together with an
early experimental comparative study on mainly 1-dimensional differential problems. Although recent theoretical and
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experimental studies [12,8,9] have shown that the IRmethods are very effective, it is apparent that the theoretical analysis of
these methods is difficult especially when different discretization schemes are used on different subdomains/subproblems.
The analysis of IR methods is usually carried out either on the continuous or the discrete level and is based on tools from
different mathematical areas that range from linear algebra and finite element to discrete and continuous Banach spaces.
It is our belief that a combination of different approaches in the theoretical analysis of IRmethods will provide the insight
that is required in order to further exploit the practical use of the IR framework.
Themain objective of our paper is to theoretically analyze and experimentally investigate and evaluate a new IRmethod,

named GEO for solving elliptic differential equations. This method is based on a simple geometric contraction mechanism
and iterates to relax the values on the interfaces by adding to the old ones a geometrically weighted combination of the
normal boundary derivatives of the adjacent subdomains. Specifically,we consider the following iterative relaxation formula
on an interface point x

u(k+1)(x) = u(k)(x)− ρ

(
∂u(k)L (x)
∂η

−
∂u(k)R (x)
∂η

)
, k = 1, 2, . . . (1)

where k denotes the iteration step, u the approximation of the solution on the interface point x, and ∂uL
∂η
,−

∂uR
∂η
the values of

the outward normal derivatives of the computed solution in the two adjacent subdomains.ρ is a relaxation parameterwhich
is motivated by a simple geometric reasoning (presented in the next section) and it is used to accelerate the convergence of
the iteration scheme.
The GEO method was first briefly proposed in [11], where its derivation can be found together with preliminary 1-

dimensional experimental data. A variation of this method has been also considered in [8] where a convergence analysis has
been carried out and numerical data are presented. Unfortunately, the rate of convergence of this variation of the method
strongly depends on the discretization parameter h and as such violates one of the main principles of interface relaxation.
Furthermore, it has been observed that it converges so slowly that it needs preconditioning. In this paper we analyze the
GEO scheme and prove, for 1-dimensional model problems, that the convergence is independent of h. This independence is
clearly confirmed for both 1- and 2-dimensional problems through extensive numerical experiments.
The rest of this paper is organized as follows. In Section 2we present the formulation of theGEO relaxationmethod and in

Sections 3 and 4 we present the convergence analysis on the continuous level and the discrete level respectively. Numerical
data can be found in Section 5. They confirm our convergence results and show that they hold for more general problems
and decomposition configurations. Our conclusions are given in Section 6.

2. GEO: A geometry based interface relaxation method

Consider the composite differential problem defined by

Lu = f inΩ \ ∂Ω, u = ub on ∂Ω (2)

where ub is a prescribed function on the boundary,Ω ≡ ∪pi=1Ωi andΩi, i = 1, . . . , p, are open sets such that ∩
p
i=1Ωi = ∅.

L is an elliptic differential operator which might be different in each subdomainΩi. For the simplicity in the presentation of
the convergence analysis given in the next section we restrict ourselves only to Dirichlet boundary conditions on ∂Ω .
As is typical for IRmethods the above problem can be replaced with the following loosely coupled system of differential

problems.

Liui = fi inΩi,

Giju = 0 on (∂Ωi ∩ ∂Ωj) \ ∂Ω ∀j 6= i, u = ubi on ∂Ωi ∩ ∂Ω,
(3)

where for i = 1, . . . , p, Li, fi and ubi are the restrictions of L, f and u
b respectively on each subdomainΩi and Gij is a condition

on the interface between subdomainsΩi andΩjwhich enforces proper coupling. This couplingmight range from complicated
differential operators that preserve certain physical properties or quantities to simple smoothing or jump conditions [10,11].
The formulation of themethod can be easily derived for any kind of coupling and it seems that the analysis given next can

be also extendedwith no significant difficulties. Nevertheless, in this studywe restrict ourselves to themost common case of
smooth global solution for second order differential equations where we only need to impose the continuity of the solution
and its first (normal) derivative on the interface lines. In this case the GEOmethod obtains new values on the interface lines
by adding to the old ones a geometrically weighted average of the normal boundary derivatives of the adjacent subdomains.
Specifically, let us consider a 1-dimensional case and denote by uL and uR the solutions of the differential problems

associated with the domain on the left and on the right of an interface point I respectively. Assume that they are equal on I
(if not we may take their average on I) but their slopes do not match unless we add a correction termm as is geometrically
depicted in Fig. 1. To calculate m we consider the two right triangles IAB and CDI whose heights hL and hR are given by
multiplying the corresponding tangent (or equivalently the normal derivative) with the base of the triangle. wL and wR are
the widths assumed for the validity of the slope values SL and SR respectively on I . They may be arbitrary selected or play
the role of a relaxation parameter that might change dynamically from iteration to iteration. The new interface values can
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Fig. 1. The smoothing mechanism of the GEO interface relaxation method.

be now calculated by adding a weighted average of the heights to the old interface values. One may intuitively view the
above smoothing as grabbing the functions uL and uR at interface I and stretching them upwards bym until their derivatives
become continuous.
Based on the above discussion we can define the GEO method, at algorithmic level, for the model problem considered

above, by the following iterative scheme:
1. Define for i = 1, . . . , p− 1:

g ii :=
u(k)i + u

(k)
i+1

2

∣∣∣∣∣
x=xi

+
wiiw

i+1
i

wii + w
i+1
i

(
−
du(k)i
dx
+
du(k)i+1
dx

)∣∣∣∣∣
x=xi

.

2. Choose initial guesses u(0)i (x) for the solutions on each subdomainΩi, i = 1, 2, . . ., p.
3. Define the sequence of subdomain solutions u(k)i (x), k = 1, 2, . . ., as follows:

L1u
(k+1)
1 = f1 inΩ1

u(k+1)1

∣∣∣
x=x0
= ub1

u(k+1)1

∣∣∣
x=x1
= g11

for i = 2, . . . , p− 1
Liu

(k+1)
i = fi inΩi

u(k+1)i

∣∣∣
x=xi−1

= g i−1i−1

u(k+1)i

∣∣∣
x=xi
= g ii

Lpu(k+1)p = fp inΩp
u(k+1)p

∣∣
x=xp−1

= gp−1p−1

u(k+1)p

∣∣
x=xp
= ubp.

To the best of our knowledge the only known interface relaxation method that shares significant similarities with the
GEO method is the one proposed and analyzed in [8] for which both the analysis and, to a great extent, the formulation
is based on a discrete scheme that arises by using the 5-point star discretization method and O(h) approximation of the
normal derivatives involved in the relaxationmechanism. As such the relaxation parameter is a function of the discretization
parameter h; it is common to all subdomains and takes no account of the geometric and topological characteristics of the
subdomains.
As is clearly seen from both the theoretical analysis and experimental data presented in [8] the convergence rate of this

method unfortunately depends on the discretization step h and in fact the rate of convergence slows down quite rapidly as
the discretization becomes finer.

3. Convergence analysis on the continuous level

Let us first introduce the required notation for the sequence of values of the solutions, their derivatives and their errors
at the interface points as follows

u(k)i,j ≡ u
(k)
i (xj), du(k)i,j ≡

du(k)i
dx

∣∣∣∣∣
x=xj

,

ε
(k)
i (x) ≡ u

(k)
i (x)− u(x), ε

(k)
i,j ≡ u

(k)
i,j − u(xj) and dε(k)i,j ≡ du

(k)
i,j − u

′(xj).
Please note that for our convergence analysis we only need to consider the error on the interfaces. As can be easily seen,

if this error goes to zero, (as k −→ ∞) the g ii , i = 1, . . . , p − 1 in step 3 of the method (see Section 2) converge to the
exact values of the solution on the interfaces and therefore the subdomain solutions u(k)i (x) converge to the restrictions of
the exact solution u(x) in each subdomain i.
We then proceed by obtaining from the iterative relaxation scheme given in Section 2 the following differential problems

concerning the error functions associated with the subdomains.

L1ε
(k+1)
1 (x) = 0, x ∈ Ω1,

ε
(k+1)
1,0 = 0, ε

(k+1)
1,1 =

ε
(k)
1,1 + ε

(k)
2,1

2
+ ρ1

(
−dε(k)1,1 + dε

(k)
2,1

)
,

(4)
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for i = 2, . . . , p− 1,

Liε
(k+1)
i (x) = 0, x ∈ Ωi,

ε
(k+1)
i,i−1 =

ε
(k)
i−1,i−1 + ε

(k)
i,i−1

2
+ ρi−1

(
−dε(k)i−1,i−1 + dε

(k)
i,i−1

)
,

ε
(k+1)
i,i =

ε
(k)
i,i + ε

(k)
i+1,i

2
+ ρi

(
−dε(k)i,i + dε

(k)
i+1,i

)
,

(5)

Lpε(k+1)p (x) = 0, x ∈ Ωp,

ε(k+1)p,p = 0, ε
(k+1)
p,p−1 =

ε
(k)
p−1,p−1 + ε

(k)
p,p−1

2
+ ρp−1

(
−dε(k)p−1,p−1 + dε

(k)
p,p−1

)
,

(6)

where ρi =
wiiw

i+1
i

wii+w
i+1
i
> 0, i = 1, . . . , p− 1.

For the convergence analysis that will follow we restrict ourselves to the Helmholtz equation, i.e., we set

Liφ ≡ −
d2φ
dx2
+ γ 2i φ, γi ∈ R

and we make use of the following lemma which can be easily verified.

Lemma 1. The solution of the boundary value problem

−
d2u
dx2
+ γ 2u = 0 in (a, b), u(a) = v1 and u(b) = v2

is given by

u(x) =
(eγ (b−x) − e−γ (b−x))v1 + (eγ (x−a) − e−γ (x−a))v2

eγ (b−a) − e−γ (b−a)
. (7)

Setting li := xi − xi−1 and using Lemma 1 and Eqs. (4)–(6) we easily derive the following expressions concerning the
error functions at two consecutive iterations:

ε
(k+1)
1 (x) =

eγ1(x−x0) − e−γ1(x−x0)

eγ1`1 − e−γ1`1

(
ε
(k)
1,1 + ε

(k)
2,1

2
+ ρ1

(
−dε(k)1,1 + dε

(k)
2,1

))
, (8)

for i = 2, . . . , p− 1,

ε
(k+1)
i (x) =

[
eγi`i − e−γi`i

]−1 [(
eγi(xi−x) − e−γi(xi−x)

) (ε(k)i−1,i−1 + ε(k)i,i−1
2

+ ρi−1

(
−dε(k)i−1,i−1 + dε

(k)
i,i−1

))

+
(
eγi(x−xi−1) − e−γi(x−xi−1)

) (ε(k)i,i + ε(k)i+1,i
2

+ ρi

(
−dε(k)i,i + dε

(k)
i+1,i

))]
(9)

and

ε(k+1)p (x) =
eγp(xp−x) − e−γp(xp−x)

eγp`p − e−γp`p

(
ε
(k)
p−1,p−1 + ε

(k)
p,p−1

2
+ ρp−1

(
−dε(k)p−1,p−1 + dε

(k)
p,p−1

))
. (10)

Differentiating (8)–(10) we get the following expressions for the derivatives at the interface points:

dε(k+1)1,1 =
(eγ1`1 + e−γ1`1)γ1
eγ1`1 − e−γ1`1

(
ε
(k)
1,1 + ε

(k)
2,1

2
+ ρ1

(
−dε(k)1,1 + dε

(k)
2,1

))
,

dε(k+1)i,i−1 = −
(eγi`i + e−γi`i)γi
eγi`i − e−γi`i

(
ε
(k)
i−1,i−1 + ε

(k)
i,i−1

2
+ ρi−1

(
−dε(k)i−1,i−1 + dε

(k)
i,i−1

))

+
2γi

eγi`i − e−γi`i

(
ε
(k)
i,i + ε

(k)
i+1,i

2
+ ρi

(
−dε(k)i,i + dε

(k)
i+1,i

))
, i = 2, . . . , p− 1
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dε(k+1)i,i =
2γi

eγi`i − e−γi`i

(
ε
(k)
i−1,i−1 + ε

(k)
i,i−1

2
+ ρi−1

(
−dε(k)i−1,i−1 + dε

(k)
i,i−1

))

+
(eγi`i + e−γi`i)γi
eγi`i − e−γi`i

(
ε
(k)
i,i + ε

(k)
i+1,i

2
+ ρi

(
−dε(k)i,i + dε

(k)
i+1,i

))
, i = 2, . . . , p− 1

dε(k+1)p,p−1 = −
(eγp`p + e−γp`p)γp
eγp`p − e−γp`p

(
ε
(k)
p−1,p−1 + ε

(k)
p,p−1

2
+ ρp−1

(
−dε(k)p−1,p−1 + dε

(k)
p,p−1

))
.

For simplicity, our analysis is carried out only for p = 3, but it seems that it can be extended for p > 3 in a way similar
to the one found in [12].
We then define the error vector ε(k) by ordering the individual errors and their derivatives on the interface points, for

k = 0, 1, 2, . . ., as follows

ε(k) ≡
[
ε
(k)
1,1, ε

(k)
2,1, ε

(k)
2,2, ε

(k)
3,2, dε

(k)
1,1, dε

(k)
2,1, dε

(k)
2,2, dε

(k)
3,2

]T
andwe then combine the above error expressions into the following recurrence relation between the errors involved in two
successive iterations.

ε(k+1) = Mε(k), k = 0, 1, . . . , (11)

where the iteration matrixM ∈ R8×8 has the form

M =



1/2 1/2 0 0 −ρ1 ρ1 0 0
1/2 1/2 0 0 −ρ1 ρ1 0 0
0 0 1/2 1/2 0 0 −ρ2 ρ2
0 0 1/2 1/2 0 0 −ρ2 ρ2

A1γ1/2 A1γ1/2 0 0 −ρ1A1γ1 ρ1A1γ1 0 0
−A2γ2/2 −A2γ2/2 B2γ2/2 B2γ2/2 ρ1A2γ2 −ρ1A2γ2 −ρ2B2γ2 ρ2B2γ2
−B2γ2/2 −B2γ2/2 A2γ2/2 A2γ2/2 ρ1B2γ2 −ρ1B2γ2 −ρ2A2γ2 ρ2A2γ2
0 0 −A3γ3/2 −A3γ3/2 0 0 ρ2A3γ3 −ρ2A3γ3


, (12)

with Ai = tanh−1(γi`i) and Bi = 1
sinh(γi`i)

for i = 1, 2.
The following lemma proves that the above given iteration matrixM has the same spectral radius with a simpler matrix

of reduced size 2× 2.

Lemma 2. The nonzero eigenvalues of matrix M in (12) are equal to the nonzero eigenvalues of matrix M̃, where

M̃ =
[
1− ρ1(γ1A1 + γ2A2) ρ2γ2B2

ρ1γ2B2 1− ρ2(γ2A2 + γ3A3)

]
. (13)

Proof. Using basic properties of the determinants we obtain the following equalities:

det(M − λI8)

= det



−λ 0 0 0 0 0 0 0
1/2 1− λ 0 0 −ρ1 ρ1 0 0
0 0 −λ 0 0 0 0 0
0 0 1/2 1− λ 0 0 −ρ2 ρ2

A1γ1/2 A1γ1 0 0 −ρ1A1γ1 − λ ρ1A1γ1 0 0
−A2γ2/2 −A2γ2 B2γ2/2 B2γ2 ρ1A2γ2 −ρ1A2γ2 − λ −ρ2B2γ2 ρ2B2γ2
−B2γ2/2 −B2γ2 A2γ2/2 A2γ2 ρ1B2γ2 −ρ1B2γ2 −ρ2A2γ2 − λ ρ2A2γ2
0 0 −A3γ3/2 −A3γ3 0 0 ρ2A3γ3 −ρ2A3γ3 − λ



= λ2 det


1− λ 0 −ρ1 ρ1 0 0
0 1− λ 0 0 −ρ2 ρ2
A1γ1 0 −ρ1A1γ1 − λ ρ1A1γ1 0 0
−A2γ2 A2γ2 ρ1A2γ2 −ρ1A2γ2 − λ −ρ2B2γ2 ρ2B2γ2
−B2γ2 B2γ2 ρ1B2γ2 −ρ1B2γ2 −ρ2A2γ2 − λ ρ2A2γ2
0 −A3γ3 0 0 ρ2A3γ3 −ρ2A3γ3 − λ



= λ4 det

−ρ1A1γ1 − λ+ 1 ρ1A1γ1 − 1 0 0
ρ1A2γ2 −ρ1A2γ2 − λ −ρ2B2γ2 ρ2B2γ2
ρ1B2γ2 −ρ1B2γ2 −ρ2A2γ2 − λ+ 1 ρ2A2γ2 − 1
0 0 ρ2A3γ3 −ρ2A3γ3 − λ
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= λ4 det

−ρ1(A1γ1 + A2γ2)− λ+ 1 0 ρ2B2γ2 0
ρ1A2γ2 −λ −ρ2B2γ2 0
ρ1B2γ2 0 −ρ2(A2γ2 + A3γ3)− λ+ 1 0
0 0 ρ2A3γ3 −λ


= λ6 det(M̃ − λI2). �

We next give our main convergence result.

Theorem 3. Consider a non-overlapping decomposition of Ω into three subdomainsΩi of length `i, i = 1, 2, 3 and the following
model problem

−
d2u
dx2
+ γ 2u = f inΩ, u = ub on ∂Ω. (14)

The GEO interface relaxationmethod converges to the solution of the above problem, if and only if its relaxation parameters satisfy
the following inequalities:

0 < ρ1 <
2
C1
, 0 < ρ2 < 2

2− ρ1C1
2C2 − ρ1(C1C2 − γ 22 B

2
2)
, (15)

where Ci = γiAi + γi+1Ai+1, i = 1, 2, and where γi is the restriction of γ inΩi.

Proof. For the convergence of the method, we will show that the spectral radius of the iteration matrix is less than one.
According to the previous lemma, this is equivalent to proving that the spectral radius of M̃ is less than one. Setting
Di = 1− ρiCi, i = 1, 2, we have the following characteristic polynomial

det(M̃ − λI2) = 0⇔ λ2 − λ(D1 + D2)+ D1D2 − ρ1ρ2γ 22 B
2
2 = 0,

whose roots are

λ1,2 =
D1 + D2 ±

√
(D1 − D2)2 + 4ρ1ρ2(γ2B2)2

2
. (16)

To determine the region of convergence, we simply impose the inequality |λ1,2| < 1 and solve with respect to ρ1, ρ2. We
note that the same conditions would have been obtained if we had applied the Schur–Cohn algorithm [3].
Since ρ1, ρ2 > 0, it is clear that the quantity under the square root in (16) is positive and thus λ1, λ2 ∈ R. Furthermore,

it is easy to see that

λ1,2 < 1, ∀ρi, γi, `i, i = 1, 2, 3.

To prove this it is equivalent to proving that

−ρ1(γ1A1 + γ2A2)− ρ2(γ2A2 + γ3A3)±
√
ρ1(γ1A1 + γ2A2)− ρ2(γ2A2 + γ3A3)+ 4ρ1ρ2(γ2B2)2 < 0.

The above is obviously true for the negative case while for the positive case we easily obtain the following equivalent
inequalities

4ρ1ρ2(γ2B2)2 < 4ρ1ρ2(γ1A1 + γ2A2)(γ2A2 + γ3A3)

⇔ γ1γ2A1A2 + γ2γ3A2A3 + γ1γ3A1A3 + γ 22

(
cosh2(γ2`2)− 1
sinh2(γ2`2)

)
> 0

and realize that the latter always holds since cosh
2(γ2`2)−1

sinh2(γ2`2)
, γi, `i and Ai = 1, 2, 3 are all positive. Also

λ1,2 > −1⇔ −4+ ρ1C1 + ρ2C2 < ±
√
(C1 − C2)2 + 4ρ1ρ2(γ2B2)2

which forces−4+ ρ1C1 + ρ2C2 < 0. This holds if

(ρ1, ρ2) ∈ R1 =
{
(x, y) ∈ R2

∣∣ x < 4
C1
, y <

4− ρ1C1
C2

}
. (17)

For the ρi, i = 1, 2, to be in the above set, it is sufficient to just solve the inequality

−4+ ρ1C1 + ρ2C2 < −
√
(C1 − C2)2 + 4ρ1ρ2(γ2B2)2

or equivalently the following inequality

4− 2ρ1C1 − 2ρ2C2 + ρ1ρ2(C1C2 − γ 22 B
2
2) > 0.
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Fig. 2. Region of convergence for the relaxation parameters of the GEOmethod.

This is true in the areas enclosed by the two hyperbolas shown in Fig. 2, i.e.,

(ρ1, ρ2) ∈ R2 =
{
(x, y) ∈ R2

∣∣ x < 2
C1
, y < 2

2− xC1
2C2 − x(C1C2 − γ 22 B

2
2)

}
. (18)

We conclude the proof of this theorem by taking the intersections of the regions in (17) and (18) (see Fig. 2) and the fact
that ρi > 0, i = 1, 2. �

In an effort to elucidate the convergence characteristics of the GEO method we consider simpler model problems by
restricting the values of γ and p in the above theorem and we easily obtain the following corollaries.

Corollary 4. If we replace in (14) in Theorem 3 the Helmholtz operator with the Laplacian (i.e., set γ 2 = 0), and consider the
same decomposition, the region of convergence of the GEOmethod becomes

0 < ρ1 <
2
Γ1
, 0 < ρ2 < 2

2− ρ1Γ1
2Γ2 − ρ1(Γ1Γ2 − 1/`22)

,

where Γi =
`i+`i+1
`i`i+1

, i = 1, 2.

Proof. As can be easily verified, the solution of the differential equation problem

−
d2u
dx2
= 0, x ∈ (a, b), u(a) = u1, u(b) = u2

is given by u(x) = u1(b−x)
b−a +

u2(x−a)
b−a . Using this to obtain, as in Theorem 3, the recurrence relation between the errors at

subsequent iteration steps and following the same procedure as in Theorem 3 and in Lemma 2, we conclude the region of
convergence for the two relaxation parameters. �

Corollary 5. Assume that we have a two subdomain partition of the domain Ω with homogeneous boundary conditions on its
boundary. Then
• For the Laplace operator:
. The GEOmethod converges if and only if 0 < ρ1 < 2

`1`2
`1+`2

.
. The optimum value of the GEO relaxation parameter is

ρ1 =
`1`2

`1 + `2
which makes the method to converge immediately.

• For the Helmholtz operator:
. The GEOmethod converges if and only if 0 < ρ1 < 2/(γ1 tanh−1(γ1`1)+ γ2 tanh−1(γ2`2)).
. The optimum value of the GEO relaxation parameter is

ρ1 = 1/(γ1 tanh−1(γ1`1)+ γ2 tanh−1(γ2`2))
which makes the method to converge immediately.

Proof. The proof follows (and in fact is much simpler) the proofs of Theorem 3 and Corollary 4. �

Although the theory in the previous corollary indicates that the convergence is immediate (in 1 iteration), it can be
shown, [15], that this is not the case in the numerical experiments mainly due to the particular block structure of the Jordan
form of the iteration matrices which for p subdomains may require from 1 to 2(p − 1) iteration steps (instead of one) for
convergence.
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4. Convergence analysis at discrete level

In this section we give the analysis on the discrete (Linear Algebra) level. We consider the Laplace equation and splitΩ
into the three subdomains Ωi, i = 1, 2, 3. We denote the interface points as I1 and I2 and we discretize each subdomain
using ni + 1, i = 1, 2, 3, uniformly distributed points. To discretize the Laplace operator we use the standard 5-point star
scheme. Denoting by I0 = a, I3 = b and hi =

Ii−Ii−1
ni

, i = 1, 2, 3, we define the discretization points inΩi as x
(i)
ji
= Ii−1 + hiji

with ji = 0, . . . , ni, for i = 1, 2, 3. For an approximation of the derivative from the left side on the interface points we use
Taylor series expansion to obtain that

du
dx

∣∣∣∣
x=x?
=
1
h

(
3
2
u(x?)− 2u(x? − h)+

1
2
u(x? − 2h)

)
+ O(h2).

Taking into account the points from the right side, we similarly have

du
dx

∣∣∣∣
x=x?
=
1
h

(
−
3
2
u(x?)+ 2u(x? + h)−

1
2
u(x? + 2h)

)
+ O(h2).

Let us nowdenotewith ui,hi the discrete solution of the original problem in subdomainΩi, by ε
(i,k)
ji
≡ u(k)i,hi(x

(i)
ji
)−ui,hi(x

(i)
ji
),

the error on point x(i)ji at the kth iteration, and define the iteration error vectors as

ε(k) ≡
[
ε
(1,k)
1 , ε

(1,k)
2 , . . . , ε(1,k)n1 , ε

(2,k)
0 , ε

(2,k)
1 , . . . , ε(2,k)n2 , ε

(3,k)
0 , ε

(3,k)
1 , . . . , ε

(3,k)
n3−1

]T
.

As in the previous sectionwe easily derive the following recurrence relation between the error vectors on two successive
iterants.

ε(k+1) = Mε(k), k = 0, 1, . . . , withM = T−1N (19)

where

T =


T (n1−1)2 0 0 0 0
0 I2 0 0 0
0 0 T (n2−1)2 0 0
0 0 0 I2 0
0 0 0 0 T (n3−1)2

 ,

N =


0n1−2,n1−3 0 0 0 0

0 N1 0 0 0
0 0 0n2−3,n2−5 0 0
0 0 0 N2 0
0 0 0 0 0n3−2,n3−3

 ,
T (n)2 ≡ tridiag{−1, 2,−1} ∈ Rn×n, I2 is the 2 × 2 identity matrix, Ni ∈ R4×6, i = 1, 2, while 0n,m ∈ Rn×m has all its
elements equal to 0 and Ni = [1 1 1 1 1 1]T [ai bi ci di ei fi], with ai = −ρi/(2hi), bi = 2ρi/hi, ci = 1/2 − 3ρi/(2hi), di =
1/2− 3ρi/(2hi+1), ei = 2ρi/hi+1, fi = −ρi/(2hi+1), i = 1, 2.

Lemma 6. The first and the last columns of the inverse matrix of T (n)2 are equal to the following vectors correspondingly,

[1/n, . . . , (n− 1)/n]T , [(n− 1)/n, . . . , 1/n]T .

Proof. The above formulas for the vectors are well known. They can be readily derived using elementary analysis of
difference equations. �

Lemma 7. The nonzero eigenvalues of matrix M in (19) are equal to the nonzero eigenvalues of the matrix

M̃ =



1− ρ1Γ1
ρ1

h2
0 0

0 0
ρ2

`2

1− ρ2Γ2
n2

1− ρ1Γ1
n2

ρ1

`2
0 0

0 0
ρ2

h2
1− ρ2Γ2


, (20)

where the Γi, i = 1, 2, are given in Corollary 4.
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Proof. Using properties of the determinant, we can see that,

det(M − λIn1+n2+n3+1) = λ
n1+n2+n3−11 det

[
N1,1 N1,2
N2,1 N2,2

]
,

where

Ni,i =
[
gi h̃i 1 1 h̃i+1 gi+1

]T
[ai bi ci di ei fi]− λI6, i = 1, 2,

with gi =
ni−2
ni
, h̃i =

ni−1
ni
and N1,2 = 1

n2
[0 0 0 0 1 2]T [ai bi ci di ei fi] and N2,1 = 1

n2
[2 1 0 0 0 0]T [ai bi ci di ei fi]. Also,

det(M − λIn1+n2+n3+1) = λ
n1+n2+n3−7

× det



1
2
−
ρ1

`1

1
2
−
ρ1

`2
e1 f1 0 0 0 0

1
2
−
ρ1

`1

1
2
−
ρ1

`2
e1 f1 0 0 0 0

0 0 0 0
a2
n2

b2
n2

1
2n2
−

ρ2

n2`2

1
2n2
−

ρ2

n2`3
0 0 0 0

2a2
n2

2b2
n2

1
n2
−
2ρ2
n2`2

1
n2
−
2ρ2
2`3

1
n2
−
2ρ1
`1n2

1
n2
−
2ρ1
`2n2

2e1
n2

2f1
n2

0 0 0 0

1
2n2
−

ρ1

`1n2

1
2n2
−

ρ1

`2n2

e1
n2

f1
n2

0 0 0 0

0 0 0 0 a2 b2
1
2
−
ρ2

`2

1
2
−
ρ2

`3

0 0 0 0 a2 b2
1
2
−
ρ2

`2

1
2
−
ρ2

`3



− λI8

= λn1+n2+n3−5 det



1− ρ1Γ1 f1 0
ρ1

h2
0 0

0 0 a2/n2 0
ρ2

`2

1− ρ2Γ2
n2

0 0 0 0 0 0
0 0 0 0 0 0

1− ρ1Γ1
n2

f1/n2 0
ρ1

`2
0 0

0 0 0 a2
ρ2

h2
1− ρ2Γ2


− λI6

= λn1+n2+n3−3 det(M̃ − λI4). �

Theorem 8. Consider the Laplace equation, Dirichlet boundary conditions and a non-overlapping decomposition of Ω into
three subdomains Ωi of lengths `i, i = 1, 2, 3. Consider also the discretization described at the beginning of the section. The
convergence of GEO interface relaxation method is independent of hi, i = 1, 2, 3, and the region of convergence is the same as in
Corollary 4.

Proof. According to the previous lemma, it is sufficient to prove that the spectral radius of M̃ is less than one. But

det(M̃ − λI4) = det


1− ρ1Γ1 − λ

ρ1

h2
0 0

0 −λ 0 λ/n2
λ/n2 0 −λ 0
0 0

ρ2

h2
1− ρ2Γ2 − λ



= (1− ρ1Γ1 − λ) det

λ 0 −λ/n2
0 −λ 0
0

ρ2

h2
1− ρ2Γ2 − λ

+ λ

n2
det


ρ1

h2
0 0

−λ 0 λ/n2
0

ρ2

h2
1− ρ2Γ2 − λ

 = 0.
Therefore, to compute the nonzero eigenvalues we have to solve the equation

(1− ρ1Γ1 − λ)(1− ρ2Γ2 − λ)−
ρ1

h2n2

ρ2

h2n2
= 0
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which is equivalent to

λ2 − λ(2− ρ1Γ1 − ρ2Γ2)+ (1− ρ1Γ1)(1− ρ2Γ2)−
ρ1ρ2

`22
= 0.

It is clear that the coefficients of the above polynomial are independent of hi and ni, and depend only on the decomposition
ofΩ . Continuing in the same way as in Theorem 3, we easily conclude the proof. �

It is worth noting that the above theorem proves that limk→∞ ε(k+1) = 0 which means that u
(k)
i,hi
→ ui,hi , as k→∞.

Since ρ(M) < 1 there exists a natural norm |||.||| in R
(∑3

i=1 ni+1
)
×

(∑3
i=1 ni+1

)
, such that c? ≡ |||M||| < 1. Then, if we denote

by

u(k)∆ ≡
[
u(k)1,h1(x

(1)
1 ), u

(k)
1,h1
(x(1)2 ), . . . , u

(k)
1,h1
(x(1)n1 ), u

(k)
2,h2
(x(2)0 ), u

(k)
2,h2
(x(2)1 ), . . . , u

(k)
2,h2
(x(2)n2 ) ,

u(k)3,h3(x
(3)
0 ), u

(k)
3,h3
(x(3)1 ), . . . , u

(k)
3,h3
(x(3)n3−1)

]T
,

u∆ ≡
[
u1,h1(x

(1)
1 ), u1,h1(x

(1)
2 ), . . . , u1,h1(x

(1)
n1 ), u2,h2(x

(2)
0 ), u2,h2(x

(2)
1 ), . . . , u2,h2(x

(2)
n2 ),

u3,h3(x
(3)
0 ), u3,h3(x

(3)
1 ), . . . , u3,h3(x

(3)
n3−1

)
]T

and

u ≡
[
u(x(1)1 ), u(x

(1)
2 ), . . . , u(x

(1)
n1 ), u(x

(2)
0 ), u(x

(2)
1 ), . . . , u(x

(2)
n2 ), u(x

(3)
0 ), u(x

(3)
1 ), . . . , u(x

(3)
n3−1

)
]T

we have that

|||u(k+1)∆ − u||| ≤ |||ε(k+1)||| + |||u∆ − u||| ≤ c
∗
|||ε(k)||| + c?H2

≤ · · · ≤ (c?)k+1|||ε(0)||| + c?H2,

where H = max1≤i≤3{hi}. Note that, c? is independent of hi, ni, i = 1, 2, 3 while c? depends only on the smoothness of u.
Finally,wewould like to present the results for the trivial two-domain case for both Laplace andHelmholtz PDE operators.

Corollary 9. The region of convergence and the optimum value of the relaxation parameter are as in Section 3 for the two-
domain casewith the Laplace PDE operator. For the corresponding Helmholtz PDE problem the region of convergence is the interval
(0, 2

A?+B? ), while the optimum value is equal to (A
?
+ B?)−1, where

A? =
1
2h1

(
3+

sinh((n1 − 2)θ1)
sinh(n1θ1)

− 4
sinh((n1 − 1)θ1)
sinh(n1θ1)

)
and

B? =
1
2h2

(
3+

sinh((n2 − 2)θ2)
sinh(n2θ2)

− 4
sinh((n2 − 1)θ2)
sinh(n2θ2)

)
and θi satisfies the equation 2 cosh(θi) = 2+γ 2i h

2
i , i = 1, 2. In both cases, using the optimum value for the relaxation parameter

leads to immediate convergence (in the sense of Corollary 5) to the solution of the initial problem.

5. Numerical experiments

The purpose of this section is to verify the above given theoretical results (and in particular Theorems 3 and 8) by
experimentally examining their validity. The robustness of the proposed method with respect to certain parameters of the
differential problems and their decomposition is also examined by means of an elementary sensitivity analysis.
A new problem solving environment based on the general interface relaxation framework and the associated methods

already proposed is under way. For this paper we have implemented the GEO method for 1- and 2-dimensional problems
using MATLAB1and we restricted our experiments to partitions in two or three subdomains. Numerical data that are
associated with the application of the GEO method to decompositions in more than three 1-dimensional subdomains can
be found in [11]. These data together with additional numerical experiments for the method GEO not presented in this
paper, as well as implementations and performance data associated with several other IR schemes can also be found in the
above-mentioned web page.

1 All MATLAB files used to produce the numerical data in this section are available at http://mav.inf.uth.gr/r-and-d/software/interface-relaxation.

http://mav.inf.uth.gr/r-and-d/software/interface-relaxation
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5.1. One-dimensional boundary value problems

Let us consider the following model problem:

Lu ≡ −u′′(x)+ γ 2u(x) = f (x), x ∈ (0, 1), u(0) = u0, u(1) = u1, (21)

where the right-hand-side function f and the boundary values u0 and u1 are selected such that the true solution u(x) is
u(x) = ex+4x(x − 1)(x − .7). For the coefficient γ 2 several values will be considered. We note that the above problem
has been also considered in our preliminary experimental analysis in [11]. Summarizing those experimental findings we
mention that by applying the GEO scheme to the above problem and other similar 1-dimensional problems onemight safely
claim that:

• The GEOmethod converges faster than most of the other IR schemes for a large class of problems.
• Its rate of convergence is minimally affected by the various parameters involved.
• It usually converges in a rather systematic way.
• Its implementation is rather easy.

These observations are further confirmed and enhanced by the numerical data presented in the rest of this section.
Let us now consider the Boundary Value Problems that are associated with (21) and the corresponding three different

configurations (with respect to the values of the coefficient γ 2i , i = 1, 2, 3 and the position of the two interface points x1
and x2) as shown below.

BVPA: x1 = 1/3, x2 = 2/3 and γ 21 = γ
2
2 = γ

2
3 = 4.

BVPB: x1 = 0.2, x2 = 0.7 and γ 21 = γ
2
2 = γ

2
3 = 4.

BVPC: x1 = 0.2, x2 = 0.7 and γ 21 = 2, γ
2
2 = 10 and γ

2
3 = 4.

Each of the three subdomains is discretized using the second order finite difference scheme with step size h (common to all
three subproblems) and uses zero as initial guesses on the interfaces. In Fig. 4 we present the plots of the max norm of the
error u(k)− u for the three boundary values problems considered versus the iteration number k. As can be clearly seen ????
In left part of Fig. 3 we present the contour plots of the experimentally estimated number of iterations required to

reduce the max norm of the difference of two successive iterants, ‖u(k) − u(k−1)‖∞ (u(k) denotes the computed solution
at iteration k = 1, 2, . . .) below 10−5 as a function of the two relaxation parameters involved, ρ1 and ρ2. The stars in these
plots correspond to the experimentally estimated (by systematically varying the values of the relaxation parameters and
comparing the corresponding number of iterations required for convergence) optimal values of the relaxation parameters
ρ1 and ρ2. We mention that for those ‘‘optimum’’ values convergence was achieved in 17, 12 and 10 iterations for BVP A,
BVP B and BVP C respectively.
In the plots in the right part of Fig. 3 we present the contours of the theoretically determined upper bound of the spectral

radius of theGEOmethod associatedwith the three BVP configurations described above. Specifically, we plotmax{|λ1|, |λ2|}
where the λi’s are those given in Eq. (16). The stars in these plots indicate the case where ρi = 1

Ci
, i = 1, 2 which seems

to be a reasonable choice for ‘‘good’’ values since they zero the centers of the Gerschgorin disks of the matrix in (13) while
they keep the spectral radius less than one. For those ‘‘good’’ values λρ1,ρ2 is equal to 0.4063, 0.2404 and 0.1733 for BVP A,
BVP B and BVP C respectively.
The perfectmatching between the theoretical and the experimental data is clearly depicted. Both the convergence region

and the location of the optimum cases are in accordance. We furthermore observe that the variations on the subdomain
splitting and the different γ ’s do not drastically change the region of convergence. It is also seen that when the values of ρ’s
have at least two correct significant digits then reasonably fast convergence is achieved.
We conclude this subsection by presenting in Fig. 5 the history of convergence for the three boundary value problem

configurations considered using ρ1 = ρ2 = 0.14. Specifically, we plot the max norm of relative successive differences
‖u(k)−u(k−1)‖∞
‖u(k)‖∞

versus k. In the plots on the left part of the figure we systematically vary the discretization step of the finite

difference used as follows, h = 0.1/(2i) for i = 0, 1, 2, 3. As is apparent, and in fact very much anticipated, the GEOmethod
does not depend at all on the parameter associated with the discretization resolution on each subdomain. Finally, from the
data shown in the plots on the right part of Fig. 5, we can easily claim that the convergence of the method depends very
little on the value of the coefficient γ 2.

5.2. Two-dimensional elliptic partial differential problems

The convergence analysis of the general case (e.g., arbitrary 2-dimensional decompositions) of theGEOmethod for elliptic
PDEs is currently under development and will be presented elsewhere. Nevertheless, here we would like to experimentally
examine its applicability and its convergence characteristics on simple decompositions. For this let us consider the following
elliptic problem:

Lu(x, y) ≡ −∇2u(x, y)+ γ 2u(x, y) = f (x, y), (x, y) ∈ Ω
u(x, y) = ub(x, y), (x, y) ∈ ∂Ω,

(22)
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Fig. 3. Contour plots of the number of iterations required for convergence (plots on the left) and of the upper bounds of the spectral radius (plots on the
right) with respect to the values of the interface relaxation parameters ρ1 and ρ2 for the three boundary value problems.

where the right-hand-side function f (x, y) and the boundary value function ub(x, y) are selected such that the true solution
u(x, y) is

u(x, y) = ey(x+4)x(x− 1)(x− .7)y(y− .5). (23)

We consider two different PDE problems consisting of the differential equation and the boundary conditions given in (22)
and the two different domains depicted in Fig. 9. Specifically we denote by PDE A the one whose domain is associated with
the plots in the first row of the figure and PDE B the one whose domain is associated with the plots in the second row of the
figure. The decomposition of both PDE problems into three subproblems is also defined by the plots in this figure — the two
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Fig. 4. Plots of max norm of the computed error ‖u(k)−u‖ versus the iteration number k for BVP A (left), BVP B (middle) and BVP C (right) for four different
space discretizations with h = 0.1/(2i) for i = 0, 1, 2, 3.

Fig. 5. Plots ofmax normof the relative difference of two successive iterants versus the number of iterations for different space discretizations h = 0.1/(2i)
for i = 0, 1, 2, 3 (plots on the left) and for different values of the coefficient γ 2 (plots on the right) for the three boundary value problems.

interface points for PDE A are at x1 = 1
3 and x2 =

2
3 while for PDE B are at x1 =

1
5 and x2 =

1
2 . We use zero as initial guess

and unless otherwise explicitly stated we set γ 2 = 2 and we discretize each subdomain using h = 0.05.
Our MATLAB implementation of the GEO method used in the following 2-dimensional experiments is quite general

allowing us to define the wide variety of problems required for our experimental study and beyond. The MATLAB’s



P. Tsompanopoulou, E. Vavalis / Journal of Computational and Applied Mathematics 226 (2009) 370–387 383

Fig. 6. Contour plots of the number of iterations required for convergence with respect to the values of the interface relaxation parameters ρ1 and ρ2 for
the two PDE problems.

PDE Toolbox2 is used to specify the main characteristics of the problem’s subdomains (i.e., geometry, PDE operator and
boundary/interface conditions). The generated MATLAB files are then used by the main script that realizes the interface
relaxation procedure. MATLAB procedures contained in the PDE Toolbox are used to generate and/or refine meshes
(triangular elements) for each subdomain, solve the local PDE problems and show the computed results in the global domain
and on the interfaces. A significant component of our implementation is related to the computation of the updated values
on the interfaces during iterations. These values need to be accurate enough tomatch the accuracy of the local discretization
schemes. For this in each domain we compute the values of the function (u) and its partial derivatives (ux, uy) on a Cartesian
mesh (MATLAB functions tri2grid and gradient2) and use the MATLAB function interp2(. . . , ‘spline’) to get
u, ux, uy on the interfaces. Note that the meshes do not have to match on the interface lines and that interp2 requires a
Cartesian mesh. These values are then easily combined properly and are passed as new boundary conditions for the PDE
problems involved in the next iteration.
In Fig. 6 we plot the contour lines of the experimentally estimated number of iterations required to reduce themax norm

of the difference of two successive iterants below 10−5 as a function of the two relaxation parameters involved, ρ1 and
ρ2. The stars in these plots denote the experimentally determined (by systematic search) optimum value of the relaxation
parameters with which convergence is achieved in 14 and 15 iterations for PDE A and PDE B respectively. Unless otherwise
stated, all numerical data presented in the rest of this sectionwere obtained using as values for the relaxation parameters ρ1
andρ2 the center of the convergence region (15) theoretically determined for the associated ‘‘1-dimensional’’ decomposition
problem. This choice appears to be relatively ‘‘close’’ to optimum in all cases considered.Wenote that the convergence region
shrinks by a factor of approximately 5 as we move from the 1- to the 2-dimensional case. Such behavior has been observed
in other iterative schemes too.
We next plot in Fig. 7, in a way similar to the one used in the 1-dimensional case in Fig. 5, the convergence

history. Specifically we plot the max norm of the relative difference of two successive iterants on the two interface
points as is depicted by the legends on the left versus the number of iterations. We easily arrive at the conclusion
that the rate of convergence is independent of the local discretization resolution h and depends very little on the PDE
coefficient γ 2.
In an effort to obtain an inside picture about the characteristics of the convergence of the GEOmethod for 2-dimensional

problems we present plots of the exact solution and the computed solutions on the whole domain at iterations 1, 3 and 10
in Fig. 9 and on the interface point at iterations 1, 2, 3 and 10 in Fig. 10. We easily see that the high frequency components
of the error are cut off during the first iterations. We also observe the smooth and monotone type of convergence on the
interfaces.

6. Conclusions

The main objective of this paper was to prove and elucidate the convergence characteristics of the GEO interface
relaxation method for simple 1-dimensional problems mainly through a theoretical analysis on both the discrete (Linear
Algebra) and the continuous (PDE) levels. In particularwehave obtained analytical expressions for the relaxation parameters
involved and hence the associated rate of convergence. These expressions in both their continuous (Theorem 3) and discrete
(Theorem 8) forms relate the relation of the IR method with the various parameters of the differential problem, namely

2 http://www.mathworks.com/products/pde/.

http://arxiv.org///www.mathworks.com/products/pde/
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Fig. 7. Plots of max norm of the relative difference of two successive iterants measured at the two interfaces of the two problems PDE A and PDE B versus
the number of iterations. For the plots on the left we set γ 2 = 2 and h = 0.1/(2i) for i = 0, 1, 2, 3 and for the plots on the right γ 2 = 1, 2, 5, 10 and
h = .05.

the coefficients γi’s and the length of each subdomain `i, and exhibit both the effectiveness (rate of convergence) and
applicability (regions of convergence) of themethod. The agreement of the two theoretical approaches is clearly seen, while
the numerical experiments confirm the theoretical results.
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Fig. 8. Plots ofmax norm of the relative true error of the computed solution ‖u(k)−u‖/‖u‖ versus the iteration number k for the configurations considered
in Fig. 7.

Fig. 9. Contour plots of the computed solution at iterations k = 1, 3 and 10 for the two PDE problems.
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Fig. 10. Plots of the true solution and the computed solution on the interfaces at iterations k = 1, 3, 10 for the two PDE problems.

GEO exhibits desirable converge behavior while the fact that its rate of convergence is independent of the local
discretization step is its most important feature. Our theoretical and experimental analyses clearly show that the
convergence of themethod depends (besides the physical parameters of the PDE problem) only on the relaxation parameters
ρi. The various theoretical results presented in Sections 3 and 4 provide uswithmechanisms for selecting proper (or optimal)
values for these relaxation parameters. An additional/alternative mechanism for fine tuning the GEO method, at a higher
conceptual level and for higher-dimensional problems, could beprovidedby thediscussion related to Fig. 1 and thedefinition
of the ρi’s in terms of the wi’s (see Section 2). These wi’s denote the validity of the slope of the (computed) solution on
the interface and there is a possibility that they might be either computationally estimated or determined through the
properties of themathematical model or the associated physical problem. Such fine tuningmechanisms are currently under
development. In general, we may view GEO as a basic iteration scheme (just like the SOR for algebraic linear systems) that
in some cases is not as fast as desired and which can be accelerated though mechanisms like the one mentioned above or
be used as a preconditioner to rapidly converging schemes (like SSOR or AOR for the Conjugate Gradient method in the case
of algebraic equations).
The in-depth understanding of the GEOmethod for 2- and 3-dimensional PDEs is still an open problem. For example, the

analysis of a generalized GEO scheme which involves relaxation parameters that are functions of the space variables will
certainly improve the capabilities of the method. Such a theoretical analysis is challenging and surely beyond the scope of
this paper.

For further reading

Fig. 8, [2].
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