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#### Abstract

In many real-life sports games, spectators are interested in predicting the outcomes and watching the games to verify their predictions. Traditional approaches include subjective prediction, objective prediction, and simple statistical methods. However, these approaches may not be too reliable in many situations. In this paper, we present a sports data mining approach, which helps discover interesting knowledge and predict outcomes of sports games such as college football. Our approach makes predictions based on a combination of four different measures on the historical results of the games. Evaluation results on real-life college football data shows that our approach leads to relatively high accuracy in result prediction.
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## 1. Introduction

Data mining aims to discover implicit, previously unknown and potentially useful information or knowledge from data. These data can be ranged from traditional shopper basket market data ${ }^{1,5,10}$ to the emerging social network data ${ }^{11,12,28}$. These have led to the research problems of social network mining as well as sports data mining ${ }^{15,25,26,27}$. The former helps discover useful knowledge from the linked data about, and interesting relationships among, social entities in social networks; the latter helps predict future game results for some sports (e.g., soccer, American football, basketball, hockey) by using historical game results.

[^0]Many existing sports data mining research projects focus on scheduling of games ${ }^{32}$, visualization of games or players ${ }^{2,21}$, sport advising ${ }^{20}$, as well as identification and extraction of interesting moments or players from sports game video ${ }^{13,16,17,30,33}$. While these research projects are interesting and practical, it is also interesting to predict the outcomes of games (e.g., predict the outcomes of basketball games ${ }^{22,29}$ or soccer games ${ }^{19}$ ).

In general, making predictions ${ }^{3,31}$ is not an easy problem. Traditionally, some human domain experts (e.g., sports commentators, television and other media personalities, former players, coaches) make predictions on the game results based on their experience, instinct, and/or gut feeling. For example, pre-game analysis of televised sporting events often includes expert predictions. These predictions vary in accuracy as they are typically based on subjective claims and anecdotal evidence.

To reduce the subjectivity of making predications based on instinct or gut feeling, a quantitative predictionwhich uses some form of objective data to predict the outcome of a game-is used. For example, some professional domain experts make their objective predictions based on historical results.

Nowadays, there is a growing contingent in the sports community that seeks to look at this research problem of predicting sports outcomes more analytically. In recent years, simple statistical algorithms (e.g., ranking algorithms) have been applied to historical results in the decision making process for the prediction of results for future games. These algorithms typically consider the two teams competing and compare their respective strengths and weaknesses in order to make a prediction. Usually, the longer the historical data, the more accurate are the results. However, predictions based on these simple statistical algorithms may not be very accurate when the two teams have not competed with each other.

The aforementioned problems become worse when trying to make predictions on college football games partially due to the lack of available data for the group of players that make up the teams. Note that the teams competing in a given college football game typically have not previously played each other in the season. Moreover, while a veteran playing in a professional sporting league may have several years of data outlining his past performance, National Collegiate Athletic Association (NCAA) athletes are only allowed to compete in their sports for four seasons. In college football, a good player in a good football program is likely not able to get significant playing time until his third or fourth year in college, further limiting the amount of relevant data. Hence, a logical question to ask is: can sports data mining help obtain more accurate predictions, especially for mining college football data? In response, we focus on mining sports data, especially mining relevant American football data (which spanned over a short period) from cfbstats.com to make accurate predictions on the outcomes of college football games.

The remainder of this paper is organized as follows. The next section provides some background information about American football with a focus on the college football. Section 3 gives related works. We then present our sports data mining approach in Section 4. Evaluation results and conclusions are shown in Sections 5 and 6.

## 2. Background

As this paper focuses on mining and result predictions on college football games, we provide some background information about the game of American football-especially, the games of college football. In a game of American football (also known as gridiron football), two teams compete to see who will score the most points. Each team sends out 11 players, alternating between offense and defence:
(i) The offense is the team with the ball, and attempts to move the ball to the end of the field (or "end zone"). This can be accomplished either by running with the football or by throwing it down the field to one's teammates downfield. Offensive players can be further divided into the following subcategories:
1.1. The backs are the skill players who move the ball forward, with (i) the quarterback primarily doing so by throwing the football and (ii) the running backs doing so by running with it.
1.2. The offensive line is a group of blockers whose job is to protect the backs from the defensive players coming to tackle them.
1.3. The receivers run down the field to catch balls that are thrown forward.
(2) The defence is the team that aims to prevent the offense from moving the ball forward. Ideally, it aims to take the ball away from the offense.

In this paper, we apply sports data mining to analyze American football data from the National Collegiate Athletic Association (NCAA). In particular, we focus on data from the Football Bowl Subdivision (FBS), which is comprised of top-level college football teams in the USA. Generally, college football is highly popular in the USA. The "playoff" system seems to be fairly complicated. Teams in the Football Bowl Subdivision (FBS) are normally divided into conferences, and proceed to play a 12 -game regular season (typically, 7 or 8 games against teams within a conference, and the remaining 5 or 4 against other teams). Some of the conferences then have a conference championship game between their two best teams, adding a 13th game for some teams. Traditionally, the teams are then ranked using a formula that takes into account (i) computerized rankings, (ii) the rankings by the coaches of each team, and (iii) the rankings of key members of the media. The best of these teams are placed into a final "bowl" game, with the highest ranked teams competing for the more prestigious bowls. For instance, at the end of the 2013-14 college football season, the best 70 of 124 teams competed for 35 bowls, with the highest ranked two teams (namely, Florida State University and Auburn University) playing in the Bowl Championship Series (BCS) championship-which is the most prestigious bowl game.

## 3. Related works

The Society for American Baseball Research (SABR) and its various counterparts in other sports have used a number of new statistics that are typically more accurate measures of an individual's or team's abilities than their traditional counterparts. For example, in baseball, sabremetrics are defined as the search for objective knowledge in baseball. Recently, sabremetrics have become more widely accepted amongst baseball fans and decision makers for professional baseball teams. While these statistics are primarily developed to measure the value of individuals, baseball is a sport in which the sum of individuals' performances can be used to measure the success of a team as a whole. Although baseball is a team sport, the successes or failures of individuals can often be viewed objectively and be viewed independent of the successes or failures of the rest of the team.

In American football, it is not easy to view the data collected and the resulting statistics so concretely. If a receiver drops an easily catchable ball, the quarterback's statistics are negatively affected. If an offensive lineman makes a mistake and fails to block properly on a running play, it worsens the statistics of the running back. Even if these kinds of things are taken into account, it is not always entirely clear who is responsible for successes or failures, and how responsible each individual was. Although advanced football statistics are gaining some ground in the mainstream football community, it is much harder to take individual statistics in football and effectively correlate them to wins.

Quantitative prediction models that are currently widely used can be divided into two main categories: (i) simulation based and (ii) statistics based. Simulation based models predict the outcome of a game by running it through a sport-specific simulation engine a single or multiple times. Modern sports video game franchises often use the newest version of their video games to simulate the outcome of a season around the time of their release, which is typically shortly before the start of its sport's respective season. The games are also sometimes used to predict the outcome of a championship game or series. As an example, the Madden NFL video game predicts the outcome of the Super Bowl-an American pro-football's championship game-a week or so before the actual game. The website WhatIfSports.com uses a college football simulation engine to simulate each of the 35 bowl match-ups a thousand times, which correctly predicted $79.8 \%$ of all 2013 FBS games. Being able to make predictions on regular season games is one of the inherent advantages to the simulation based approach. However, the lack of pre-season games and high turnover rate for its players (with new players replacing those who graduated or left college early to play professional sports) in College football would make it difficult for those algorithms that require historical statistics to make meaningful prediction. A drawback of simulation based prediction is that creating such a simulation engine can be very complicated. Moreover, in order to properly run simulations, one needs to keep track of a huge number of qualitative inputs (e.g., each player's skills and tendencies). For example, EA creates player ratings to determine the skills of the players in their games. Although some of these ratings can be created based on objective data, many of them can be considered fully or partly subjective.

In contrast, the statistics based models predict outcomes of games based on the statistics of the competing teams, or the players of the competing teams. For instance, a simple way to predict game outcomes is to always pick the
team with the highest winning percentage $(W P)$, which is defined as the number of wins divided by the number of games played:

$$
\begin{align*}
\mathrm{WP} & =\text { \#Wins / \#Games_Played } \\
& =\text { \#Wins } /(\# \text { Wins }+ \text { \#Losses }) . \tag{1}
\end{align*}
$$

Potential problems with this approach of using the highest winning percentage include (i) two teams may have an identical winning percentage, (ii) the approach does not take into account how easy or difficult the wins were for each team to earn.

Alternatively, another common sports statistic-strength of schedule (SOS) ${ }^{9}$, which measures the opponents' record $(O R)$ and was originally defined as a quotient of the sum of all the opponents' wins divided by the sum of opponents' games played-is used to track the quality of a team's opponents. Moreover, there are some variants of SOS. An example is to define it as a weighted sum of the opponents' record (OR) and the opponents' opponents' record $(O O R)$. Some statistics based prediction models take into account both the winning percentage and SOS statistics. For example, the Ratings Percentage Index (RPI) ${ }^{9}$, which is used as part of the calculation for the NCAA's football rankings, is defined as a weighted sum of (i) winning percentage, (ii) OR, and (iii) OOR:

$$
\begin{equation*}
\mathrm{RPI}=(0.25 * \mathrm{WP})+(0.5 * \mathrm{OR})+(0.25 * \mathrm{OOR}) \tag{2}
\end{equation*}
$$

Additional layers can be added to these statistics based prediction algorithms to increase their complexity, and potentially their success. For instance, Elo ratings system ${ }^{7,8}$, which was originally designed to rank chess players, can be used to compare sports teams and to rank these teams. Given two teams (A and B) and their corresponding strength or ratings (denoted as Elo(A) and Elo(B)), the expected (initial) probability that Team A would win a hypothetical game can be calculated by the following equation:

$$
\begin{equation*}
\text { Expected_Prob }(\mathrm{A})=1 /\left(1+10^{(\mathrm{Elo}(\mathrm{~B})-\operatorname{Elo}(\mathrm{A})) / 400}\right) \tag{3}
\end{equation*}
$$

To improve the accuracy, the ratings are refined after each game has actually taken place. Specifically, if Team A has defeated Team B, then Team A's new rating becomes the sum of (i) its old rating and (ii) probability of A wins, i.e.,

$$
\begin{equation*}
\text { New_Elo }(\mathrm{A})=\text { Old_Elo }(\mathrm{A})+\mathrm{K} *\left(\operatorname{Actual\_ Prob}(\mathrm{~A})-\operatorname{Expected\_ Prob}(\mathrm{A})\right), \tag{4}
\end{equation*}
$$

where K is a constant and Expected_Prob(A) is the initial probability calculated by Equation (3). On the other hand, if Team A has just lost, then its new rating becomes the difference between (i) its old rating and (ii) probability of A wins, i.e.,
New_Elo(A) = Old_Elo(A) - K * (Actual_Prob(A) - Expected_Prob(A)).

The Elo rating is a useful measure for sports games because it provides a reasonable expected winning probability and refines iteratively based on the team's successes and failures. However, there are a few potential problems associated with the Elo rating. First, it weighs every win equally (e.g., a 40 -point victory provides the same adjustment to a team's Elo rating as a 3-point win). Hence, the Elo rating benefits those teams that just barely defeat stronger opponents over those teams that win convincingly against weaker opponents. Second, it is not easy to find a good initial ranking for teams. Although the fairest way would be to give every team in the league the same rating at the beginning of the year, this would prevent a team from archiving a substantial reward to their Elo ratings for defeating a strong opponent early in the season.

Similar to the Elo ratings (which were designed to rank chess players), Pythagorean wins ${ }^{18,24}$ were proposed to measure the success of baseball teams. The intuition is that the number of points (or "runs" in baseball lingo) that a
team scored and allowed was a better way of evaluating a team's strength than the number of games that they won and lost. Specifically, the Pythagorean wins can be theoretically computed by the following equation:

$$
\begin{equation*}
\text { Original_Pyth_Wins }=\mathrm{PF}^{2} /\left(\mathrm{PF}^{2}+\mathrm{PA}^{2}\right) . \tag{6}
\end{equation*}
$$

where PF ("points for") represents the number of points scored by the team and PA ("points against") represents the number of points surrendered.

Practically, the key idea of Pythagorean wins is to project how many wins a team ought to have based on how many points they are scoring and allowing. It was suggested that more accurate football prediction (i.e., the Pythagorean wins would be closest to the number of actual wins) can be obtained if the exponents in the formula were changed from 2 to 2.37:

$$
\begin{equation*}
\text { Pyth_Wins }=\mathrm{PF}^{2.37} /\left(\mathrm{PF}^{2.37}+\mathrm{PA}^{2.37}\right) . \tag{7}
\end{equation*}
$$

This statistic has the opposite effect to a team's perceived value when compared with the Elo ratings. With Pythagorean wins, teams are rewarded for the margin of victories and defeats, ignoring the number of wins and losses and the quality of opponents all together.

Example 1. To demonstrate the difference among the above formulas, let us consider Table 1.
Table 1. Statistics for Teams A and B for the prediction of the winner based on (i) WPs, (ii) RPI, (iii) Elo rating, and (iv) Pythagorean wins.

| Team | Wins | Losses | OR | OOR | Elo | PF |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 5 | 1 | 0.556 | 0.611 | 1850 | 112 |
| B | 0 | 6 | 0.500 | 0.512 | 1200 | 41 |

For the following four statistics used in this example to predict the outcome of a hypothetical game between Teams A and B, a higher value for statistics will mean that team is more likely to win:
(i) By considering only the winning percentages (WPs), Team A is superior to Team B because the WPs of Teams A and B are $5 /(5+1) \approx 0.833$ and $0 /(0+6)=0$, respectively. Thus, Team A would be the predicted winner.
(ii) When considering ratings percentage index (RPI), Team A is again superior to Team B because RPIs of Teams A and B are $\left(0.25^{*} 0.833\right)+(0.5 * 0.556)+\left(0.25^{*} 0.611\right)=0.639$ and $\left(0.25^{*} 0\right)+(0.5 * 0.500)+(0.25 * 0.512)=$ 0.378 , respectively.
(iii) Moreover, Team A with the Elo rating of 1850 is more superior to Team B with the Elo rating of 1200, i.e., a 650-point difference.
(iv) Similar comments apply when using the Pythagorean wins. Although there is a large difference between the points Team A has scored ( PF for $\mathrm{A}=112$ ) and the number of points that Team B has scored ( PF for $\mathrm{B}=41$ ), but there is a small difference in the number of points either team has surrendered (PA for A is 57 and PA for B is 153 ). As Pythagorean wins for Teams A and B are $112^{2.37} /\left(112^{2.37}+57^{2.37}\right) \approx 0.832$ and $41^{2.37} /\left(41^{2.37}+153^{2.37}\right)$ $\approx 0.042$ respectively, Team A is gained the predicted winner (with higher Pythagorean wins than Team B).
To summarize, for all four statistics, Team A is the predicted winner over Team B.
Example 2. Similar to Example 1, let us consider Table 2 for games between Teams C and D.
Table 2. Statistics for Teams C and D for the prediction of the winner based on (i) WPs, (ii) RPI, (iii) Elo rating, and (iv) Pythagorean wins.

| Team | Wins | Losses | OR | OOR | Elo | PF | PA |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C | 4 | 2 | 0.444 | 0.412 | 1600 | 72 |  |
| D | 2 | 4 | 0.583 | 0.517 | 1450 | 81 |  |

By considering only the WPs, Team C is superior to Team D because the WPs of Teams C and D are $4 /(4+2) \approx$ 0.667 and $2 /(2+4) \approx 0.333$, respectively. Thus, Team C would be the predicted winner. Similar comments apply to the Elo ratings ( 1600 for Team C vs. 1450 for Team D).

However, it is interesting to observe that a different result is predicted when using the RPI or Pythagorean wins. To elaborate, as the WPs of Teams C and D are 0.667 and 0.333 , the RPIs of Teams C and D are $(0.25 * 0.667)+$ $(0.5 * 0.444)+\left(0.25^{*} 0.412\right) \approx 0.492$ and $\left(0.25^{*} 0.333\right)+(0.5 * 0.583)+\left(0.25^{*} 0.517\right) \approx 0.504$, respectively. This means that Team $D$ is the predicted winner. Moreover, the Pythagorean win also favours Team D (with Pyth_Wins $\left.\approx 81^{2.37} /\left(81^{2.37}+75^{2.37}\right) \approx 0.545\right)$ over Team $C$ (with Pyth_Wins $\approx 72^{2.37} /\left(72^{2.37}+73^{2.37}\right) \approx 0.492$ ). Pythagorean wins suggested that, up to this point, Team $D$ has been fortunate to have as much success as it has had, while Team C comparably unfortunate. When predicting the results over a 12-game season, Pythagorean wins suggest that (i) Team D would win $0.545 * 12 \approx 7$ games and (ii) Team C would only win $0.492 * 12 \approx 6$ games.

To summarize, unlike Example 1 (where one team is unanimously predicted to be the winner regardless which of the four statistics were applied), different prediction results are obtained here when using different statistics. For instance, (i) Team C is the predicted winner when using WPs or the Elo ratings, but (ii) Team D becomes the predicted winner when using the RPI or Pythagorean wins.

Christodoulou ${ }^{4}$ considered an alternative rankings-based approach and suggested that margins of victory should matter. He went through every game during the regular season and awards portions of 1 point to each competing team depending on who won and the margin of victory. For example, "in the case of three 7-point victories, a 42-35 win earns 0.542 , a $14-7$ win earns 0.630 , and a $7-0$ game still earns 0.769 ". This approach seems to give preference to good defence over good offense. Larger margins of victory also add more points for the victor. The results are adjusted by the strength of schedule (SOS) of each team, based on the rankings. Because the strength of schedule requires the strength of the teams (which, in turn, relies on the strength of schedule), this entire process is iterated until the rankings are no longer fluctuate. Christodoulou suggested that "a full regular season usually requires about 175 iterations until the system reaches stability". Again, this approach picks the teams based on their rankings in this stable system. We label this as "Christodoulou's first approach" in the evaluation results in Section 4.

Christodoulou ${ }^{4}$ also introduced another algorithm. Instead of considering margins of victory, this algorithm goes through the list of game results, and calculates four statistics for each team: (i) points per game (PF), (ii) points against per game (PA), (iii) offensive output (Off_Output), and (iv) defensive output (Def_Output). Offensive output is the percentage of points that a team scores against their opponents relative to how many points these opponents typically allow. Defensive output is the percentage of points that a team allows to their opponents relative to how many points their opponents typically score. Moreover, Christodoulou suggested that these statistics "can be used to predict the game score". So, we could simply combine everything and take the averages. We label this as "Christodoulou's second approach" in the evaluation results in Section 4.

Example 3. Consider a game between Teams E and F , with F (before playing Team E ) having $\mathrm{PA}=10.0$. On the one hand, if team E scores 20 points, then its offensive output for that game would be $20 / 10.0=200 \%$. On the other hand, if Team E only scores 3 points, then its offensive output would be $3 / 10.0=30 \%$.

Example 4. Let us consider another game between Teams E and F, whose statistics appear in Table 3.
Table 3. Statistics for Teams E and F for the prediction of game results based on PF, PA, Off_Output, and Def_Output.

| Team | PF | PA | Off_Output | Def_Output |
| :---: | :---: | :---: | :---: | :---: |
| E | 30.5 | 15.0 | $150 \%$ | $50 \%$ |
| F | 22.0 | 10.0 | $125 \%$ |  |

Based on the above table, as (i) Team E normally scores 30.5 points per game (i.e., $\mathrm{PF}(\mathrm{E})=30.5$ ) and (ii) Team F only allows a team to score $40 \%$ of what it typically does, this leads to $30.5 * 40 \%=12.2$ points. As (i) Team F normally allows 10.0 points against per game (i.e., $\mathrm{PA}(\mathrm{F})=10.0$ ) and (ii) Team E's offensive output suggests that it typically scores $150 \%$ of what opponents allow, then this leads to $10.0 * 150 \%=15$ points. So, the average is $(12.2+15$ points $) / 2=13.6$ points $\approx 14$ points.

Similarly, as (i) Team F should be able to score to 11 points based on Team E's defensive output (because $\operatorname{PF}(\mathrm{F}) * \operatorname{Def}$ _Output $(\mathrm{E})=22.0 * 50 \%=11$ points) but (ii) F should muster 18.75 points based on Team F's offensive output (because $\mathrm{PA}(\mathrm{E}) * \operatorname{Off}$ Output $(\mathrm{F})=15.0 * 125 \%=18.75$ points), this leads to an average of $(11+$ 18.75 points) $/ 2=14.875$ points $\approx 15$ points. Hence, Team $F$ is predicted to defeat Team E by a score of 15-14.

Delen et al. ${ }^{6}$ used three prediction methods-namely, (i) neural networks, (ii) decision trees, and (iii) support vector machines (SVMs) to predict the 2010-11 bowl season based on the data collected from every bowl game between the 2002-2003 and 2009-2010 seasons (for a total of eight seasons), with "a dataset which included 36 variables, of which the first six were identifying variables ... followed by 28 input variables ... and finally, the last two [being] output variables". Their neural network consisted of a multi-layer perceptron (MLP) with a backpropagation supervised-learning algorithm. Classification and regression trees were used for the decision tree. The accuracy of predictions based on the neural network, decision tree, and support vector machine were $71.43 \%$, $74.29 \%$, and $82.86 \%$, respectively.

The aforementioned statistics-based and simulation-based models are similar in the sense that they directly compare and contrast two competing teams. While this can be viewed as a benefit, there exists an unavoidable uncertainty of how two teams will matchup against one another when a future game is played. In order to avoid that direct comparison altogether, other comparisons would need to be made, introducing a different set of uncertainties.

## 4. Our sports data mining approach

Here, we present our sports data mining approach, which avoids calculating which of the two competing teams is more likely to win. The key idea is that we analyze a set of teams that are the most similar to each of the competing teams, find the results of the games between the teams in each of the two sets, and use those game results to predict the outcome of the game between the original two teams.

Our approach analyzes past game results and a number of statistics about each of the teams from each of those games (e.g., passing attempts, rushing attempts, and turnovers for and against). After scanning the statistical data, they are stored in two data structures: (i) a list storing every game played over a given time and (ii) another list storing all teams with their corresponding statistics from the season. Our approach then parses the team lists and creates a map with every point representing a team. The distance between two points on the map is proportional to their similarity. More specially, to find all of the teams that are similar to a given team, our approach represents each team as a point on a 4-dimensional space representing four different statistics: (i) RPI, (ii) Pythagorean wins, (iii) offensive strategy, and (iv) turnover differential.

Recall that RPI and Pythagorean wins, which measure the overall strength of teams, can be computed as follows:

$$
\begin{aligned}
& \text { RPI }=(0.25 * \mathrm{WP})+(0.5 * \mathrm{OR})+(0.25 * \mathrm{OOR}) \text {, and } \\
& \text { Pyth_Wins }=\mathrm{PF}^{2.37} /\left(\mathrm{PF}^{2.37}+\mathrm{PA}^{2.37}\right) .
\end{aligned}
$$

Offensive strategy measures how the offense prefers to move the ball forward, passing or rushing:
Offensive_Strategy $=$ Passing_Attempts $/$ Rushing_Attempts.
Note that, as the ideal goal of a defence is to try to take the ball away from the offense, turnover refers to an unplanned change in possession of the football. Hence, a team's turnover differential is defined as the number of
times they take the ball away from an opposing team (takeaway) minus the number of times that the team turns the ball over to the other team (giveaway), i.e.,

Turnover_Differential = Takeaways - Giveaways, where
(9.1) Takeaways $=$ Interceptions + Fumbles_Recovered, and
(9.2) Giveaways $=$ Interceptions_Lost + Fumbles_Lost.

We normalize these four statistics. Specifically, to weigh the statistics, we find their maximum and minimum values. The minimum values for all four statistics are 0 ; the maximum values for RPI, Pythagorean wins, offensive strategy, and turnover differential are $150,100,50$, and 50 , respectively. In other words, (i) RPI $\in[0,150]$, (ii) Pyth_Wins $\in[0,100]$, (iii) Offensive_Strategy $\in[0,50]$, and Turnover_Differential $\in[0,50]$. Then, our sports data mining approach sums the values for the four statistics. The team with the highest sum is the predicted winner.

## 5. Evaluation results

To evaluate our sports data mining approach, we used real-life statistical data from cfbstats.com for past college football games (e.g., regular season college football games between 2005-2006 and 2013-2014) and a number of statistics about each of the teams from each of those games (e.g., passing attempts, rushing attempts, and turnovers for and against).

To illustrate our evaluation, let us consider Example 5 showing a case drawn from the aforementioned statistical data. In the example, we analyze a future game between Teams G and H by first determining the similarity among all teams and then adding scores to the predicting teams. The team in the predicting pairs having the higher sum would be the predicted winner.

Example 5. Given from this real-life sports database that (i) Teams J and K are similar to Team G with the distance between $G$ and $J$ be $\operatorname{dist}(G J)=2$ and that between $G$ and $K$ be $\operatorname{dist}(G K)=4$, and (ii) $T e a m ~ L$ is similar to Team H with the distance between H and L be $\operatorname{dist}(\mathrm{LH})=2$. Then, as a means of accounting for closeness, we divide them by the sum of the distance between the predicted teams and the already played teams $(+1$ when no game has been played between either team) before adding the points.

If (i) no game has been played between G and H but (ii) J (which is similar to G ) defeated L (which is similar to H ) with a score of $24-17$, then we add $24 / 5=4.8$ points to $G$ and add $17 / 5=3.4$ points to H. Here, the denominator 5 is the sum of distances: $\operatorname{dist}(\mathrm{GJ})+\operatorname{dist}(\mathrm{JL})+\operatorname{dist}(\mathrm{LH})=2+1$ (already played) +2 .

Next, with additional information that (iii) K (which is similar to G ) lost to L (which is similar to H ) with a score of $10-35$, we add another $10 / 7 \approx 1.429$ points to G and another $35 / 7=5$ points to H . Here, the denominator 7 is the sum of distances: $\operatorname{dist}(\mathrm{GK})+\operatorname{dist}(\mathrm{KL})+\operatorname{dist}(\mathrm{LH})=4+1$ (already played) +2 .

Now, as H has a higher sum ( $\mathrm{of} 3.4+5=8.4$ points) than $G$ (having a sum of $4.8+1.429=6.229$ points), Team H is predicted to defeat G .

Next, we test the accuracy of our sports data mining approach in predicting NCAA bowl games at the end of each of the aforementioned seasons. Although many prediction models list results over the course of the entire season, many of these games are mismatched (e.g., one participating team is clearly stronger than their opponent). Teams that are selected for bowl games are often relatively evenly matched, making predicting the outcome more challenging.

First, we compared our approach with existing models (e.g., WhatIfSports.com's simulations, Christodoulou's approaches ${ }^{4}$, as well as Delen et al.'s three prediction models on neural network, SVM and the decision tree ${ }^{6}$ ) with data from the 2010-2011 season. The comparison results shown in Table 4 indicate that our approach-which considers four statistics-leads to relatively high accuracy of $91.43 \%$ for the $2010-2011$ season (cf. accuracy ranging from $57.14 \%$ to $82.86 \%$ by other existing models) in predicting the results for the College Football games.

Table 4. Comparison between our approach and existing models for the 2010-2011 season.

| The 2010-2011 season | \#Wins (among 35 bowls) | Accuracy |
| :--- | :---: | :---: |
| Whatifsports.com | 20 | $57.14 \%$ |
| Christodoulou's first approach $^{4}$ | 23 | $65.71 \%$ |
| Christodoulou's second approach $^{4}$ | 24 | $68.57 \%$ |
| Neural network $^{6}$ | 25 | $71.43 \%$ |
| Support vector machine $^{6}$ | 26 | $74.29 \%$ |
| Decision tree $^{6}$ | 29 | $82.86 \%$ |
| Our sports data mining approach | 32 | $91.43 \%$ |

Next, we compared our approach with existing models (e.g., WhatIfSports.com's simulations, and Christodoulou's approaches ${ }^{4}$ ) with data from the 2011-2012 season. The comparison results shown in Table 5 indicate that our approach-which considers four statistics-again leads to relatively high accuracy-this time, $97.14 \%$ for the 2011-2012 season (cf. accuracy of $68.57 \%$ by other existing models) in predicting the results for the College Football games. Here, we did not compare with Delen et al.'s three prediction models on neural network, SVM, and the decision tree because they only reported their results for the 2010-2011 season ${ }^{6}$.

Table 5. Comparison between our approach and existing models for the 2011-2012 season.

| The 2011-2012 season | \#Wins (among 35 bowls) | Accuracy |
| :--- | :---: | :---: |
| Whatifsports.com | 24 | $68.57 \%$ |
| Christodoulou's first approach $^{4}$ | 24 | $68.57 \%$ |
| Christodoulou's second approach ${ }^{4}$ | 24 | $68.57 \%$ |
| Our sports data mining approach | 34 | $97.14 \%$ |

Similarly, we also compare our approach with existing models with data from the 2012-2013 and 2013-2014 seasons. The comparison results again indicate that our approach-which considers four statistics-leads to relatively high accuracy in predicting results for College Football games. For instance, Pedersen ${ }^{23}$ accurately predicted 19 wins. Mandel ${ }^{14}$ and WhatIfSports both accurately predicted 20 wins. Preliminary results of our sports data mining predicted more wins (e.g., at least four more wins) for the 2013-2014 season. As ongoing work, more analyses are conducted.

## 6. Conclusions and future work

In this paper, we presented a sports data mining approach to predict the winners of college football bowl games. Instead of using the traditional approach of comparing the statistics of the two competing teams and projecting the outcome, our approach predicts the outcomes based on the historical results of games. The competing teams are compared to other teams, and game results are pulled from those similar teams and used in the prediction algorithm. The evaluation results show the accuracy of our sports data mining approach in predicting the outcomes of bowl games in recent seasons. As future work, we plan to analyze data for future college football bowl games seasons and/or other sports games.
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