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ABSTRACT 

It is proved that a matrix A over an integral domain admits a l-inverse if and only 
if a linear combination of all the r x r minors of A is equal to one, where r is the rank 
of A. Some results on the existence of Moore-Penrose inverses are also obtained. 

1. INTRODUCTION 

Let R be an integral domain, i.e., a commutative ring with no zero divisors 
and with 1. We consider matrices and vectors over R. 

Let A be an m x n matrix. An n X m matrix G is called a l-inverse (also 
called a generalized inverse, as in [4]) if G satisfies the equation 

AGA=A. (1) 

One can easily see that G is a l-inverse of A if and only if whenever 
A.z = y has a solution, Gy is a solution of AZ = y. A matrix A is said to be 
regular if it has a l-inverse. 

The theory of l-inverses of matrices over fields is quite well developed in 
the literature. The ring of integers 2 and the ring W[x] of all polynomials in a 
variable x over the field of real numbers Iw are important examples of integral 
domains which are not fields. But these two rings are principal ideal rings, 
and for matrices over such rings the theory of l-inverses was studied in [2], 
[3], [41, [51 and [61. 

The ring Z[x] of polynomials in a variable x over the ring of integers 2 
and the ring Iw[x, y] of polynomials in variables x and y over the field of real 
numbers [w are two more important examples (see [6]) of integral domains. 
However, these two rings are not principal ideal rings, and so the results of [4] 
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are not applicable. In [lo] some nice characterizations of matrices over these 
two rings which admit l-inverses were given. 

It is the purpose of this paper to give necessary and sufficient conditions 
for a matrix over a general integral domain to admit a l-inverse. The 
nonavailability of the Smith normal form for matrices over integral domains 
necessitates a treatment entirely different from that given in [4]. We obtain 
our results by a careful and fine analysis of the minors of a given matrix. We 
also obtain some results about MoorePenrose inverses of matrices over 
suitable integral domains. 

Let us once for all fix an integral domain R. An element of R is called a 
unit if it has an inverse. The determinantal rank of a matrix A is defined as 
the size of the largest nonvanishing determinantal minor and is denoted by 
p(A). From the Cauchy-Binet formula (see [9, Exercise 2.6, p. 331 or [l, p. 
3981) one readily sees that p(AB) < p(A), p(B). In case I? is a field the 
determinantal rank coincides with the usual concept of rank. 

We shall use all the usual properties of determinants in the sequel. If A is 
an men matrix, a={&,& ,..., i,)c{1,2 ,..., m}, and /3=(j,,g ,..., j?}c 
0,2,..., n}, then A”p stands for the submatrix of A determined by the rows 
with indices in (Y and the columns with indices in p. In case (Y = {1,2,. . . ,m} 
we shall denote A> by A,, and in case j3 = {1,2,. . . , n} we shall denote A> by 
A”. For a square matrix B, JB) stands for the determinant of B, and if bij is the 
(i, j)th element of B, then alBl/ab,, is the coefficient of bij in the expansion 
of IBI. Tr(B) stands for the trace of B, and BT stands for the transpose of B. 

We shall also use some results about compound matrices (see [S]). If A is 
an m x n matrix and if r < m, n, then the rth compound matrix C,(A) is the 
matrix whose ((u, p) element is A”p where (Y runs over all r-element subsets of 
{1,2,..., m) and /.I nms over all r-element subsets of (1,2,. . . ,n}. From the 
Cauchy-Binet formula one easily sees that C,(AB) = C,(A)C,(B) (see [B]). 

2. RIGHT INVERSES AND LEFT INVERSES 

It is well known that a square matrix A over R has an inverse if and only if 
(Al is a unit of R. 

We shall start our results by giving conditions for the existence of right (or 
left) inverses. 

THEOREM 1. Let R be an integral domain, and let A be an m X n matrix 
over R. Then the following are equivalent: 

(i) A has a right inverse. 
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(ii) A is regular and p(A) = m. 
(iii) C,(A) has a right inverse. 

A similar result also holds for lej? inverses. 

Proof. (i) * (ii): If B is a right inverse of A, AB = I. Since p(Z) = m, we 
have that p(A) = m. Clearly B is a l-inverse of A. 

(ii) = (iii): If B is a l-inverse of A, i.e., ABA = A, then we have that 
C,(A)C,(B)C,(A) = C,(A). Observe that C,(A) is a row vector, C,(B) is a 
column vector, and since p(A) = m, C,(A) is a nonzero vector. This implies 
that (since R is an integral domain) C,(A)C,,,(B) = 1, i.e., a linear combina- 
tion of all the m X m minors of A is equal to one. 

(iii) * (i): Suppose that EIAP( cP = 1 for some elements cp of R, with the 
summation taken over all subsets /3 of {1,2,, . . ,n} consisting of m indices. If 
we write bik = 8(EjAPJcp)/&z,,, then 

for any fixed k. Now for 1 *k, Cr=Iulibik can be expressed as &ID,lc,, 
where Da stands for the &columned minor of D, the matrix obtained from A 
by replacing the kth row of A with the lth row of A and keeping the rest of 
the rows as they were. Since lDpl = 0 for all /I, we have that E~=iulib,, = 0 if 
2 * k. Thus if B is the n X m matrix whose (i, j)th element is bi i, then B is a 
right inverse of A. 

As a corollary we have 

COROLLARY 2. ,%t A 
following are equivalent: 

be an m x n matrix with p(A) = m. Then the 

(i) A has a right inverse. 
(ii) A is regular. 
(iii) A linear combination of all the m X m minors of A is equal to one. 

REMARK 3. We in fact have that for a matrix A of full row rank a matrix 
G is a right inverse if and only if it is a l-inverse. 

The technique of the proof of Theorem 1 gives a criterion for the existence 
of l-inverses for matrices which admit a rank factorization, i.e., for some B 
and C, A = BC where B is of order m X r, C is of order r x n, and r = p(A). 



182 K. P. S. BHASKARA RAO 

THEOREMS. Let A be a matrix of rank T which admits a rank factorizu- 
tion. Then A has a l-inverse if and only if a linear combination of all the 
r X r minors is equal to one. 

Proof. Let A = BC be a rank factorization of A. If G is a l-inverse of A, 
then BCGBC = BC. Since B is a full column rank matrix, C is a full row rank 
matrix; and since R is an integral domain, we have that CGB = I. This implies 
that C,(C)C,(G)C,(B) = C,(Z) = 1. Hence Tr(C,(C)C,(G)C,(B)) = 
Tr(C,.(B)C,(C)C,(G)) = Tr(C,(A)C,(G)) = 1, i.e., a linear combination of all 
the r x r minors of A is equal to one. 

“If” part: If A = BC is a rank factorization of A and if a linear combina- 
tion of all the r x r minors of A is equal to one, by the formula IA:] = IB”ljCpl 
we have that a linear combination of all the r x r minors of B is equal to one 
and also that a linear combination of all the r x r minors of C is equal to one. 
By Theorem 1, B has a left inverse BL I, and C has a right inverse C, I. Then 
clearly C, ‘Bi ’ is a l-inverse of A. n 

REMARK 5. Our task of characterizing all the matrices having l-inverses 
would have been complete if every matrix over R had a rank factorization. 
However, this is not true. Let R be the ring generated by 1, x2, xy, and y2 in 
Iw[x, y]. Then the matrix 

x2 xy I 1 XY Y2 

has no rank factorization over R. 

REMARK 6. We would like to bring out an important point of the above 
proof. If A = DE and if a linear combination of all the s X s minors of A is 
equal to one, then a linear combination of all the s x s minors of D (and of E) 
is also equal to one. 

3. l-INVERSES 

The results of the previous section make one conjecture that a matrix A 
over R of rank r has a l-inverse if and only if a linear combination of all the 
r x r minors of A is equal to one. This indeed is true, as will be shown in 
Theorem 8. 
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As a preliminary to Theorem 8, let us first consider a special case, namely, 
p(A) = 1. 

THEOREM 7. LetA beanmXnmatrixwithp(A)=l. Letaijstandfor 
the (i, j)th element of A. Then A is regular if and only if a linear combination 
of all the elements of A is equal to one. lf I&aijgii = 1, then the matrix G 
whose (i, j)th element is g i j is a l-inverse of A. Indeed, this fnm gives all the 
l-inverses of A. 

Proof Suppose that G is an n X m matrix such that AGA = A. Since 
p(A)= 1, there are indices k and 1 such that akl * 0. Then akl = Ci,,akjgiiai,. 
Again, since p(A) = 1, every 2X2 minor of A vanishes. So for any k, 1, j, and 
i, akjail = aklaij Hence akl = a,,&, jaijgii, i.e. Ci, jaijgji = 1. 

Retracing the steps, we get the proof of the “if” part also. n 

Now we present our main theorem. 

THEOREM 8. Let A be an m x n matrix with p(A) = r. Then the follow- 
ing are equivalent: 

(i) A is regular. 
(ii) C,(A) is regular. 
(iii) A linear combination of all the r X r minors of A is equal to one. 

We need a result on compound matrices for the proof of this theorem. 
This result is known [8, p. 1711, but we shall supply a simple proof here. 

LEMMA 9. Let A be an m X n matrix with p(A) = r. Then p(C,(A)) = 1. 
In other words C,(A) is a nonzero matrix, and if a, y are two subsets of 

(1,2,..., m} and /?, S are two subsets of {1,2,. . . , n} each containing r indices, 
then jA;llAij = IA*,J/AyPl. 

Proof. Without loss of generality let us assume that IA>] * 0. Let F be 
the field of quotients of R. Then A, considered as a matrix over F, is of rank r, 
and p(A;) = r. Hence there is a matrix B over F such that A*, = A;B. 
Similarly, since the r rows of A with the indices from a form an independent 
set and since p(A) = r, every row vector in A is a linear combination (with 
coefficients from F) of the rows of A with indices in 0~. Thus there is a matrix 
C over F such that A’p = CA”p and AY, = CA: = CA*pB. Since all the matrices 
involved are square matrices, we have our result. n 
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Proof of Theorem 8. (i) j (ii) is clear. 
(ii) * (iii) follows from Theorem 7, because p(C,(A)) = 1 by Lemma 9. 
(iii) * (i): Suppose that &Z,jA*,lc,, = 1 for some elements caP from R, 

where the summation is taken over all subsets (Y of (1,2,. . . , m} and p of 

(1,2,..., n} consisting of T indices. Then for any 1~ k < m and 1~ 1~ n, we 

have 

where the summation is taken as before. 
For any fixed (Y = {ir, i,,.. .,i,} and p = {jr, ja,. ..,$} consider the matrix 

B= 

aill 

'i,l 

A” P _---L . . 

ai I r 

akjl, akg,. . . ,aki akl 

Since p(A) = r (irrespective of whether k E a or 1 E /3 or not), 1 B( = 0. Hence 

The equation ( * ) becomes 

By interchanging the summations inside and outside the square brackets we 
obtain 

If we call the quantity inside the square brackets gji, then we have that the 
matrix G whose (i, j)th element is gi j is a l-inverse of A. n 
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It is interesting to note that 

REMARK 10. Theorem 8 applied to matrices over the ring of polynomials 
in several variables with integer coefficients solves a problem posed in the last 
section of [6]. An earlier solution was obtained in [lo]. 

REMARK 11. The absence of the Euclidean algorithm and the absence of 
the Smith normal form for matrices over 2 [x] and for matrices over II8 [ x, y] 
forbid us to use the algorithm given in [4] to calculate the l-inverses. It would 
be interesting and useful to obtain an algorithm to calculate the l-inverses of 
matrices over 2 [x] and [w [ x, y ] when they exist. 

REMARK 12. If R is a commutative ring without zero divisors and 
without 1 (i.e., an integral domain without the multiplicative identity), no 
matrix over R has a l-inverse. This follows from the proof of Theorem 8 and 
from the fact that for a, b from such an R, ab can never be equal to b. Thus 
to talk about the existence of l-inverses of matrices over a commutative ring 
without zero divisors, it is essential to assume that there is a multiplicative 
identity in the ring. 

REMARK 13. If R is a commutative ring with zero divisors, the problem 
of characterizing matrices over R admitting l-inverses seems interesting, 
especially because the techniques of this paper break down in that case. 

4. MOORE-PENROSE INVERSES 

For matrices over an integral domain R consider the Moore-Penrose 
equations 

AGA=A, (1) 

GAG=G, (2) 

(AG)~ = AG, (3) 

(GA)~ = GA. (4) 



186 K. P. S. BHASKARA RAO 

For an m X n matrix A, an n X m matrix G which satisfies all the above 
equations is called a (1,2,3,4>inverse or a Moore-Penrose inverse of A and is 
denoted by A’ (it is necessarily unique). 

The following theorem, which is an analogue of Theorem 6 of [4], helps us 
characterize all these matrices over 2 [x] which have Moore-Penrose inverses. 

THEOREM 14. Let the integral domain R satisfy the condition 

al = af + ai + . . . + a”, impliesthat a2=a3=.-. =a,=O. 

Then for a matrix A, A’ exists if and only if there exist permutation matrices P 
and Q and a unit M (i.e., ) M 1 is a unit of R) such that 

A=P M ’ I 1 0 0 0. 

ln this case 

QT[ M;’ ;]P’.=A+. 

Proof Using the hypothesis on R, it is easily seen that if E” = E = ET, 
then there is a permutation matrix P such that 

1 0 PTEP= o o . 
[ 1 

Now suppose G = Ai exists. Then by the above observation there are permu- 
tation matrices P and Q such that 

PTAGP = [i i] and QGAQ~=[~ i]. 

Then 

PTAQT = ( PTAGT)(QGPPTAQT) = PTAQT [ f, ;] = [A”, ;] 
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and 

pTAQT=(PTAQTQGP)(PTAQT)= [:, ;]PrAQr= [; :] 

for some M, A,, and A,. This implies that 

PTAQT= ; “0 . [ 1 
Now, since A has a l-inverse, M 0 

[ 1 o o also has a l-inverse, and by 

Theorem 10, a linear combination of all the T X T minors of M 0 
[ 1 o o is equal 

to one. Since M is of order r X r, where r is the rank of A, we have that 1 M 1 is 
a unit of R. n 

We shall now show 

COROLLARY 15. For a nzatrix A over the ring Z[x,, x2,.. .,x,,] of poly- 
nomials in several variables with integral coefficients, At exists if and only if 
there are permutation matrices P and Q and a unit M such that 

Asp M ’ 
[ 1 0 0 0. 

Proof. Let us verify that the ring Z [ xl, x2,. . . ,x,] satisfies the hypothesis 
of Theorem 14. For this, since Z satisfies that hypothesis, it is sufficient to 
verify that R[x] satisfies the hypothesis of Theorem 14 whenever R does. 

If a, = a: + ai + . . . + a”, where al, a 2,. . . ,an are elements of R[x], then 
by equating the coefficients of the maximum positive degree possible in the 
equation one sees that the degree of x in the equation is reduced. A repeated 
application of this procedure reduces the equation to an equation in R. Hence 
the result. n 

REMARK 16. The proof of Theorem 14 given here is considerably simpler 
than the proof of Theorem 6 of [4] and avoids the use of the Smith normal 
form. 

Similar to Theorem 2 of [5], using the technique of the proof of Theorem 
14, one can also obtain a characterization of all the matrices over W[x, y] 
which admit Moore-Penrose inverses. 
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THEOREM 17. Let A be a matrix over W[ I, y]. Then A’ exists if and only 
if there exist (real) orthogonal matrices P and Q and a unit M (i.e., 1 M 1 is a 
nonzero real number) such that 

A=p M o 
[ 1 0 0 0. 

In this case 

REMARK 18. Concerning the existence of {1,3>inverses and {1,4)- 
inverses, analogues of Theorem 7 of [4] for matrices over Z[X, y] and 
Theorem 6 of [5] for matrices over Iw[x, y] can also be obtained. 

Thanks are due to Dr. A. R. Rao for many valuable discussions during the 
preparation of the original version of this paper, which contained most of the 
present results in a different form. The use of compound matrices was 
suggested by the referee, and this led to the present greatly improved version 
of the original paper. Part (ii) of Theorem 8 and the availability of Lemma 9 
in [8] were suggested by the referee. The author also expresses his appreciation 
to the referee for suggestions on improving the presentation and content of the 
paper. The original version. of this paper was written in February 1980, and 
the author’s attention was drawn at a later date to [lo]. 
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