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Abstract

The dual coalgebra of Podleś’ quantum sphereOq(S2
c) is determined explicitly. This result i

used to classify all finite-dimensional covariant first-order differential calculi overOq(S2
c) for all but

exceptional values of the parameterc.
 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction

Podlés’ quantum sphereOq(S2
c) [10] is one of the best investigated examples

a quantum space, i.e., of a comodule algebra over theq-deformed coordinate ring o
some affine algebraic group. Nevertheless, classification of covariant first-order diffe
calculus (FODC) overOq(S2

c) in the sense of Woronowicz [13] has so far been achie
only under additional assumptions and in low dimensions. In [11] certain 2-dimens
covariant FODC overOq(S2

c) which in many respects behave similarly as their class
counterparts have been classified. It turned out that only in the so-called quantum su
casec = 0 such a calculus exists and is then uniquely determined. All covariant F
which as right modules are freely generated by the differentials of the generatoei ,
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i = −1,0,1, of Oq(S2
c) have been determined in [1]. It was shown by compu

calculations that for all but exceptional values ofc exactly one such calculus exis
Finally, in [3] a general notion of dimension of covariant FODC was introduced an
2-dimensional covariant FODC overOq(S2

c) have been classified.
In the present paperall finite-dimensional covariant FODC overOq (S2

c) for all
but exceptional values ofc are classified. It turns out that for genericc there exists
precisely one irreducible covariant FODC for any irreducibleOq(SL(2))-subcomodule o
Oq(S2

c). The subcomoduleC · 1 corresponds to the trivial calculus while in general
irreducible differential calculus has the same dimension as the correspondingOq(SL(2))-
subcomodule. For genericc any covariant FODC overOq(S2

c) can be uniquely written a
a direct sum of irreducible FODC. The exceptional cases include the quantum sub
casec= 0.

The main tool on this way is the notion of quantum tangent space introduce
quantum groups in [13] and generalized to a large class of quantum spaces in [4]. Pś’
quantum sphere can be obtained as rightKc-invariant elements inOq(SL(2)) whereKc
denotes a left coideal subalgebra ofUq(sl2) generated by one twisted primitive elementXc.
The notion of quantum tangent space allows one to identify finite-dimensional cov
FODC overOq(S2

c) with finite-dimensional left subcomodulesTε ⊂Oq(S2
c)
◦ of the dual

coalgebra which are rightKc-invariant and contain the counitε. Thus, as a first ste
towards classification, the dual coalgebraOq(S2

c)
◦ is determined explicitly in Theorem 4

It turns out that for all but exceptional values ofc the restrictionOq(SL(2))◦ →Oq(S2
c)
◦

is onto.
Next, the subspaceF(Oq(S2

c)
◦,Kc) of elements ofOq(S2

c)
◦ with finite rightKc-action

is determined. The action of the generatorXc induces aUq(sl2)-action onF(Oq (S2
c)
◦,Kc)

such that the decomposition into irreducibleUq(sl2)-modules corresponds to the deco
position into rightKc-invariant leftOq(S2

c)
◦-comodules. To calculateF(Oq (S2

c)
◦,Kc) ex-

plicit results of [9] are employed.
The quantum tangent spaces of the covariant FODC constructed in [2] are calcul

turns out that for genericc the resulting tangent spaces cover all tangent spaces obtain
the classification. Therefore up to exceptional values ofc all covariant FODC overOq(S2

c)

can be constructed by this method. Moreover, it is shown in Proposition 17 that
FODC are free left and rightOq (S2

c)-modules and inner calculi.
The organization of this paper is as follows. In Section 2 the definition and s

properties ofOq(S2
c) are recalled. Section 3 serves to give a complete description o

dual coalgebraOq(S2
c)
◦. The main idea on this way is to show that all representat

of Oq(S2
c) can be written as direct sums of representations of certain localizatio

Oq(S2
c). These localizations are seen to be isomorphic toUq(b−)op and the dual coalgebr

of Uq(b−)op is known [6]. In Section 4 the subspaceF(Oq(S2
c)
◦,Kc) is determined

and decomposed intoUq(sl2)-modules. The notion of covariant FODC and quant
tangent space are recalled in the last section. Combination of the above steps lea
classification result in Theorem 11.

If not stated otherwise, all notations and conventions coincide with those introd
in [8]. Throughout this paper,q ∈C \ {0} will be assumed not to be a root of unity. For a
elementa of a coalgebraA with counitε and a distinguished group-like element1 define
a+ := a − ε(a)1 and for any subsetB ⊂A setB+ := {b+ | b ∈A}.
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2. Podlés’ quantum sphere

Letuij , i, j = 1,2, denote the matrix coefficients of the vector representation ofUq(sl2),

i.e., the generators of the quantum groupOq(SL(2)). Recall that the elementsuij satisfy
the relations

u1
1u

1
2= qu1

2u
1
1, u1

1u
2
1= qu2

1u
1
1, u1

2u
2
2= qu2

2u
1
2, u2

1u
2
2= qu2

2u
2
1,

u1
2u

2
1= u2

1u
1
2, u1

1u
2
2− u2

2u
1
1=
(
q − q−1)u1

2u
2
1, u1

1u
2
2− qu1

2u
2
1= 1

and that the coalgebra structure ofOq (SL(2)) takes the form

∆uij =
∑
k

uik ⊗ ukj .

In the notation of [10], the matrix coefficients of the three-dimensional representat
Uq(sl2) are given by

(
πij
)
i,j=−1,0,1=

 u2
2u

2
2 −(q2+ 1)u2

2u
2
1 −qu2

1u
2
1

−q−1u1
2u

2
2 1+ (q + q−1)u1

2u
2
1 u1

1u
2
1

−q−1u1
2u

1
2 (q + q−1)u1

2u
1
1 u1

1u
1
1

 ,
where upper and lower indices ofu andπ refer to lines and columns, respectively. F
anyε−1, ε0, ε1 ∈ C, whereε0 �= 0 or ε−1ε1 �= 0 consider the subalgebraOq(S2

ε−1,ε0,ε1
)⊂

Oq(SL(2)) generated byei := ∑j εjπ
j

i , i = −1,0,1. Note thatε(ei) = εi and that

Oq(S2
ε−1,ε0,ε1

) obtains the structure of a rightOq(SL(2))-comodule algebra by∆(ei) =∑
j ej ⊗ πji . A complete set of defining relations ofOq(S2

ε−1,ε0,ε1
) is given by

(
1+ q2)(e−1e1+ q−2e1e−1

)+ e2
0 = ρ,

−q2e−1e0+ e0e−1 = λe−1,(
1+ q2)(e−1e1− e1e−1)+

(
1− q2)e2

0 = λe0,
e1e0− q2e0e1 = λe1,

whereρ = q−2(q2+1)2ε−1ε1+ ε2
0 andλ= (1− q2)ε0. Up to isomorphism the comodu

algebraOq (S2
ε−1,ε0,ε1

) depends only onc = (ε−1ε1 : ε0) ∈ CP 1 [10] and will therefore be

denoted byOq(S2
c).

For c �= ∞ = (1 : 0) one can chooseε0 = 1, ε−1 = ε1. Thenλ = 1 − q2 and ρ =
(q + q−1)2c+ 1. DefiningA= (1+ q2)−1(1− e0), the above relations can be rewritten

e−1e1 = A−A2+ c, (1)

e1e−1 = q2A− q4A2+ c, (2)
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e1A = q2Ae1, (3)

e−1A = q−2Ae−1. (4)

Similarly, for c = ∞ = (1 : 0) chooseε0 = 0 and ε−1 = ε1 = 1, i.e., λ = 0 andρ =
(q + q−1)2. DefiningA=−(1+ q2)−1e0, the above relations are equivalent to

e−1e1 = −A2+ 1, (5)

e1e−1 = −q4A2+ 1, (6)

e1A = q2Ae1, (7)

e−1A = q−2Ae−1. (8)

If in the sequel it is necessary to fix an explicit realization ofOq(S2
c) ⊂ Oq(SL(2)), the

coefficientsε−1, ε0, ε1 will be chosen as above.
Define linear functionalsfλ, λ ∈C \ {0}, andg in the dual Hopf algebraOq(SL(2))◦ of

Oq(SL(2)) by

fλ
((
uij
))= (λ 0

0 λ−1

)
, g

((
uij
))= (1 0

0 −1

)
, (9)

where as above upper and lower indices refer to lines and columns, respectively, an

∆fλ = fλ ⊗ fλ, ∆g = g⊗ ε+ ε⊗ g. (10)

Note that (9) and (10) imply in particularf (1)= 1 andg(1)= 0.
Recall that the dual pairing [8] betweenUq(sl2) and Oq(SL(2)) induces linear

functionalsE andF in Oq(SL(2))◦ satisfying

E
((
uij
))= (0 0

1 0

)
, F

((
uij
))= (0 1

0 0

)
(11)

and

∆E =E ⊗K + ε⊗E, ∆F = F ⊗ ε+K−1⊗ F (12)

whereK = fq−1. LetU ⊂Oq(SL(2))◦ denote the algebra generated by the functionalsfλ,
λ ∈ C \ {0}, E, F , and g. For transcendentalq the Hopf algebraU is isomorphic to
Oq(SL(2))◦ [6, 9.4.9]. The above functionals satisfy the relations:

fλfµ = fλµ, fλE = λ−2Efλ, fλF = λ2Ffλ,

fλg = gfλ, Eg = (g + 2)E, Fg = (g − 2)F,

EF − FE = K −K
−1

−1
. (13)
q − q
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Note that the subalgebra ofOq(SL(2))◦ generated byE,F,K, andK−1 is isomorphic to
Uq(sl2), [8, 4.4.1]. Evaluating the functionalsfλ, g,E, andF on the matrix coefficientsπij ,
one obtains

fλ
((
πij
))= λ−2E−1

−1 +E0
0 + λ2E1

1,

g
((
πij
))=−2E−1

−1 + 2E1
1,

E
((
πij
))=−(q2+ 1

)
E−1

0 +E0
1,

F
((
πij
))=−q−1E0

−1+
(
q + q−1)E1

0,

(14)

whereEij , i, j = −1,0,1, denotes the(3× 3)-matrix with entry 1 at position(i, j) and
zero elsewhere.

Many interesting examples of quantum homogeneous spaces can be defin
infinitesimal invariants [9, Section 2]. The method of classification of differential ca
developed in [4] and used in Section 5 applies precisely to this class of comodule alg
Podlés’ quantum sphere fits into this scheme as follows. Fix a square rootq1/2 of q . For
n ∈ N0/2 setc(n) =−1/(qn + q−n)2. Sinceq is not a root of unity,c(n) �= c(m) for all
n,m ∈N0/2, n �=m. Define subsets ofCP 1 by

J1 :=
{
c ∈CP 1

∣∣ c �= c(n) ∀n ∈N/2\N},
J2 :=

{
c ∈CP 1

∣∣ c �= c(n) ∀n ∈N0/2
}
.

It is known [9, Remark 4.5.3] that the following statements are equivalent:

(1) c ∈ J1,
(2) Oq(S2

c)
∼= {b ∈Oq(SL(2)) |X(b(1))b(2) = 0} for a twisted primitive element

X = α(K−1− 1
)+ βK−1E + γF ∈ U and

c =


βγ q−1

α2(q − q−1)2
if α �= 0,

∞ if α = 0 andβγ �= 0.

Calculating the pairing betweenX and the explicit generatorsei ∈ Oq (SL(2)) chosen
above, one obtains−ε1(q − q−1)α = γ andβ = qγ in the casec �= ∞. Similarly, for
c=∞ one obtainsα = 0 andβ = qγ . Thus the embeddings from above are realized b

Xc =
qK

−1E + F if c=∞,
K−1− 1 if c= 0,
−(c1/2(q − q−1))−1(K−1− 1)+ qK−1E + F else

(15)

for any square rootε1 = c1/2 of c. DefineKc = C[Xc] ⊂ Uq(sl2). If c ∈ J2 then any
finite-dimensionalUq(sl2)-module is a direct sum of irreducibleKc-modules and therefor
Oq(SL(2)) is a faithfully flat left (and right)Oq(S2

c)-module [9, Theorem 5.2].
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3. The dual coalgebraB◦ = Oq(S2
c)

◦

To understand the dual coalgebra [12, Section 6.0]Oq (S2
c)
◦ of Podlés’ quantum sphere

it is useful to consider first the dual Hopf algebra(Uq(b−)op)◦ whereUq(b−)⊂ Uq(sl2)
denotes the subalgebra generated byF,K, andK−1. Further, letU0,Uq(n+),Uq(n−), and
Uq(b+) denote the subalgebra ofUq(sl2) generated by{K,K−1},E, F , and{E,K,K−1},
respectively. By [6, Theorem 2.1.8] the dual Hopf algebra(U0)

◦ is isomorphic to the
commutative Hopf algebra

C
[
γ,χλ

∣∣ λ ∈C \ {0}]/(χλχµ = χλµ, χ1= 1),

whereγ (K)= 1,χλ(K)= λ, and the coalgebra structure is given by

∆γ = γ ⊗ 1+ 1⊗ γ, ∆χλ = χλ ⊗ χλ. (16)

The subalgebraUq(n+)⊂Uq(sl2) is a rightU0-comodule algebra with coaction

δR
(
Ei
)=Ei ⊗K−i

and therefore has a left(U0)
◦-module structure. The corresponding left crossed pro

algebraUq(n+) � (U0)
◦ is a Hopf algebra with∆E = 1⊗ E + E ⊗ χq−2 containing

Uq(b+) whereK ∈ Uq(b+) corresponds toχq−2. The dual pairing of Hopf algebras (
the conventions of [8, 6.3.1])

〈· , ·〉 :Uq(b+)⊗Uq(b−)op→C (17)

given by 〈K,K〉 = q−2, 〈K,F 〉 = 〈E,K〉 = 0, and〈E,F 〉 = 1/(q−1−q) extends to a
pairing of Hopf algebras

〈· , ·〉 : (Uq(n+)� (U0)
◦)⊗Uq(b−)op→C (18)

such that

〈γ,K〉 = 1, 〈χλ,K〉 = λ, 〈γ,F 〉 = 〈χλ,F 〉 = 0.

Lemma 1.For a ∈Uq(n+), u ∈U0, b ∈ Uq(n−), andf ∈ (U0)
◦ one has

〈af, bu〉 = f (u)〈a, b〉.

In particular, the pairing(18) is non-degenerate.

By the above lemma the map of Hopf algebras

Φ :
(
Uq(n+)� (U0)

◦)→ (Uq(b−)op)◦ (19)
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induced by (18) is injective. The following result is proven in [6, 9.4.8] for transcen
tal q . Yet it also holds forq ∈ C \ {0} not a root of unity and is reproduced here in o
setting for the convenience of the reader.

Proposition 2.The mapΦ is an isomorphism.

Proof. Recall that there is a canonical isomorphismUq(b−)op∼= Uq(n−)⊗ U0 of vector
spaces. LetJ ⊂ Uq(b−)op denote any two-sided ideal of finite codimension. AsJ is
N0-graded via the adjoint action ofU0, it contains some idealI ⊂U0 of finite codimension
and(Uq(n−)+)n for somen ∈N. ThereforeJ contains the left ideal(

Uq(n−)+
)n ⊗U0+Uq(n−)⊗ I ⊂ Uq(n−)⊗U0

of finite codimension. Thus

(
Uq(b−)op/J

)∗ ⊂ ((Uq(n−)/(Uq(n−)+)n)⊗ (U0/I)
)∗

= (Uq(n−)/(Uq(n−)+)n)∗ ⊗ (U0/I)
∗

⊂ Uq(n+)⊗ (U0)
◦,

where in the last inclusion one uses thatUq(n+) is the graded dual ofUq(n−) via the
pairing (17). By Lemma 1 one obtainsUq(n+) ⊗ (U0)

◦ ⊂ ImΦ and thereforeΦ is
onto. ✷

For the computation ofOq(S2
c)
◦, some results about the representation theory of

algebraOq(S2
c) are collected.

Lemma 3. Any finite-dimensional representationµ :Oq(S2
c)→ End(V ) is a direct sum

µ = µ0 ⊕ µ �=0 whereµ0(A) is nilpotent andµ �=0(A) is invertible. In particular, the
coalgebraOq (S2

c)
◦ is a direct sumC0⊕ C�=0 whereC0 andC�=0 denote the coalgebra

of matrix coefficients of finite-dimensional representations ofOq(S2
c) with nilpotent and

invertibleA action, respectively. In addition,

(i) If c �= c(n) for all n ∈N thenµ �=0= 0.
(ii) If c �= 0 thenµ0(e±1) are isomorphisms.
(iii) If c = c(n) for somen ∈ N then there exists exactly one indecomposable repre

tation µn :Oq(S2
c)→ End(V ) such thatµn(A) is invertible. This representation

n-dimensional.
(iv) If c = 0 then C0 = C0+ ⊕ C00 ⊕ C0− where C0+, C0−, and C00 denote the

coalgebras of matrix coefficients of finite-dimensional representations with
following properties:
• C0+: the action ofe1 is invertible,
• C0−: the action ofe−1 is invertible,
• C00: the action of bothe1 ande−1 is nilpotent.
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Proof. Relations (3) and (4) imply thate1 ande−1 transform the generalized eigenspa
Vλ of A with corresponding eigenvalueλ to the generalized eigenspaceVq−2λ andVq2λ,
respectively. SetV �=0 :=⊕λ �=0Vλ. ThenV = V0⊕ V �=0 is a direct sum of representatio

of Oq(S2
c).

Sinceq is not a root of unitye1 ande−1 act nilpotently onV �=0. Assume thatv ∈ V �=0 is
an eigenvector ofA with eigenvalueλ such thate−1v = 0, en1v = 0, andw := en−1

1 v �= 0.
Then relations (2), (6) and (1), (5) applied tov andw, respectively, imply

0= q2λ− q4λ2+ c
0= q−2(n−1)λ− q−4(n−1)λ2+ c

}
for c �=∞, (20)

0=−q4λ2+ 1
0=−q−4(n−1)λ2+ 1

}
for c=∞. (21)

The second set of equations cannot be fulfilled asq is not a root of unity. The first set o
equations impliesc= c(n) and therefore proves (i).

Sinceµ0(A) is nilpotent the second statement follows from (1) and (5).
To prove the third statement assume first that there existsu ∈ V �=0 such that

(A−ν)2u= 0 but (A−ν)u �= 0 for someν ∈ C \ {0}. Applying e−1 several times, we
may assume, using the notations from above, thate−1(A− ν)u= 0 and henceν = λ and
(A−ν)u= v. Then (20) impliesλ= qn−2/(qn+ q−n). The relatione−1v = 0 implies that
e−1u is an eigenvector ofA with corresponding eigenvalueq2λ or e−1u = 0. Suppose
that ek−1u = 0 for somek > 1 andek−1

−1 u �= 0. Then, on the one hand, the eigenvalue

A corresponding toek−1
−1 u coincides withq2k−2λ. On the other hand,ek−1

−1 fulfills the
properties ofv considered above (20) and hence is an eigenvector ofA corresponding
to the eigenvalueqn−2/(qn + q−n) = λ. Thereforek = 1 ande−1u = 0. By Eq. (2) and
(A− λ)2u= 0, one now obtains

(
q2− 2q4λ

)
Au+ (c+ q4λ2)u=−q2q

n − q−n
qn + q−nAu+

(
c+ q4λ2)u= 0.

As n� 1 andq2n �= 1, this is a contradiction to the assumption thatu is not an eigenvecto
of A. ThusA is diagonalizable. The relations (20) imply that all eigenvalues ofA lie
in the set{qn−2k/(qn + q−n) | k = 1,2, . . . , n}. In view of (1) and (2), the eigenspac
for different eigenvalues are isomorphic andV �=0 is the direct sum

⊕
i∈I Oq(S2

c)bi where
{bi | i ∈ I } is an arbitrary basis ofVλ. By construction, dimOq(S2

c)bi = n for all i ∈ I .
To validate the last statement, note first that any finite-dimensional represen

µ :Oq(S2
0)→ End(V ) is a direct sumµ = µ+ ⊕ µ′, V = V+ ⊕ V ′, whereµ+(e1) is

invertible andµ′(e1) is nilpotent. Indeed, (3) implies thatAV+ ⊂ V+ andAV ′ ⊂ V ′. On
the other hand, (1) leads to

e−1V+ = e−1e1V+ =
(
A−A2)V+ ⊂ V+
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andek1V
′ = 0 yields

ek+1
1 e−1V

′ = ek1
(
q2A− q4A2)V ′ ⊂ ek1V ′ = 0.

Note then that (1), (3), and the nilpotency ofµ(A) imply that µ+(e−1) is nilpotent.
Similarly,µ′ = µ′0⊕µ− whereµ′0(e−1) is nilpotent andµ−(e−1) is invertible. ✷

The inclusionsOq(S2
c)
∼=Oq (S2

c1/2,1,c1/2
)⊂Oq(SL(2))wherec1/2 is a fixed square roo

of c ∈ C andOq(S2∞)∼=Oq(S2
1,0,1)⊂Oq(SL(2)) of right Oq(SL(2))-comodule algebra

induce homomorphisms of rightOq(SL(2))◦-module coalgebrasOq (SL(2))◦ →Oq(S2
c)
◦

for anyc ∈CP 1. Form, l ∈N0 andλ ∈C\ {0}, letψml
λ2 denote the image offλgmEl under

this projection. It follows from (14) thatfλ = f−λ onOq (S2
c) and therefore the definitio

of ψmlµ does not depend on the choice of a root ofµ.

Theorem 4.The following sets form a vector space basis ofOq(S2
c)
◦.

(i) If c /∈ {0, c(n) |n∈N}: {ψmlλ |λ ∈C \ {0},m, l ∈N0}.
(ii) If c = c(n), n ∈N: {ψmlλ |λ ∈C \ {0}, m, l ∈N0} ∪Bn, whereBn denotes any basi

of then2-dimensional subspaceC�=0 of Oq (S2
c)
◦.

(iii) If c= 0: {EkF l | k, l ∈N0} ∪ {χ+λ gmF l,χ−λ gmEl |λ ∈C \ {0}, l,m ∈N0} whereχ±λ
is the character onOq(S2

0)
∼=Oq(S2

0,1,0) defined byχ±λ (ei)= δi0+ δi,±1λ
±1.

Proof. Consider the Hopf subalgebraOq2(SO(3))⊂Oq(SL(2)) generated by the matri

coefficients {πij | i, j = −1,0,1} and let J denote the intersection of the two-sid

ideal (u1
2) ⊂ Oq(SL(2)) with Oq2(SO(3)). There is an isomorphism of Hopf algebr

Oq2(SO(3))/J →Uq(b−)op:

u2
2u

2
2 �→K−1, u2

1u
2
2 �→

(
1− q2)F, u1

1u
1
1 �→K

such that the functionalsE,fλ, g ∈ Oq2(SO(3))◦ given by (9)–(12) correspond t
E,χλ2,2γ ∈ Uq(n+)� (U0)

◦ = (Uq(b−)op)◦.
Let Oq(S2

c)(e−1) denote the localization ofOq(S2
c) ⊂ Oq(SL(2)) with respect to the

left and right Ore set{en−1 |n ∈ N0}. Observe that in this localization by (1) and (5) t
generatore1 can be expressed in terms ofe−1 andA. Therefore forc �= 0, the sequence

Oq
(
S2
c

)
↪→Oq2

(
SO(3)

)→Oq2

(
SO(3)

)
/J →Uq(b−)op

induces an isomorphismOq(S2
c)(e−1)→Uq(b−)op:

e−1 �→ ε−1K
−1, e0 �→ ε−1

(
q3− q−1)F + ε0,

e1 �→ −ε−1
(
q − q−1)2KF 2− ε0

(
q − q−1)KF + ε1K. (22)
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Thus, by Lemma 3(ii) and Proposition 2, one obtains

C0∼=Oq
(
S2
c

)
(e−1)

◦ ∼= (Uq(b−)op)◦ ∼=Uq(n+)� (U0)
◦,

and the basis elementχλγmEl ∈Uq(n+)� (U0)
◦ corresponds to(1/2)mψmlλ . This proves

(i) and one obtains (ii) taking into account that forc = c(n) the representationµn from
Lemma 3(iii) is irreducible.

In the casec= 0, consider now an embedding different from the standard one:

Oq
(
S2

0

)
↪→Oq2

(
SO(3)

)
, ei �→ π−1

i + π0
i .

Similarly to the casec �= 0, this induces an isomorphismOq(S2
0)(e−1)→ Uq(b−)op given

by (22) withεi = δi0+ δi,−1. Thus, by Lemma 3,

C0− ∼=
(
Uq(b−)op)◦ ∼=Uq(n+)� (U0)

◦,

and the basis elementχλγmEl ∈ Uq(n+) � (U0)
◦ corresponds to(1/2)mχ−λ gmEl . The

subcoalgebraC0+ is dealt analogously replacing the two-sided ideal(u1
2) by (u2

1),
replacing Uq(b−)op by Uq(b+)cop, and using the embeddingei �→ π0

i + π1
i . The

componentC00 has been shown to coincide with the coalgebraUq(sl2)/(K − 1)Uq(sl2)
in [4, Lemma 5.2, Corollary 3.8]. The elements{EkF l | k, l ∈ N0} form a basis of
Uq(sl2)/(K − 1)Uq(sl2). ✷

4. Local finiteness for theKc-action onOq(S2
c)

◦

Recall thatU ⊂ Oq (SL(2))◦ denotes the Hopf algebra generated by the se
functionals{fλ,E,F,g |λ ∈ C \ {0}} and thatKc = C[Xc], whereXc is given by (15).
For the rest of this paper assume that 0�= c ∈ J2. ForB =Oq (S2

c) recall thatB◦ is a right
U -module. Define

F(B◦,Kc)=
{
f ∈ B◦ | dim(fKc) <∞

}
.

If f ∈ B◦ is the restriction of an elementf ′ ∈ U to B andk ∈Kc then

f k = k(0)S−1(k(−1))f
′k(−2)|B = S−1(k(0))f

′k(−1)|B
asKc is a leftU -comodule andk|B = k(1)ε. ThusF(U)|B ⊂ F(B◦,Kc), where for any
Hopf algebraA,

F(A)= {a ∈A | dim(adA)a <∞}, (adb)a = b(1)aS(b(2)).

Lemma 5. The vector spaceF(B◦,Kc) is a right F(U)-module leftB◦-comodule.
Any element ofF(B◦,Kc) is contained in a finite-dimensional rightKc-submodule lef
B◦-subcomodule.
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Proof. Forf ∈ F(U), u ∈ F(B◦,Kc) considerV = uKc andW = (adU)f . Then, for any
k ∈Kc,

(u · f )k = (uk(0)) ·
(
S−1(k(−1))f k(−2)

) ∈ V ·W.
ThereforeF(B◦,Kc) is a rightF(U)-module.

Now, for any subspaceV ⊂ F(B◦,Kc), let V denote the leftB◦-comodule generate
by V . The vector spaceV is finite-dimensional. For anyu ∈ V , k ∈ Kc, applying the
coaction to the second factor ofk(−1)⊗ uk(0) ∈ U ⊗ V , one obtains

k(−2)⊗ u(1)k(−1)⊗ u(2)k(0) ∈ U ⊗B◦ ⊗ V
and therefore

u(1)⊗ u(2)k = u(1)k(−1)S
−1(k(−2))⊗ u(2)k(0) ∈ B◦ ⊗ V .

ThusF(B◦,Kc) is a leftB◦-comodule andu ∈ V ⊃ VKc. ✷
Define a(C \ {0})-graduation on the vector spaceB◦ by deg(gmfµEl)= µ.

Lemma 6.Any leftB◦-subcomoduleW ⊂ B◦ is a (C\{0})-graded vector space.

Proof. Consider an arbitrary elementu ∈ W ⊂ B◦. By Theorem 4(i) one can assum
that u =∑µ fµa

µ for someaµ which are linear combinations of basis vectorsgmEl ,
m, l ∈N0. By the explicit form (10), (12) of the coproduct ofg andE and by Theorem 4(i)
one can write

∆u=
∑
µ

fµ ⊗ fµaµ +
∑
i

u′i ⊗ u′′i ,

where{u′i , fµ} is a set of linear independent elements inB◦. AsW is a leftB◦-comodule,
fµa

µ ∈W for all µ.

Let Fµ(B◦,Kc) denote the subspace of elements of degreeµ in F(B◦,Kc).

Lemma 7.F(B◦,Kc)⊂ F̃ := LinC{ψ0l
λ | l ∈N0, λ ∈C \ {0}}.

Proof. Consider an arbitrary elementu ∈ Fµ(B◦,Kc). By Theorem 4(i), one can assum
thatu =∑m

i=0g
iai for someai ∈ F̃ such that deg(ai) = µ andam �= 0. Contrary to the

assertion of the lemma, suppose thatm� 1. Applying the coaction tou, one obtains

∆u= fµgm−1⊗ (mgam + am−1)+
∑
i

u′i ⊗ u′′i

where{fµgm−1, u′i} is a linearly independent set of elements ofB◦. Thus, asF(B◦,Kc) is
a leftB◦-comodule,mgam + am−1 ∈ F(B◦,Kc). Thus it suffices to show thatm= 1 leads
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to a contradiction. By similar arguments it is sufficient to consider the caseu= gfµ + a0,
fµ ∈ F(B◦,Kc).

One checks by direct computation that(adU)E is a three-dimensional vector space a
thereforeE ∈ F(U). By Lemma 5 this impliesfµEm ∈ F(B◦,Kc) for all m ∈ N0. Thus
gfµ ∈ F(B◦,Kc).

Recall thatB can be obtained as rightXc-invariants ofOq(SL(2)) and therefore
Fu = ((c1/2(q − q−1))−1(K−1 − 1) − qK−1E)u in B◦ for all u ∈ U . In regard of this
property a direct calculation using (13) and (15) leads to

gfµE
lXc = q

(
q2l −µ4)gfqµEl+1− 4qµ4fqµE

l+1+
l∑
i=0

aiE
i (23)

whereai ∈ LinC{gfν, fν | ν ∈C \ {0}}. Further,

fµE
lXc = q

(
q2l −µ4)fqµEl+1+ α(q2l −µ2)fqµEl + α(µ2− 1

)
fµE

l

+ [l]q
−l+1K − ql−1K−1

q − q−1 fµE
l−1 (24)

where, as in (15),α = 0 if c=∞ andα =−(c1/2(q − q−1))−1 else. By (23),

gfµ(Xc)
k = qk

(
k−1∏
i=0

(
q2i − (qiµ)4))gfqkµEk

− 4
k−1∑
j=0

(
qjµ
)4
qk

(
k−1∏
i=0
i �=j

(
q2i − (qiµ)4))fqkµEk + · · · ,

where· · · denotes terms containing only smaller powers ofE. Thereforegfµ ∈ F(B◦,Kc)
impliesµ4= q−2(k−1) for somek ∈N. Then forl � 0

gfµ(Xc)
k+l =−4

(
qk−1µ

)4
qk+l
(
k+l−1∏
i=0
i �=k−1

(
q2i − (qiµ)4))fqkµEk+l + · · · ,

again up to expressions containing only smaller powers ofE. As

q2(k+l)− (qk+lµ)4= q2(k+l)(1− q2(l+1)) �= 0 for all l � 0,

the coefficient offqkµE
k+l does not vanish. This is a contradiction to the assump

gfµ ∈ F(B◦,Kc). ✷
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To shorten notation, letψlλ denote the basis elementψ0l
λ of F̃ . Define three map

φ,ϕ, κ : F̃ → F̃ by

φ
(
ψlλ
) = − ql[l]

q − q−1ψ
l−1
q2λ
+ αq(q2l − λ)ψl

q2λ
+ q2(q2l − λ2)ψl+1

q2λ
,

ϕ
(
ψlλ
) = λ−1 q

1−l[l]
q − q−1

ψl−1
q−2λ

,

κ
(
ψlλ
) = λ−1ψlλ. (25)

In view of (24), this means

ψlλXc = q−1φ
(
ψlλ
)+ λϕ(ψlλ)+ α(1− λ−1)κ−1(ψlλ). (26)

Note that

ϕ ◦ φ − φ ◦ ϕ = κ − κ
−1

q − q−1
, κ ◦ ϕ = q2ϕ ◦ κ, κ ◦ φ = q−2φ ◦ κ,

i.e., the operatorsφ, ϕ, andκ yield a representationρ :Uq(sl2)→ End(F̃ ), ρ(E) = ϕ,
ρ(F )= φ, ρ(K)= κ .

Lemma 8. For any finite-dimensional subspaceV ⊂ F̃ , the following statements ar
equivalent.

(i) ∆V ⊂ B◦ ⊗ V andVKc ⊂ V .
(ii) V is a leftUq(sl2)-module viaρ.

Proof. (i)⇒ (ii). As in Lemma 6, one obtains thatV is (C\{0})-graded. Then the assertio
follows from (26). To verify (ii)⇒ (i), note that

∆ψlλ =
l∑
r=0

[
l

r

]
q−r(l−r)ψrλ ⊗ψl−rq−2r λ

=
l∑
r=0

brψ
r
λ ⊗ ϕr

(
ψlλ
)

wherebr ∈C depend onr andλ but not onl. ✷
Lemma 5 implies thatF(B◦,Kc) is aρ-invariant subspace of̃F . Recall that an elemen

ψ ∈ V \ {0} is called a highest weight vector of aUq(sl2)-moduleV with highest weight
λ if Kψ = λψ andEψ = 0.

Proposition 9.There exists a decomposition ofUq(sl2)-modules,

F(B◦,Kc)=
⊕

c

Vλ,
λ∈J
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such that

J c = {q−l ∣∣ l ∈ 2N0
}

for c /∈ {∞, (qr − q−r)−2 ∣∣ r ∈N/2},
J∞ = {±q−l ∣∣ l ∈ 2N0

}
,

J (q
r−q−r )−2 = {q−l ,−q−k ∣∣ l ∈ 2N0, k ∈ 2r + 2N0

}
, r ∈N/2,

where the componentsV±q−l are (l+1)-dimensional irreducibleUq(sl2)-modules of
highest weight±ql.

Proof. Lemma 5, and Lemma 8, (i)⇒ (ii), imply that theUq(sl2)-moduleF(B◦,Kc) can
be written as a direct sum

F(B◦,Kc)=
⊕
λ∈J c

Vλ

of finite-dimensional irreducibleUq(sl2)-modules. HereJ c ⊂ C \ {0} denotes the subse
of nonzero complex numbersλ such thatφ operates nilpotently onψ0

λ = f√λ. Indeed, by

(25) the set{ψ0
λ |λ ∈ J c} is a basis of all highest weight vectors ofF(B◦,Kc) with respect

to theUq(sl2)-module structure. It remains to show thatJ c is of the form given in the
proposition.

Note thatφl+1(ψ0
λ) = 0 and φl(ψ0

λ) �= 0, l ∈ N0, imply λ = ±q−l . In this case
φl(ψ0

λ) ∈ LinC{ψkq2lλ
| k = 0, . . . , l} and the mapping

φ : LinC

{
ψk
q2lλ

∣∣ k = 0, . . . , l
}→ LinC

{
ψk
q2l+2λ

∣∣ k = 0, . . . , l
}

is given by the matrix

q



−(±ql − 1)α −q̂−1q0[1] 0 · · · 0

q(1− q2l) −(±ql − q2)α −q̂−1q1[2] . . .
...

0 q(q2− q2l) −(±ql − q4)α
. . . 0

...
. . .

. . .
. . . −q̂−1ql−1[l]

0 · · · 0 q(q2(l−1)− q2l) −(±ql − q2l)α



with respect to the basesψkµ (µ= q2lλ andµ= q2l+2λ, respectively),̂q = q−q−1. Recall
that β = q andγ = 1. Usingq(1− q2k) = −q̂qk+1[k], the mapφ can be written with
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respect to the bases̄ψkµ := (−q̂)kq−(l−k)(l−k+1)/2ψkµ as

ql+1



(q−l ∓ 1)α [1]γ 0 · · · 0

q−l[l]β (q2−l ∓ 1)α [2]γ . . .
...

0 q2−l[l − 1]β (q4−l ∓ 1)α
. . . 0

...
. . .

. . .
. . . [l]γ

0 · · · 0 ql−2[1]β (ql ∓ 1)α

 . (27)

In the case of minus signs in the diagonals, this matrix is, up to the overall factor, pre
the matrixMl describing the transpose of the left action ofXc on the(l + 1)-dimensional
irreducibleUq(sl2)-moduleVl [9, Section 4]. Note that any nonzero element of kerMl is
a lowest weight vector of the(l + 1)-dimensional irreducibleUq(sl2)-module of highes
weightql , and thereforeq−l ∈ J c if and only if kerMl �= {0}. By [9, Proposition 4.2], the
matrixMl is known to havel + 1, not necessarily distinct, eigenvalues

ρr = α
2
(qr − q−r )2+ 1

2

(
q2r − q−2r)R, r ∈ Il = {−l/2,1− l/2, . . . , l/2}

where

R2= α2+ 4βγ q−1

(q − q−1)2
.

In particular,Ml has eigenvalue 0 if and only ifl is even or

0= ρrρ−r =−(qr − q−r )2
(
α2+ βγ q−1

(
qr + q−r
q − q−1

)2)
.

The second case is equivalent toc = c(n) for somen ∈ Il . As this case is excluded b
assumptionq−l ∈ J c if and only if l is even.

Let Cw denote the one-dimensional representation ofUq(sl2) uniquely determined by
E·w = 0,F ·w = 0,K·w =−w. By means of a base change, the matrix (27) correspon
to −q−l can be transformed into the matrix of the transpose of the leftXc-action on
the finite-dimensionalUq(sl2)-moduleCw ⊗ Vl . The eigenvalues of this action can
computed by means of [9, Proposition 4.6]. In particular, theXc-action has a nontrivia
kernel if and only if

0= (ρr + 2α)(ρ−r + 2α)= (qr + q−r )2
(
α2− βγ q−1

(
qr − q−r
q − q−1

)2)
for somer ∈ Il . This equation is equivalent to

c= 1
r −r 2

, r �= 0, or c=∞, r = 0.

(q − q )
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Notice that(qr − q−r )2 − c(n)−1 = (qr+n+q−(r+n))(qr−n+q−(r−n)) �= 0 for all r, n ∈
N0/2 and therefore these cases are not excluded.✷

5. Differential calculus overOq(S2
c)

For the convenience of the reader, the notion of differential calculus from [1
recalled. Afirst-order differential calculus(FODC) over an algebraB is a B-bimodule
Γ together with aC-linear map

d :B→ Γ

such thatΓ = LinC{a db c |a, b, c ∈ B} and d satisfies the Leibniz rule

d(ab)= a db+ da b.

Let, in addition,A denote a Hopf algebra and∆B :B→ B⊗A a rightA-comodule algebra
structure onB. If Γ possesses the structure of a rightA-comodule

∆Γ :Γ → Γ ⊗A

such that

∆Γ (a db c)= (∆Ba)
(
(d⊗ id)∆Bb

)
(∆Bc),

thenΓ is called (right) covariant. A FODC d :B→ Γ overB is calledinner if there exists
an elementω ∈ Γ such that dx = ωx − xω for all x ∈ B. For further details on first-orde
differential calculi, consult [8].

Let U denote a Hopf algebra with bijective antipode andL ⊂ U a left coideal
subalgebra, i.e.,∆L :L→ U ⊗ L. Consider a tensor categoryC of finite-dimensional left
U -modules. As in [9, Section 2], this means thatC is a class of finite-dimensional le
U -modules containing the trivialU -module viaε and satisfying

X,Y ∈ C ⇒ X⊕ Y,X⊗ Y,X∗ ∈ C. (28)

Let A := U0
C denote the dual Hopf algebra generated by the matrix coefficients o

U -modules inC. Assume thatA separates the elements ofU and that the antipode o
A is bijective. Define a right coideal subalgebraB ⊂A by

B := {b ∈A ∣∣ 〈u,b(1)〉b(2) = ε(u)b for all u ∈ L}. (29)

AssumeL to beC-semisimple, i.e., the restriction of anyU -module inC to the subalgebr
L⊂ U is isomorphic to the direct sum of irreducibleL-modules. By [9, Theorem 2.2(2
this implies thatA is a faithfully flatB-module.
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In this situation, right covariant first-order differential calculi overB can be classified
via certain left ideals ofB+ [3]. More explicitly, the subspace

L=
{∑

i

a+i ε(bi)
∣∣∣∑
i

dai bi = 0

}
⊂ B+ (30)

is a left ideal which determines the differential calculus uniquely. Equivalently,L =
{a ∈ B+ |da ∈ Γ B+}. To construct the FODCΓ corresponding toL, consider theB-bi-
module structure oñΓ := (B+/L)⊗A given by

c
(
b⊗ a)d = c(0)b⊗ c(1)ad, c, d ∈ B, b ∈ B+, a ∈A, (31)

and the differential d :B→ Γ̃ , db= b+(0)⊗ b(1). ThenΓ ∼= {db1b2 |b1, b2 ∈ B}. To the left
idealL, one associates the vector space

T ε = {f ∈ B◦ |f (x)= 0 for all x ∈L}
and the so-calledquantum tangent space

T = (T ε)+ = {f ∈ T ε |f (1)= 0
}
.

The dimension of a first-order differential calculus is defined by

dimΓ = dimCΓ/ΓB+ = dimC B+/L.

In the following, all FODC are assumed to be finite-dimensional.

Proposition 10 [4, Corollary 1.2]. There is a canonical one-to-one corresponde
betweenn-dimensional covariant FODC overB and (n + 1)-dimensional subspace
T ε ⊂ B◦ such that

ε ∈ T ε, ∆T ε ⊂ B◦ ⊗ T ε, T εL⊂ T ε. (32)

A covariant FODCΓ overB is calledirreducible if it does not possess any nontrivi
quotient (by a right covariantB-bimodule). Note that this property is equivalent to
property thatT εΓ does not possess any rightL-invariant leftB◦-subcomodulẽT such that
C · ε � T̃ � T εΓ .

For a family of right covariant FODC(Γi,di)i=1,...,k , define d=⊕i di :B→
⊕
i Γi .

ThenΓ = B dB ⊂⊕i Γi is a covariant FODC with differential d which is called thesum
of the calculiΓ1, . . . ,Γk [5]. The left ideal corresponding toΓ is given byLΓ =⋂i LΓi
and therefore the relationTΓ = TΓ1 + · · · + TΓk of quantum tangent spaces holds. A s
of covariant differential calculi is called adirect sumif Γ =⊕i Γi is a direct sum of
bimodules. This condition is equivalent toTΓ =⊕i TΓi .

As an immediate consequence of Proposition 10, Lemma 8, and Proposition
obtains the following classification result for differential calculi overOq(S2

c).
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Theorem 11. Assume0 �= c ∈ J2. For λ ∈ J c, let Γλ denote the uniquely determine
covariant FODC overOq(S2

c) such thatT εΓλ = Vλ + Cε. ThenΓλ is irreducible and any

finite-dimensional covariant FODCΓ overOq(S2
c) is isomorphic to a direct sum

Γ =
⊕
λ∈J

Γλ

for some finite subsetJ ⊂ J c.

To compare a FODCΓ overB with its classical counterpart it is often instructive
know whetherΓ is generated by certain differentials as a rightB-module. For the clas
of quantum spaces considered here, this question can be completely answered as
For any covariant FODCΓ with corresponding left idealL and quantum tangent spaceT ,
consider the projection

Pr :Γ ⊗B A→ Γ ⊗B A, γ ⊗ a �→ γ(1)⊗ S(γ(2))ε(a),

onto the subspace(Γ ⊗B A)inv ⊂ Γ ⊗B A of right coinvariant elements. The relatio
db⊗ a = d(b(1))⊗ S(b(2))b(3)a implies that the rightA-moduleΓ ⊗B A is generated by
the elementsPr(db ⊗ 1), b ∈ B. For anya =∑i a

+
i ε(bi) ∈ L where

∑
i dai bi = 0, one

obtains

Pr(da⊗ 1)= Pr
(∑

i

dai ⊗ bi
)
= 0.

ThereforePr induces a well-defined surjection

B+/L→ (Γ ⊗B A)inv, b �→ Pr(db⊗ 1). (33)

Lemma 12.The pairing

(Γ ⊗B A)inv × T →C, (da⊗ b,X) �→X(a)ε(b),

is non-degenerate. Further,b ∈L if and only ifb ∈ B+ andPr(db⊗ 1)= 0.

Proof. To verify the first statement note that by construction the elementsPr(db ⊗ 1),
b ∈ B, separateT . On the other hand, (33) implies the relation dimC((Γ ⊗B A)inv) �
dimC B+/L= dimC T ; thusT separates(Γ ⊗B A)inv and (33) is an isomorphism.✷
Lemma 13. Let W ⊂ B be a right A-subcomodule thendW generatesΓ as a right
B-module if and only if the elements ofW separate the quantum tangent spaceTΓ . If
dimW = dimΓ and the elements ofW separateTΓ thenΓ is a free rightB-module
generated by the differentials of an arbitrary basis ofW .
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Proof. Let Γ ′ ⊂ Γ denote the rightB-module generated by dW . Note thatΓ ′ is a right
A-comodule. Then asA is a faithfully flat leftB-module,

Γ ′ = Γ ⇐⇒ Γ ′ ⊗B A= Γ ⊗B A ⇐⇒ (Γ ′ ⊗B A)inv = (Γ ⊗B A)inv.

Now, if W separatesTΓ then (Γ ′ ⊗B A)inv separatesTΓ and therefore, by Lemma 12
coincides with(Γ ⊗B A)inv. Conversely, ifΓ ′ = Γ then(Γ ′ ⊗B A)inv separatesTΓ and
therefore the elements ofW separateTΓ . This proves the first statement.

To prove the second statement, letΓ ′′ denote the free rightB-module generated by th
differentials of an arbitrary basise1, . . . , ek ofW . Then, as above,

Γ ′′ ∼= Γ ⇐⇒ Γ ′′ ⊗B A∼= Γ ⊗B A

⇐⇒ Pr(dei ⊗ 1), i = 1, . . . , k, form a basis of(Γ ⊗B A)inv.

In view of Lemma 12, this property is equivalent to the nondegeneracy of the pa
betweenW andTΓ . ✷

Combining the above lemma with Theorem 11, one can now classify all cova
FODC overOq(S2

c) generated as rightOq(S2
c)-modules by the differentials dei , i =

−1,0,1. The straightforward calculations of the pairing of the tangent spaces wit
generatorsei , i =−1,0,1, are omitted.

Corollary 14. For c ∈ J2 \ {0,∞, (q1/2− q−1/2)−2}, there exists exactly one covaria
FODC Γq−2 overOq (S2

c) which is generated by{dei | i = −1,0,1} as a rightOq(S2
c)-

module. The elements{dei | i = −1,0,1} form a right Oq(S2
c)-module basis of this

calculus.
For c=∞ there exist exactly three covariant FODCs overOq(S2

c) which are generated
by {dei | i =−1,0,1} as rightOq(S2

c)-modules. One of them,Γ−1, is one-dimensional, th
elements{dei | i = −1,0,1} form a rightOq(S2

c)-module basis of each of the other tw
calculiΓ±q−2.

For c= (q1/2− q−1/2)−2, there exist exactly two covariant FODCs overOq (S2
c) which

are generated by{dei | i = −1,0,1} as right Oq(S2
c)-modules. One of them,Γ−q−1, is

two-dimensional, the elements{dei | i =−1,0,1} form a rightOq(S2
c)-module basis of the

other calculusΓq−2.

For generic value ofc, the above corollary reproduces the results obtained in [1
means of computer calculations.

The odd-dimensional covariant FODCΓq−l , l ∈ 2N, for arbitraryc andΓ−q−l , l ∈ 2N,
for c=∞, can be explicitly constructed by a method by U. Hermisson. To match the a
conventions, the relevant lemma from [2,3] is cited in terms of right comodule algeb

LetA denote a coquasitriangular Hopf algebra with universalr-form r andB a rightA-
comodule algebra. Letν be a comodule algebra endomorphism ofB. Let furtherW ⊂ B
denote a finite-dimensional rightA-subcomodule and letW ′ = Hom(W,C) be the dual
right A-comodule defined by(∆f )(w) = (f ⊗ S−1)∆w for w ∈ W , f ∈ W ′. More
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explicitly, if {b1, . . . , bN } is a basis ofW and {γ 1, . . . , γ N } ⊂W ′ is the dual basis the
∆bi =∑j bj ⊗ψji implies∆γ i =∑j γ

j ⊗ S−1(ψij ).

Lemma 15.The free rightB-moduleW ′ ⊗ B can be endowed with a rightA-covariant
B-bimodule structure by

a(f ⊗ b)c := f(0)⊗ ν(a(0))bc r (a(1), f(1)), a, b, c ∈ B, f ∈W ′,

and will be denoted byΓr ,ν,W . Moreover, ifω = ∑N
i=1 γ

i ⊗ bi ∈ Γr ,ν,W denotes the
canonical invariant element thend :B→ Γr ,ν,W , db := ωb − bω, defines a covarian
FODC (dB ·B,d) overB.

Lemma 16. The quantum tangent space of the differential calculusΓ described in
Lemma15 is the linear span of the functionalsχi ∈ B◦, i = 1, . . . ,N , defined by

χi(a)= r
(
ν(a), S−1(bi)

)− ε(bi)ε(a).
Proof. Fora ∈ B one obtains

−Pr(da⊗ 1) = Pr
(∑
k

(
aγ kbk − γ kbka

)⊗ 1

)

= Pr
(∑
i,k

γ i ⊗ [ν(a(0))bkr(a(1), S−1(ψki ))− bia])
=
∑
i,j,k

γ j ⊗ S−1(ψij )[ε(ν(a(0))bk)r(a(1), S−1(ψki ))− ε(bi)ε(a)]
=
∑
i,j

γ j ⊗ S−1(ψij )[r(ν(a), S−1(bi)
)− ε(bi)ε(a)].

The last equality follows from∆bi =∑k bk ⊗ψki and∆ν(a)= ν(a(0))⊗ a(1). Therefore,
by Lemma 12,

a ∈L ⇐⇒ a ∈ B+ andPr(da⊗ 1)= 0

⇐⇒ a ∈ B+ andχi(a)= 0 ∀i = 1, . . . ,N. ✷
Let V (n), n � 1, denote the(2n+1)-dimensionalUq(sl2)-submodule ofOq(S2

c) with
highest-weight vectorb1= en1. Forν = id, the quantum tangent spaceT of the differential
calculusΓ from Lemma 15 satisfies

r
(
ν(·), S−1(en))= χ1(·)+ ε

(
en
)
ε(·) ∈ T ε = T ⊕Cε.
1 1
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The standard universalr-form of Oq(SL(2)) is defined by

r
(
uij , u

k
l

)= q−1/2


q if i = j = k = l,
1 if i = j �= k = l,
q − q−1 if j = k < i = l,
0 else.

In particular,r (a,u2
1)= 0 for all a ∈Oq (SL(2)) and thereforēχ :B→C,

χ̄(a) := ε(e1)−nr
(
a,S−1(en1))= ε(e1)−nr(S(a), en1)= r

(
S(a),

(
u1

1

)2n)= r
(
a,
(
u2

2

)2n)
,

is a character which satisfies

χ̄(ei)= q−2niε(ei).

Since χ̄ = ψ0
q−2n ∈ Vq−2n and dimVq−2n ⊕ Cε = 2n + 2 � dimT ε , one obtainsT ε =

Vq−2n ⊕ Cε. Hence the differential calculusΓ coincides withΓq−2n . Similarly, the

differential calculusΓ−q−l , l ∈ 2N, over Oq(S2∞) can be realized using the comodu
algebra endomorphismν : ei �→ −ei .

Note that

(Γq−2n ⊗B A)inv = (Γr ,Id,V (n) ⊗B A)inv, (34)

where, as above,V (n) denotes the(2n+1)-dimensional representation ofUq(sl2).
Indeed, by the above remarks,Γ = Γq−2n can be considered as a rightB-submodule of
Γr ,Id,V (n) and, asA is a flatB-module, this impliesΓq−2n ⊗B A ⊂ Γr ,Id,V (n) ⊗B A. As
dim(Γr ,Id,V (n) ⊗B A)inv = 2n+ 1 by construction and dim(Γq−2n ⊗B A)inv = 2n+ 1 by
Lemma 12, the identification (34) follows. Now (34) impliesΓq−2n⊗BA= Γr ,Id,V (n)⊗BA
and, by faithful flatness ofA, this in turn givesΓq−2n = Γr ,Id,V (n). Thus one has th
following proposition.

Proposition 17.For any0 �= c ∈ J2, the FODCΓq−2n , n ∈ N, is isomorphic toΓr ,Id,V (n).
For c=∞, the FODCΓ−q−2n is isomorphic toΓr ,ν,V (n) whereν(ei)=−ei . In particular,
Γ±q−2n are free left and rightB-modules and inner first-order differential calculi.

Remark 18. Covariant FODCs overOq(S2
0) are qualitatively different from those ov

Oq(S2
c), 0 �= c /∈ J2. Let Γ̃kl denote the(kl + k + l)-dimensional FODC overOq(S2

0)

with quantum tangent spacẽTkl = LinC{EiF j |0 � i � k, 0 � j � l, (i, j) �= (0,0)}. By
Proposition 10 and [4, Lemma 5.3], any covariant FODC overOq(S2

0) can be written as a
(not necessarily direct) sum of calculĩΓkl for certaink, l. In particular, the only irreducibl
calculi areΓ̃10 andΓ̃01, constructed in [7].
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