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Abstract 

In this paper, we consider the problem of building models that have high sentiment classification accuracy across 
domains. For that purpose, we present and evaluate three new algorithms based on multi-view learning using both 
high-level and low-level views, which show improved results compared to the state-of-the-art SAR algorithm [1] 
over cross-domain text subjectivity classification. Our experimental results present accuracy levels of 80% with two 
views, combining SVM classifiers over high-level features and unigrams compared to 77.1% for the SAR algorithm. 
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1.  Introduction 
 
Over the past few years, there has been an increasing number of publications focused on the classification 
of sentiment in texts. However, as stated in [2, 3, 4, 5], most research have focused on the construction of 
models within particular domains and have shown difficulties to cross thematic spheres. Within this 
context, three main approaches have been tackled. The first one is to train a classifier on a domain-mixed 
set of data as in [2, 5]. The second solution is to propose high-level features, which do not depend so 
much on topics such as part-of-speech statistics or other semantic resources as in [3, 6]. In this case, high 
level representations do not reflect the topic of the document, but rather the text genre. The third solution 
is to propose multi-view learning algorithms. The basic idea is to train at least two classifiers on one 
source domain and then update the set of labelled examples with new examples from a target domain 
when both classifiers agree on the class of the unlabeled example. This process is then iterated until 
convergence.  
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In parallel, [7] proposes a multi-view learning approach to improve the classification accuracy of polarity 
identification of Chinese product reviews based on translated English reviews. For that purpose, they use 
the co-training algorithm [8] with an agreement constraint combined with two SVM classifiers. In this 
paper, we propose to compare the SAR algorithm [1] with the co-training algorithm strategy constrained 
by agreement (i.e. a multi-view learning paradigm) as in [7]. Within this context, we propose three multi-
view learning algorithms, which best one presents accuracy levels across domains of 80% compared to 
77.1% for the SAR. 
 
2.  Characterizing Subjectivity 
 
Our methodology aims at classifying texts at the subjectivity level (i.e. subjective vs. objective) taking 
into account both high-level features (e.g. level of abstraction of nouns or level of subjective adjectives), 
which easily cross domains as shown in [6] as well as low-level features (e.g. unigrams or bigrams), 
which evidence high precision results within domains [9]. 
 
2.1. High-Level Features 
 
High-level features are usually used to cross domain as they do not depend so much on topics and usu-
ally define text genre. In this paper, we propose seven high-level features, which are described below. 
 
Intensity of Affective Words: sentiment expressions mainly depend on some words, which can express 
subjective sentiment orientation. Within this context, [10] use words from the WordNet Affect Lexicon 
[11] to annotate emotions. So, we propose to evaluate the level of affective words in texts as shown in 
Equation 1 by using the WordNet Affect Lexicon. Some examples of affective words are given in Table 
1. 

 
Dynamic and Semantically Oriented Adjectives: [12] consider two features for the identification of 
opin-ionated sentences: (1) semantic orientation, which represents an evaluative characterization of word 
devi-ation from its semantic group and (2) dynamic adjectives, which characterize words’ ability to 
express a property in varying degrees. In particular, semantic-oriented adjectives are polar words that are 
either pos-itive or negative and dynamic adjectives are adjectives with the “qualities that are thought to be 
subject to control by the possessor and hence can be restricted temporally”. Some examples are given in 
Table 2. For the present study, we use the set of dynamic adjectives manually identified by [12] and the 
set of semantic orientation labels assigned as in [13]. So, we propose to evaluate the level of these 
adjectives in texts as shown in Equations 2 and 3. 
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Classes of Verbs: [14] present a method using verb class information. According to her, verb classes ex-
press objectivity and polarity. To obtain relevant verb classes, they use InfoXtract [15], which groups 
verbs according to classes that correspond to their polarity. As InfoXtract is not freely available, we 
reproduced their methodology by using the classification of verbs available in Levin’s English Verb 
Classes and Alter-nations [16]. Some examples are given in Table 3. So, we propose to evaluate the level 
of the following three classes of verbs: Conjecture, Marvel and See as in Equations 4, 5 and 6. 

 
 
Level of Abstraction of Nouns: There is linguistic evidence that level of generality is a characteristic of 
opinionated texts, i.e. subjectivity is usually expressed in more abstract terms than objectivity [6]. Indeed, 
descriptive texts tend to be more precise and more objective and as a consequence more specific. In other 
words, a word is abstract when it has few distinctive features and few attributes that can be pictured in the 
mind. One way of measuring the abstractness of a word is by the hypernym relation in WordNet [17]. In 
particular, a hypernym metric can be the number of levels in a conceptual taxonomic hierarchy above a 
word (i.e. superordinate to). For example, chair (as a seat) has 7 hypernym levels chair ) f urniture ) f 
urnishings ) instrumentality ) arti f act ) ob ject ) entity in WordNet. So, a word having more hypernym 
levels is more concrete than one with fewer levels. So, we propose to evaluate the hypernym levels of all 
the nouns in texts as shown in Equation 7. 

 
Calculating the level of abstraction of nouns should be preceded by word sense disambiguation. Indeed, it 
is important that the correct sense is taken for the calculation of the hypernym level in WordNet. 
However, in practice, taking the most common sense of each word gives similar results as taking all the 
senses on average as shown in [6]. 
 
2.2.  Low-Level Features 
The most common set of features used for text classification is information regarding the occurrences of 
words or word ngrams in texts. Most of text classification systems treat documents as simple bags-of-
words and use word counts as features. Here, we consider texts as bags of lemmatized unigrams or 
bigrams, for which we compute their TF.IDF weights as in Equation 8 where wi j is the weight of term j in 
document i, t fi j is the normalized frequency of term j in document i, N is the total number of documents 
in the collection, and nj is number of documents where the term j occurs at least once. 
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3.Subjective/ObjectiveText Datasets 
 
To perform our experiments, we used three manually annotated standard corpora and built one corpus based on 
Web resources, which could be automatically annotated as objective or subjective. 
 
3.1. Existing Resources for Sentiment Classification 
The first resource is based on the Multi-Perspective Question Answering (MPQA) Opinion Corpus1. 
Based on the work done by [9] who propose to classify texts based only on their subjective/objective 
parts, we built a corpus of 100 objective (resp. subjective) texts by randomly selecting sentences 
containing only subjective or objective phrases. This case represents the “ideal” case where all the 
sentences in texts are either subjective or objective. The second corpus (RIMDB) is the subjectivity 
dataset v1.02, which contains 5000 subjective and 5000 objective sentences collected from movie reviews 
data [9]. Similarly to the MPQA corpus, we built a corpus of 100 objective (resp. subjective) texts by 
randomly selecting only subjective or objective sentences. The third corpus (CHES) was developed by 
[14] who manually annotated a data set of objective and subjective documents3. 
 
3.2. Automatic Construction of Labelled Dataset 
For our dataset (WBLOG), we downloaded part of the static Wikipedia dump archive4 and automatically 
spidered Weblogs from different domains. In fact, we propose to compare Wikipedia texts and Weblogs 
to reference objective and subjective corpora and show that Wikipedia texts are representative of 
objectivity and Weblogs are representative of subjectivity. For that purpose, we proposed an exhaustive 
evaluation based on (1) the Rocchio classification method [18] for different part-of-speech tag levels and 
(2) language modeling. In Table 4, we present the results of the Rocchio classification where the test 
vector is the set of Wikipedia sentences and the trained vectors are the subjective and objective sentences 
from the subjectivity v1.0 corpus (RIMDB). The results confirm our initial assumption that texts from 
Wikipedia convey objective contents, although the role of verbs seems less clear with respect to 
subjectivity as opposed to what is exposed in [14]. 
 

 
Similarly, we performed the same experiment where the test vector is the set of Weblogs sentences 

and the trained vectors are the subjective and objective sentences from the subjectivity v1.0 corpus 
(RIMDB). The results are presented in Table 5 and clearly show that at any part-of-speech level, Weblogs 
embody subjectivity. 

 
1http://www.cs.pitt.edu/mpqa/ 
2http://www.cs.cornell.edu/People/pabo/movie-review-data/ 
3http://www.tc.umn.edu/ ches0045/data/ 
4http://download.wikimedia.org/enwiki/ 
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In spite of encouraging classifications, the values of the cosine similarity measure within the 
same      morphological level between the trained and the test vectors are usually very close. This does not 
give much confidence in the results. For that purpose, we proposed another methodology based on 
language modeling. The basic idea is that objective and subjective languages are intrinsically different. 
Consequently, if we build a language model based on Weblogs, the subjective part of the subjectivity v1.0 
corpus (RIMDB) should be more probable than the objective part, and vice and versa. This probability is 
transformed into perplexity (Px) and entropy (H) measures within the CMU-Toolkit5. The results of this 
experiment are given in Table 6 for a trigram language model. 
 

 
To summarize the results in Table 6, the trained model Wikipedia shows lower perplexity and entropy for 
the objective sentences than for the subjective sentences. The opposite happens when using the trained 
model Weblogs. In that case, lower perplexity and entropy are shown for the subjective sentences than for 
the objective sentences. Once again, our assumptions are confirmed as objective (resp. subjective) 
sentences are intrinsically closer to the Wikipedia (resp. Weblogs) model than subjective (resp. objective) 
ones. Indeed, the lower the perplexity and the entropy are, the closer to the model the sentences are. 
Thanks to this analysis, we are now able to automatically build large data sets of learning examples based 
on common sense judgments. 
 
4.  Multi-View Learning 
 
While semi-supervised learning is usually associated to small labelled datasets situations and tries to 
automatically increase the number of labelled examples, multi-view learning aims at learning a 
compromise model of different views. A classical semi-supervised algorithm is the well-known             
co-training algorithm [8], which includes as new labelled examples the best classified examples by each 
classifier individually. [7] proposed a slight modification of the co-training algorithm by introducing an 
agreement constraint, which can be thought as a way of providing a multi-view learning approach. Within 
this context, new labelled examples are included in the set of labelled examples if all classifiers agree on 
their labels. As such, all classifiers tend to converge to a compromise learner. This is the definition of the 
multi-view paradigm. Different works have been proposed following this approach, but SAR [1] is 
certainly the best reference up-to-date for sentiment classification. 
 
5http://www.speech.cs.cmu.edu/SLM info.html 
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4.1. The SAR Algorithm   
[1] proposed the Stochastic Agreement Regularization (SAR) algorithm to deal with cross-domain 

po-larity classification. In particular, SAR models a probabilistic agreement framework based on 
minimizing the Bhattacharyya distance between models trained using two different views. It regularizes 
the models from each view by constraining the amount by which it allows them to disagree on unlabeled 
instances from a theoretical model. Their co-regularized objective, which has to be minimized, is defined 
in Equation 9 where Li for i = 1::2 are the standard regularized log likelihood losses of the probabilistic 
models p1 and p2, Eu[B(p1( 1); p2( 1))] is the expected Bhattacharyya distance between the predictions of 
the two models on the unlabeled data, and c is a constant defining the weight of the agreement between 
unlabeled data.  
 

 
4.2. Merged Agreement Algorithms 
 
As the SAR algorithm is based on agreement between different models, we propose three algorithms 
based on the well-known co-training by introducing different agreement constraints. On the one hand, we 
know that high-level features provide strong opinion evidence across domains [3, 6]. On the other hand, 
word-based models show remarkable results for in-domain classification tasks [9]. As a consequence, we 
expect that agreement between low-level classifiers and high-level classifiers will allow the classifiers to 
self-adapt to new domains. 
 
4.2.1. The MAA and BMAA Algorithms 
 
The Merged Agreement Algorithm (MAA) is an adaptation of the algorithm proposed in [7] and it is 
defined in Algorithm 1. 

 
 
It is based on the co-training algorithm with agreement, but instead of just taking into account unlabeled 
examples with similar predictions from both classifiers to update the set of labelled examples such as in 
[7], we impose that only the examples with highest confidence upon agreement are added to the labelled 
list. Basically, the MAA takes two main inputs: a set of labelled examples from one domain (L), the 
source domain, and a set of unlabeled examples from another domain (U), the target domain. After 
training on the source domain, both classifiers classify unlabeled documents from the target domain. If 
both classifiers 
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agree on their predictions, the unlabeled document is added to an agree list for each classifier with the 
categorization label and the classification confidence. Finally, the P positive (subjective) and N negative 
(objective) documents with higher confidence values are selected from each agree list and transferred 
from the set of unlabeled documents to the labeled set. It is important to point at the fact that the MAA 
algorithm as the one proposed by [7] may produce unbalanced data sets. Indeed, from both agree lists of 
H1 and H2, we may update the labelled list with more positive examples than negative ones and vice and 
versa as classifiers may agree more on one class than another. Without a balancing parameter, it is not 
necessary to have a minimum number of positive or negative documents, which agree on labels for both 
classifiers. If H1 and H2 agree only on positive predictions then only positive examples will be added to 
L. As a consequence, we propose to modify the MAA to balance the parameter values of P and N at each 
iteration. So, if the number of predicted subjective or objective documents is equal to 0, it is used as a 
stopping criterion. Otherwise, the minimum number of positive or negative new labelled examples is 
chosen to update the source labelled example list L. This cycle is repeated for k iterations or until there 
are no positive or negative candidate documents in the agree lists. We call this method the Balanced 
Merged Agreement Algorithm (BMAA), our second algorithm proposal. 
 
4.2.2. The BMAADR Algorithm 
With the MAA and the BMAA algorithms, the most confidently predicted P and N examples from H1 
and H2 are selected to update L. However, for example, we may update L with a positive example from 
H1, which agrees on the classification of H2 but where the difference between each confidence is high. 
As a consequence, we may update L with examples where only one of the classifiers is very confident 
about the classification although they agree on the classification. The idea of our new proposal is to 
measure an “average” confidence value for all examples for which there is agreement between classifiers 
so that the highest “on average” new labelled examples are added to L. For that purpose, after each 
classification on unlabeled data, both agree lists are sorted by decreasing classification confidence i.e. the 
best examples are at the top of the agree lists. So, each document is located at one position in the agree 
list of H1 and on another position in the agree list of H2. Based on these two positions in the different 
sorted agree lists, we reckon a new position, which is the average of the positions of the document d in 
both lists. Finally, we sort the documents according to their new average position, which is their new 
confidence value. Then, the best P positive and N negative examples are added to the labelled data set L 
depending on their new confidence value. This method is described in Algorithm 2 and is called the 
Balanced Merged Agreement Algorithm Using Documents Rank (BMAADR). 
 
5.  Experiments and Results 
 
In this section, we present the results obtained by using the multi-view learning techniques, presented in 
section 4.2, combining high-level and low-level features. First, we will present the results obtained by the 
SAR algorithm, which will form the baseline and then compare these with those obtained with the 
proposed MAA, BMAA and BMAADR algorithms. All experiments are performed on a leave-one-out 5 
cross validation basis with SVM classifiers. In particular, we use the SVMlight package6 for classification 
and the MontyTagger of the MontyLingua package7 [19] for part-of-speech tagging. In order to test 
models across domains, we propose to train different models based on one domain only at each time and 
test the classifiers over all domains together. So, each percentage can be expressed as the average results 
over all datasets. 
 
5.1. The SAR algorithm 
 
We first propose to show the results obtained with the SAR algorithm [1]. To perform the experiments, 
we used two views generated from a random split of low-level features together with maximum entropy 
 
6

http://svmlight.joachims.org/ 
7

http://web.media.mit.edu/ hugo/montylingua/ 
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classifiers with a unit variance Gaussian prior. Indeed, the actual implementation of SAR does not allow 
to test it with different views but only with random subsets of views, nor with different classifiers. The 
results are illustrated in Table 7. 
 

 
The results show interesting properties. Models built upon unigrams mostly outperform models based on 
bigrams. One great advantage of only using low-level features is the ability to reproduce such 
experiments on different languages without further resources than just texts. However, a good training 
data set will have to be produced as the best results are obtained from the manually annotated corpus 
RIMDB with 77.1%. 
 
5.2. The Merged Agreement Algorithms 
 
In this section, we propose to compare the multi-view learning algorithms based on two views. The first 
view contains the seven high-level features expressed in section 2 and the second view is the set of 
unigrams or bigrams. As a consequence, we expect that the low-level classifier will gain from the 
agreements with the high-level classifier and will self-adapt to different new domains. In Table 8, we 
show the results obtained using unigrams as low-level features and in Table 9, the results using bigrams 
for each of the algorithms presented in section 4.2. Before explaining the results, we illustrate the 
behavior of each classifier in Figure 1 in terms of accuracy along the different iterations. The MAA 
classifier improves its accuracy just in the first few iterations and then starts to loose in accuracy. This is 
mainly due to the fact that the unbalanced labeled examples impair the performance. In this case, the 
average accuracy across domains reaches 75.6% in the best case, which is worse than the SAR best 
performance of 77.1%. However, the BMAA and BMAADR  
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show a different behavior as their accuracy decreases slightly between the sixth and eighth iteration and 
then remains almost constant for both classifiers. As such, they benefit of the agreement of both 
classifiers in the first iterations. The best accuracy is obtained by the BMAADR algorithm, which reaches 
an average accuracy of 80%, which outperforms SAR. It is also interesting to notice that in almost all 
cases, unigram low-level features provide better results than bigrams. The only exception is the RIMDB 
training set, where using bigrams as low-level features drastically improves the results compared to the 
unigram representation. Moreover, we see that automatically building a labelled data set, such as the 
WBLOG, can lead to interesting results as it shows the second best performance for unigrams, although it 
only presents the third best result for the bigram case. 
 

 
 
The obtained results also show that SAR performs better in the cases of exclusively objective and sub-
jective data sets (RIMDB and MPQA), while in the case of the other two data sets annotated at document 
level (i.e. texts do not contain exclusively objective or subjective sentences), the best classification 
accura-cies are obtained by the BMAADR. As a consequence, we can say that the BMAADR algorithm is 
the best performing algorithm for real-world texts situations. However, some comments must be claimed. 
In the proposed method, we rely on the assumption that the domain-independent view based on high-level 
features restricts the addition of wrongly predicted labels by both classifiers. However, these methods 
suffer of the weakness of the low-level classifier in its initial states, as wrong classifications may lead to 
produce small sets of examples, which may join the agree lists. Moreover, when both classifiers agree, 
they do not learn much more, especially if they agree with high-level of confidence in both classifiers. As 
a consequence, the 
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accuracy is almost constant for the models based on different views just after a few iterations.      
Nevertheless, we clearly believe that adapted multi-view or semi-supervised learning algorithms can lead 
to improve results compared to single-view approaches. 
 
6.  Conclusions 
 
In this paper, we proposed to use a multi-view approach to address the problem of cross-domain        
sentiment classification. For that purpose, we presented three different algorithms based on an adaptation 
of the co-training algorithm by introducing different agreement constraints following the idea of [7]. The 
results showed the effectiveness of the proposed approach by combining high-level and low-level features 
as two different views. In particular, the best results showed accuracy of 80% across domains with the 
BMAADR algorithm compared to 77.1% for the SAR algorithm proposed by [1], the reference multi-
view learning algorithm so far. 
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