Membrane Lateral Mobility Obstructed by Polymer-Tethered Lipids Studied at the Single Molecule Level
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ABSTRACT Obstructed long-range lateral diffusion of phospholipids (TRITC-DHPE) and membrane proteins (bacteriorhodopsin) in a planar polymer-tethered 1-stearoyl-2-oleoyl-sn-glycero-3-phosphocholine bilayer is studied using wide-field single molecule fluorescence microscopy. The obstacles are well-controlled concentrations of hydrophobic lipid-mimicking dioctadecylamine moieties in the polymer-exposed monolayer of the model membrane. Diffusion of both types of tracer molecules is well described by a percolating system with different percolation thresholds for lipids and proteins. Data analysis using a free area model of obstructed lipid diffusion indicates that phospholipids and tethered lipids interact via hard-core repulsion. A comparison to Monte Carlo lattice calculations reveals that tethered lipids act as immobile obstacles, are randomly distributed, and do not self-assemble into large-scale aggregates for low to moderate tethering concentrations. A procedure is presented to identify anomalous subdiffusion from tracking data at a single time lag. From the analysis of the cumulative distribution function of the square displacements, it was found that TRITC-DHPE and W80i show normal diffusion at low concentrations of tethered lipids and anomalous diffusion at higher ones. This study may help improve our understanding of how lipids and proteins in biomembranes may be obstructed by very small obstacles comprising only one or very few molecules.

INTRODUCTION

The fluid mosaic model describes a plasma membrane as a fluid lipid matrix with embedded membrane proteins (Singer and Nicholson, 1972). Since 1972 our view of a biomembrane has shifted significantly to that of a highly complex, compartmentalized system with a broad range of dynamic processes (Sako and Kusumi, 1994; Jacobson et al., 1995; Sheets et al., 1995; Edidin et al., 1991; Feder et al., 1996; Kusumi et al., 1998). The heterogeneous membrane structure and the resulting dynamics critically impact several important biological functions in cells including signal transduction, cell-cell recognition, and caveolar transport processes (Edidin, 1997, 2001; Verkade and Simons, 1997; Maxfield, 2002). Consequently, there has been much effort to derive general biophysical principles that link the organization, dynamics, and functionality of biomembranes.

The exploration of the hindered diffusion of lipids and proteins in membranes is a crucial step in this process. The diffusion coefficient in biomembranes is reduced by 1–2 orders of magnitude compared with model membrane systems (Webb et al., 1981; Edidin, 1996). This discrepancy is due to multiple processes acting in parallel to modify diffusion, including hydrodynamic interactions, lipid viscosity, aggregate formation, binding to the cytoskeleton, and obstruction (Saxton, 1999). In fact, cellular studies allowed a qualitative analysis concerning the hindrance of lipid and protein diffusion caused by the cytoskeleton (Sheetz et al., 1980; Tsuji and Ohnishi, 1986; Sako and Kusumi, 1995; Fujiwara et al., 2002) and extracellular matrix (Livneh et al., 1986; Zhang et al., 1991; Jacobson et al., 1997).

The hindrance of diffusion of lipids and proteins by small obstacles embedded in the lipid bilayer is more difficult to address. Such obstacles may be created by binding of membrane proteins and lipids to the cytoskeleton or extracellular matrix, by small lipid domains, or by crowding of mobile membrane proteins. The main experimental problem is that the area fraction of obstacles in cellular membranes is not known. To overcome this limitation, experimental studies have been mainly focusing on model membrane systems characterized by well-controlled area fractions of obstacles. Two types of model systems have been used to study obstructed diffusion, i.e., two-phase lipid systems (Almeida et al., 1992a,b; Ratto and Longo, 2002) and mobile proteins in lipids (Peters and Cherry, 1982; Tank et al., 1982; Blackwell and Whimmarsh, 1990).

Theoretical models of obstructed diffusion have been studied extensively (Pink et al., 1986; Saxton, 1987, 1993a,b; Scalletar and Abney, 1991). The models assume that tracers and obstacles interact either via hard-core repulsion or via hard-core plus soft repulsions. In the case of hard-core repulsion, several theoretical approaches have been pursued, including Monte Carlo calculations (Saxton, 1987, 1993a,b), free-volume models (Almeida et al., 1992a; Tocanne et al., 1994; Schram et al., 1996), and hydrodynamic models (Bussell et al., 1995; Dodd et al., 1995). With the exception of very small proteins, such as the 2-kDa gramicidin...
(Blackwell and Whitmarsh, 1990), the agreement between these hard-core repulsion-based theories and experimental data in model systems is rather poor. To overcome these discrepancies, Almeida et al. (1992b) introduced a modified free-volume model which adds to the hard-core potential a soft repulsive component due to a layer of ordered lipids surrounding obstacles (Almeida et al., 1992b). Such boundary layers have been discussed by other groups as well (Sperotto and Mouritsen, 1991; Jaechning, 1981). Though the additional model parameter led to a better agreement between theory and experiment, there are still open questions. In particular, reported values on the thickness of the boundary layer vary among different types of obstacles (Almeida et al., 1992b; Blackwell and Whitmarsh, 1990; Ratto and Longo, 2002).

Here we present for the first time an experimental comparison to theoretical predictions concerning the lateral diffusion of lipids and proteins obstructed by very small obstacles of polymer-tethered lipids, which consist of either individual lipids or small aggregates of just a few lipids. We hypothesize that glycolipids, GPI-anchored proteins, and membrane proteins with a single membrane-spanning α-helical structure may obstruct membrane lateral mobility in the plasma membrane similarly via coupling to the glycocalyx, extracellular matrix, or cytoskeleton. Therefore, this study may shed light into the biophysical mechanisms of obstructed diffusion caused by tethering.

MATERIALS AND METHODS

The lipopolymer dioctadecylamine [poly(ethylxazoline) 8988] (DODA-E85) was synthesized following a procedure described recently (Lehmann, 1999). The phospholipid, 1-stearoyl-2-oleoyl-sn-glycero-3-phosphocholine (SOPC) and the fluorescently labeled phospholipid, N-(6-tetramethyldihydroaminethiocarbonyl)-1,2-dihexadecanoyl-sn-glycero-3-phosphoethanolamine, triethylammonium salt (TRITC-DHPE), were purchased from Avanti Polar Lipids (Alabaster, AL) and Molecular Probes (Eugene, OR), respectively. Two forms of bacteriorhodopsin (BR) were employed in this study, wild-type BR and the BR mutant W80i. The mutant was chosen because it is less prone to aggregation (Haupts et al., 1999). Protein purification was conducted on a sucrose gradient following standard procedures (Oesterhelt and Stoeckenius, 1974). Chloroform (HPLC grade, Fisher Scientific, Pittsburgh, PA) was used as a spreading solvent for preparing SOPC and SOPC/DODA-E85 monolayers at the air-water interface and Milli-Q water (pH = 5.5, 18 Ω-cm resistivity; Milli-Q, Millipore, Billerica, MA) was used as a subphase material for all experiments.

A detailed description of the preparation of a polymer-tethered phospholipid bilayer, which is illustrated in Fig. 1, was recently provided elsewhere (Naumann et al., 2002). In short, microscopy coverslips were cleaned by baking at 515°C in a kiln for 1 h followed by sonication for 30 min each in the following solutions: 1% SDS, methanol saturated with NaOH, and 0.1% HCl using a bath sonicator. After each step, the coverslips were rinsed with Milli-Q water. To assure the removal of all non-aqueous components, the last Milli-Q rinsing step was very extensive. Cleaned glass slides were stored in Milli-Q water until used. Accurate control of the tethering density at the polymer-lipid interface was achieved by preparing SOPC/DODA-E85 mixed monolayers of specific lipopolymer molecular concentrations at the air-water interface. By using a film balance with dipper (Labcon, Darlington, UK), the films could be transferred from the air-water interface to the glass substrate using Langmuir-Blodgett film deposition.

Note that, in contrast to previous experiments, where photo-crosslinker molecules were used to covalently link the polymer film to the solid substrate (Naumann et al., 2002), polymers in this study are physisorbed to the glass substrate. The film pressure was adjusted at ~30 mN/m to obtain an average area per lipid of $A_{lipid} = 65 \AA^2$. A constant value of $A_{lipid}$ for all tethering concentrations investigated is essential because the lateral diffusion of phospholipids is described by a free area model, which predicts a change in $D$ for different values of $A_{lipid}$ (Trauble and Sackmann, 1972; Galla et al., 1979). The polymer-tethered phospholipid bilayer was completed by transferring an SOPC monolayer at $A_{lipid} = 65 \AA^2$ from the air-water interface to the Langmuir-Blodgett monolayer using Schaefer transfer technique or by fusing small unilamellar vesicles (either SOPC vesicles or bacteriorhodopsin-containing SOPC proteosomes) to the SOPC/DODA-E85 Langmuir-Blodgett film. To form small unilamellar vesicles, SOPC vesicles were sonicated with a rod sonifier (Branson Ultrasonics, Danbury, CT) until the sample was opaque. To remove titanium dust, the sonicated sample was centrifuged at 2000 rpm for 5 min using a tabletop centrifuge. Bacteriorhodopsin-containing proteosomes were formed via spontaneous incorporation of bacteriorhodopsin into preformed vesicles (Scotto and Gompper, 1990). In this case, BR molecules (wild-type or W80i) were incorporated into SOPC vesicles by adding the membrane preparation of W80i or wild-type BR to the vesicle solution under quick vortexing. BR-containing proteosomes were fused on the SOPC/DODA-E85 Langmuir-Blodgett film within 30 min. Finally, the sample was rinsed extensively to remove excess proteosomes that did not fuse.

Our single-molecule fluorescence imaging setup was used as previously described (Ke and Naumann, 2001a,b). In short, a 200-mW frequency-doubled Nd:YAG laser (wavelength: 532 nm) was used as an excitation source. The laser beam was spatially filtered and delivered to the EPI port of an inverted microscope (Zeiss Axiosvert S100TV, Zeiss, Oberkochen, Germany). Then the beam was reflected by a dichroic mirror (Omega XF1051, Omega Optical, Brattleboro, VT) and focused by a microscope objective (Zeiss, oil immersion, 100× NA = 1.3). The optical power was set so that the light intensity at the focus of the microscope objective was $\sim 1.6 \text{ kW/cm}^2$. To control photobleaching of the sample irradiated by the laser beam, a Uniblitz shutter (VMM-D1) of 3-mm open aperture was used. The fluorescence signal, centered at 566 nm, was passed through a 2.5X magnification lens and refocused to an intensified charge-coupled device camera (iPentaMAX 512EFT, Princeton Instruments, Roper Scientific, Trenton, NJ) mounted at the TV port of the microscope. The excitation light.
was blocked out by the combination of a Raman filter (Omega 540ELP) and the dichroic mirror. The temperature and the gain of the camera were set at −22°C and 95.0, respectively. The exposure time and the frame rate of the charge-coupled device camera were chosen to be 10 ms and 16.7 frames/s while synchronized with the Uniblitz shutter.

Image recording and single molecule tracking were acquired using Isee imaging software (Isee Imaging Systems, Raleigh, NC) running on a Linux platform. The mean-square displacement, $\langle r^2 \rangle$, for individual phospholipid molecules can be calculated as a function of time lag $t_{lag}$, as described previously (Kusumi et al., 1993; Schmidt et al., 1995),

$$\langle r^2 \rangle = \frac{1}{t_l - t_i = t_{lag}} \sum_{t_i} \left[ \mathbf{r}(t_i) - \mathbf{r}(t_p) \right]^2,$$

where $\mathbf{r}(t_i)$ and $\mathbf{r}(t_p)$ are the position vectors of the tracer molecule at times $t_i$ and $t_p$, respectively. For Brownian diffusion, the lateral diffusion coefficient $D$ can be obtained from the average value of the individual displacements $\langle r^2 \rangle$ with

$$D = \frac{\langle r^2 \rangle}{4t_{lag}},$$

For our experiment, the positional change of individual molecules was analyzed for each successive frame separately using a constant time lag of $t_{lag} = 50$ ms. The time lag was set by the time of closed shutters between successive exposures (open shutters). To assure statistical significance, each sample was analyzed using 150 time steps of the same $t_{lag} = 50$ ms. This approach was chosen because photobleaching of the label limits the number of position measurements per label. In addition, one cannot measure longer time lags just by increasing the time interval between measurements because this risks losing the track due to off-blinking of single dyes. To evaluate the experimental error from our tracking analysis, we repeated the tracking analysis on identical samples and compared the resulting square displacements. To evaluate this risk, losing the track due to on-off blinking of single dyes. To evaluate this risk, losing the track due to on-off blinking of single dyes. To evaluate this risk, losing the track due to on-off blinking of single dyes. To evaluate this risk, losing the track due to on-off blinking of single dyes.

To further analyze the data, the cumulative distribution function (CDF) was obtained from the individual trajectories by counting the number of $r^2$ with values $\leq r^2$ and normalizing by the total number of tracks used (Schuetz et al., 1997). Each CDF was analyzed assuming normal diffusion, for which the CDF is (Schuetz et al., 1997),

$$P(r^2, t_{lag}) = 1 - \left[ \alpha \exp \left(-\frac{r^2(t_{lag})}{\langle r^2(t_{lag}) \rangle}\right) + (1 - \alpha) \exp \left(-\frac{r^2(t_{lag})}{\langle r^2(t_{lag}) \rangle}\right) \right],$$

where $\langle r^2(t_{lag}) \rangle$ and $\langle r^2(t_{lag}) \rangle$ represent the mean-square displacements of the two populations. Note that the data can be analyzed in terms of the probability density function (Anderson et al., 1992) or the CDF (Schuetz et al., 1997). The advantage of using the CDF is that there is no need to impose bin sizes, and the summation integrates out much of the noise.

Single molecule fluorescence tracking of lipids in the inner leaflet of the polymer-tethered bilayer was accomplished by adding small amounts ($10^{-8}$ mol %) of the fluorescently labeled lipid TRITC-DHPE to the spreading solution of SOPC/DODA-ESs before Langmuir-Blodgett transfer. A representative image with intensity profile from similar sample geometry (TRITC-DHPE in a phospholipid monolayer at the air-water interface) was already shown elsewhere (Ke and Naumann, 2001a). The observed off-blinking, a single molecule-specific phenomenon (Dickson et al., 1997), ensured that single molecules were tracked. It is reasonable to assume that TRITC-DHPE and SOPC show the same lateral diffusion within the polymer-tethered bilayer, even though they are characterized by a mismatch of their acyl-chain lengths. This is because lipid diffusion is described by a two-dimensional free-area model that predicts no dependence of lateral diffusion on acyl-chain length, as verified experimentally (Vaz et al., 1985; Balcom and Petersen, 1993). The BR experiments did not require an external fluorescence label because the autofluorescence from the retinal of each BR molecule could be detected using our imaging system. Even though the quantum yield of the retinal is one order-of-magnitude lower than that of a typical organic fluorescence dye, the number of emitted photons for a given exposure time is similar because the lifetime of the excited singlet state is approximately one order-of-magnitude shorter as well (Du and Fleming, 1993). It has been shown that BR molecules exist as monomers if the lipid/protein ratio reaches $\geq 80$ (Ashikawa et al., 1994), which is certainly given in our experiment where a lipid/protein ratio of $10^{-7}$ was utilized. In addition, no aggregation of BR is expected in the current study, because experiments were conducted using the monomeric BR-mutant W80I, which is less prone to aggregation (Haupts et al., 1999). The BR molar concentration with respect to SOPC was estimated from the average distribution of individual W80I molecules on fluorescence micrographs.

**RESULTS AND DISCUSSION**

We tracked individual TRITC-DHPE molecules in the tethered lipid-containing inner leaflet of the SOPC bilayer at different molar concentrations of tethered lipids, $c_{ether}$ of 0, 5, 10, 15, 20, 30, and 40 mol %. Note that $c_{ether}$ is defined as the molar concentration of tethered lipids with respect to the molar concentration of SOPC in the same (only the inner) leaflet of the bilayer, $c_{SOPC}$. Fig. 2 shows representative $r^2$ histograms from those studies. The center of the histogram shifts to smaller $r^2$ values as the concentration of tethered lipids increases, consistent with Table 1, which gives the diffusion coefficient $D_{lipid}$ and the immobile fraction $IF$ for various values of $c_{ether}$. As mentioned earlier, the average area per phospholipid was kept constant at $A_{lipid} = 65 \text{Å}^2$ for all tethering concentrations. Under these conditions, the observed differences in lipid lateral mobility are not caused by changes in free area described by a free-area model.
(Traeuble and Sackmann, 1972; Galla et al., 1979), but are associated with the presence of tethered lipids. For $c_{\text{tether}} > 10$ mol %, the observed qualitative trend between $\langle r^2 \rangle$ and $c_{\text{tether}}$ in Fig. 2 and Table 1 is in good agreement with fluorescence recovery after photobleaching (FRAP) and single molecule fluorescence microscopy studies on polymer-tethered phospholipid monolayers at the air-water interface reported previously (Naumann et al., 2001; Ke and Naumann, 2001b). A similar comparison with appropriate bilayer systems is more problematic because the available experiments were limited by either the concentration range of tethered lipids of $0 < c_{\text{tether}} \leq 10$ mol % (Wagner and Tamm, 2000) or the experimental conditions employed (Naumann et al., 2002). In the latter case, FRAP was conducted via relatively slow bleaching of a large spot using the mercury lamp of the microscope.

Fig. 3 shows the rapid increase of the immobile fraction $IF$ near $c_{\text{tether}} \sim 40$ mol %, consistent with a percolation threshold. As expected for a percolating system, the plot verifies that there is only a notable immobile fraction of $IF = 25\%$ at $c_{\text{tether}} \sim 40$ mol %, which is very close to the percolation threshold. The $IF$ values in the current study are notably lower than those previously determined on a very similar model membrane system, a polymer-tethered phospholipid bilayer covalently attached to a glass substrate via silane groups (Wagner and Tamm, 2000). This FRAP-based work reported $IF$ values of 22–50% over a tethering concentration range of $0 \leq c_{\text{tether}} \leq 10$ mol %. The discrepancy is likely to be the result of the different length scales in the two types of measurements, although differences in the chemistry of the samples may also contribute.

To further analyze the obstructed diffusion of TRITC-DHPE, Fig. 4 shows experimental data and model fits of the relative diffusion coefficient $D_{\text{rel}}$ as a function of the area fraction of obstacles (tethered lipids), $c = c_{\text{tether}}(c_{\text{tether}} + c_{\text{SOPC}})$. This definition of $c$ assumes that the average area per phospholipid $A_{\text{lipid}}$ is equal to the average area occupied by a tethered lipid $A_{\text{tether}}$. $D_{\text{rel}}$ is normalized by the value for the unobstructed case. The data curve illustrates that $D_{\text{rel}}$ decreases almost linearly with $c$ and that lipid lateral diffusion is blocked at a percolation threshold $c \sim 0.4$. The solid line in Fig. 4 shows the best-fitting result using the modified free-area model for obstructed lipid diffusion of Almeida et al. (1992b). In addition to hard-core repulsion, this model includes a soft-core repulsion due to partial ordering of lipids near a gel domain with a characteristic coherence length $\xi$. Solved numerically, the model provides

<table>
<thead>
<tr>
<th>$c_{\text{tether}}$ [mol %]</th>
<th>$D_{\text{lipid}}$ [um$^2$/s]</th>
<th>$IF$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2.1</td>
<td>0.7</td>
</tr>
<tr>
<td>5</td>
<td>1.8</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>1.6</td>
<td>0.7</td>
</tr>
<tr>
<td>15</td>
<td>1.3</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>0.9</td>
<td>2</td>
</tr>
<tr>
<td>30</td>
<td>0.6</td>
<td>4.7</td>
</tr>
<tr>
<td>40</td>
<td>0.03</td>
<td>26</td>
</tr>
</tbody>
</table>
a relationship among the relative diffusion coefficient \(D_{\text{rel}}\), the area fraction of obstacles \(c\), the average radius of obstacles \(R\), and the coherence length \(\xi\), with (Almeida et al., 1992b):

\[
D_{\text{rel}} = 1 + ac + be^2
\]

\[
a = -1.208 - 24.3 \exp\left(-\frac{1.763R}{\xi}\right)
\]

\[
b = 185 \exp\left(-\frac{2.587R}{\xi}\right)
\]

Using Eqs. 6–8 and assuming that \(A_{\text{tether}} = A_{\text{l lipid}} = 65 \, \text{Å}^2\), the solid fitting curve in Fig. 4 results in a percolation threshold of \(c = 0.41\) and a coherence length of \(\xi = 2.3 \pm 0.1\, \text{Å}\). Because this \(\xi\)-value is smaller than the diameter of a single phospholipid of \(d_{\text{l lipid}} \sim 9\, \text{Å}\), the interaction potential between tethered lipids and TRITC-DHPE in the polymer-tethered phospholipid bilayer lacks a significant soft repulsive component. This finding also implies that the polymer moiety of lipopolymers does not interact with nearby lipids to immobilize them.

The above result justifies the analysis of our experimental data using Monte Carlo calculations for a hard-core repulsive potential. These models provide additional information about the mobility and geometry of obstacles in the bilayer (Saxton, 1987, 1993a). For example, Monte Carlo lattice calculations predict that immobile obstacles show a percolation threshold accompanied by an almost linear relationship between \(D_{\text{rel}}\) and \(c\), whereas mobile obstacles lack a percolation threshold and are characterized by a nonlinear relationship between \(D_{\text{rel}}\) and \(c\) (Pink, 1985; Saxton, 1987). Obviously, the presence of the percolation threshold at \(c = 0.41\) and the almost linear relationship between \(D_{\text{rel}}\) and \(c\) in Fig. 4 indicate that the tethered lipids in the inner leaflet of the polymer-tethered bilayer act as immobile obstacles on the experimental timescale chosen. Although Monte Carlo lattice calculations also provide predictions for the size and geometry of obstacles on the basis of percolation thresholds (Saxton, 1993a), a direct comparison of our experimental data with theoretical predicted percolation values is not very practical. This is because the estimated error in \(A_{\text{tether}}\) is \(\pm 20\, \text{Å}^2\) and because the theoretical percolation thresholds depend on the size and geometry of the obstacles, which both depend on \(A_{\text{tether}}\).

The area of a tethered polymer \(A_{\text{poly}}\) is a function of the polymer density, as shown by standard scaling laws for end-grafted polymers (de Gennes, 1976, 1980; Alexander, 1977). The aggregation behavior of tethered lipids can be addressed on the basis of these scaling laws of polymer physics and by utilizing simple steric and thermodynamic considerations. The general concept is that the thermodynamically favorable aggregation of tethered lipids in the bilayer is hindered due to their covalent linkage to entropic spring-forming polymer...
chains. As a result, the aggregation of tethered lipids becomes less likely if the ratio of area per polymer and area per tethered lipid $A_{\text{poly}}/A_{\text{tether}}$ increases. Scaling concepts of end-grafted polymers provide a reasonable estimate of how $A_{\text{poly}}$ will depend on $c_{\text{tether}}$ (de Gennes, 1976, 1980; Alexander, 1977). Following these scaling arguments, at low tethering concentrations, the polymer chain of lipopolymers can be approximated by a half-sphere with a radius comparable to the Flory radius $R_F$ of an end-grafted polymer coil (mushroom) under good solvent conditions (Flory, 1953; de Gennes, 1980). With an assumed length per ethyloxazoline monomer of $a = 3.5$ Å and an average number of monomer segments per poly (ethyloxazoline) chain of $N = 85$, one can calculate the equilibrium value of $A_{\text{poly}}$ in the high dilution limit (very low $c_{\text{tether}}$) using Eqs. 9 and 10,

$$
R_F = a N^{3/5} \quad (9)
$$

$$
A_{\text{poly}} = \pi R_F^2 \quad , \quad (10)
$$

which leads to a value of $A_{\text{poly}} \approx 7950$ Å$^2$. This verifies that $A_{\text{poly}} \gg A_{\text{tether}}$ for low $c_{\text{tether}}$, thus preventing aggregation of tethered lipids. The flexible polymer chains will, however, deviate from the mushroom configuration if the average distance among tethered lipids $\sigma$ is $\sigma < 2R_F$. In this case, scaling arguments show that the polymer chains are forced into the more stretched configuration of a polymer brush where the thickness of the polymer layer $d_{\text{poly}}$ can be written as a function of $R_F$ and $\sigma$ with (Jones and Richards, 1999)

$$
d_{\text{poly}} = R_F \left( \frac{R_F}{\sigma} \right)^{2/3} \quad . \quad (11)
$$

A consequence of Eq. 11 is that $A_{\text{poly}}$ and $A_{\text{poly}}/A_{\text{tether}}$ will decrease with increasing values of $c_{\text{tether}}$ if polymer chains of lipopolymers are in a brush configuration. This trend is clearly illustrated in Table 2, which lists estimated values of the average number of SOPC molecules per tethered lipid, $N_{\text{lipid}}$, and the area ratio $A_{\text{poly}}/A_{\text{tether}}$ for different values of $c_{\text{tether}}$. The parameters in Table 2 were determined on the basis of the known SOPC/lipopolymer molar ratio, assuming an average area of tethered lipids and SOPC molecules of $A_{\text{tether}} = A_{\text{lipid}} = 65$ Å$^2$, via the equations

$$
N_{\text{lipid}} = \frac{100 \, \text{mol} \%}{c_{\text{tether}}} - 1 \quad (12)
$$

$$
A_{\text{poly}} = A_{\text{tether}} + N_{\text{lipid}} A_{\text{lipid}} \quad (13)
$$

Based on the arguments concerning steric hindrance of end-grafted polymers made above, we do not expect any significant aggregation of tethered lipids for $A_{\text{poly}}/A_{\text{tether}} \geq 10$ ($c_{\text{tether}} \leq 10$ mol %), but notable aggregation for $A_{\text{poly}}/A_{\text{tether}} \leq 5$ ($c_{\text{tether}} \geq 20$ mol %). For the intermediate case of $5 < A_{\text{poly}}/A_{\text{tether}} < 10$ ($10 < c_{\text{tether}} < 20$ mol %), the partial formation of smaller aggregates seems to be the most likely scenario.

At the percolation threshold, diffusion is known to be anomalous at all length scales (ben-Avraham and Havlin, 2000). In contrast, diffusion in the absence of obstacles is normal. Therefore, we expect the nature of the diffusion will vary with $c_{\text{tether}}$. To study this variation in more detail, we analyzed the cumulative distribution function $P(r^2|t_{\text{lag}})$ from the lipid tracking data using CDFs for normal (Eq. 3) and anomalous (Eq. 4) diffusion. Fig. 5 reveals that the experimental CDF for $c_{\text{tether}} \leq 10$ mol % are described reasonably well by the observed mean diffusion coefficient from Eq. 2 and the theoretical CDF for normal diffusion, Eq. 3 (dashed line). In contrast, the CDFs for $c_{\text{tether}} \geq 20$ mol % are best described by the CDF for anomalous diffusion on the basis of an incomplete gamma function, Eq. 4 (solid line), whereas $c_{\text{tether}} = 15$ mol % represents an intermediate case. In agreement with findings from fluorescence correlation spectroscopy studies on lipid probes in cells (Schwille et al., 1999a,b), CDFs well-characterized by Eq. 4 are also well described by the CDF of Eq. 5 assuming a two-component

### Table 2: Average number of SOPC molecules per tethered lipid $N_{\text{lipid}}$, average area per polymer moiety of the lipopolymer $A_{\text{poly}}$ and ratio of $A_{\text{poly}}$ and the average area per tethered lipid $A_{\text{tether}}$ listed at different values of $c_{\text{tether}}$ using Eqs. 12 and 13

<table>
<thead>
<tr>
<th>$c_{\text{tether}}$ [mol %]</th>
<th>$N_{\text{lipid}}$</th>
<th>$A_{\text{poly}}$ [Å$^2$]</th>
<th>$A_{\text{poly}}/A_{\text{tether}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>19</td>
<td>1300</td>
<td>20</td>
</tr>
<tr>
<td>10</td>
<td>9</td>
<td>650</td>
<td>10</td>
</tr>
<tr>
<td>15</td>
<td>5.6</td>
<td>433</td>
<td>6.7</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>325</td>
<td>5</td>
</tr>
<tr>
<td>30</td>
<td>2.3</td>
<td>201</td>
<td>3.1</td>
</tr>
<tr>
<td>40</td>
<td>1.5</td>
<td>147</td>
<td>2.3</td>
</tr>
</tbody>
</table>

![FIGURE 5](image_url) Normalized cumulative distribution function of TRITC-DHPE in a polymer-tethered SOPC bilayer of different molar concentrations of tethered lipids $c_{\text{tether}}$: 0 mol % (unobstructed diffusion), 10 mol %, 15 mol %, 20 mol %, and 30 mol %. Also included are fitting curves using the single exponential function of Eq. 3 (dashed line) and the incomplete gamma function of Eq. 4 (solid line). The data indicate normal diffusion for $c_{\text{tether}} \leq 10$ mol % and anomalous diffusion at $c_{\text{tether}} \geq 20$ mol %.
model (not shown). As stated above, however, there are better theoretical arguments for anomalous diffusion than a two-component approach to describe diffusion in a percolating system. Interestingly, there is a correlation between the degree of aggregation of tethered lipids, as derived from scaling arguments of polymer physics, and the nature of the diffusion process in the bilayer, as obtained from CDFs. This correlation indicates that normal diffusion occurs if tethered lipids show no aggregation and are randomly distributed ($c_{\text{tether}} \approx 10 \text{ mol} \%$). In contrast, anomalous diffusion or two-component diffusion is observed if the aggregation among tethered lipids is likely to occur ($c_{\text{tether}} > 10 \text{ mol} \%$).

We also studied the obstructed lateral diffusion of bacteriorhodopsin in a polymer-tethered phospholipid bilayer. Bacteriorhodopsin was chosen because its diameter of 3.5 nm and area per molecule of $A_{\text{BR}} = 962 \text{ Å}^2$ (Peters and Cherry, 1982) are significantly larger than the diameter and area per fluorescently labeled phospholipid TRITC-DHPE of 0.9 nm and $A_{\text{lipid}} = 65 \text{ Å}^2$, respectively. This membrane-spanning protein is not expected to protrude significantly out of the lipid bilayer, thus keeping the frictional coupling to the polymer cushion relatively small. To assure that only BR monomers (and not trimers) were studied, we mainly investigated the lateral mobility of the BR mutant W80i which is less prone to aggregation than the BR wild-type (Haupts et al., 1999).

Fig. 6 shows $r^2$ histograms of W80i at different molar concentrations of tethered lipids of 5, 10, 15, and 20 mol %.

As observed for the obstructed diffusion of phospholipids, the center of the histograms shifts to smaller $r^2$ values as the concentration of tethered lipids in the bilayer increases. Corresponding W80i lateral diffusion coefficients, $D_{\text{BR}}$, and immobile fractions, $IF$, from these tracking data are summarized in Table 3. For $c_{\text{tether}} = 5 \text{ mol} \%$, Table 3 reveals almost identical diffusion properties for W80i and wild-type BR. This result supports the argument made above that both forms of BR should exist as monomers in the bilayer for the very low BR/lipid ratio of $10^{-7}$ employed in this study (Ashikawa et al., 1994). The immobile fractions listed in Table 3 reveal a similar qualitative behavior, as observed for the obstructed diffusion of phospholipids. Similar to results on TRITC-DHPE, there is only a notable immobile fraction very close to the percolation threshold. Interestingly, TRITC-DHPE and W80i show a similar $IF$ at a given value of $c_{\text{tether}}$ for $c_{\text{tether}} \approx 15 \text{ mol} \%$. We should emphasize again that such low immobile fractions are unlikely to be observed by FRAP for similar systems, as, for example, previously reported diffusion data on cytochrome b5 in a similar model membrane system have shown (Wagner and Tamm, 2000).

Fig. 7a depicts plots of $D_{\text{BR}}$ versus $c_{\text{tether}}$ and $D_{\text{rel}} = D_{\text{BR}}/D_{\text{BR}} (c = 0)$ versus the area fraction of tethered lipids, in Fig. 7b: $c = c_{\text{tether}}/(c_{\text{tether}} + c_{\text{SOPC}})$. In both cases, the corresponding lipid diffusion data are included as a reference. Fig. 7a shows that there is a linear relationship between $D_{\text{BR}}$ and $c_{\text{tether}}$, which has the same slope as the corresponding curve obtained from the tracking of TRITC-DHPE. At low values of $c_{\text{tether}}$,
**TABLE 3** Diffusion coefficients $D_{BR}$ and immobile fractions $IF$ of W80i listed at different molar concentrations of tethered lipids $c_{tether}$

<table>
<thead>
<tr>
<th>$c_{tether}$ [mol %]</th>
<th>$D_{BR}$ [μm$^2$/s]</th>
<th>$IF$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.71</td>
<td>0.7</td>
</tr>
<tr>
<td>5*</td>
<td>0.70</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0.65</td>
<td>0.7</td>
</tr>
<tr>
<td>15</td>
<td>0.23</td>
<td>3.3</td>
</tr>
<tr>
<td>20</td>
<td>0.02</td>
<td>38</td>
</tr>
</tbody>
</table>

*The corresponding values of $D_{BR}$ and $IF$ from tracking experiments on wild-type BR at $c_{tether} = 5$ mol % are listed for comparison.

$D_{lipid} \sim 2D_{BR}$, in good agreement with the results of Peters and Cherry (1982) determined by FRAP in vesicles. Fig. 7, a and b, also show that the percolation threshold for BR is less than the threshold for phospholipids. This important result shows that the obstructed diffusion in a polymer-tethered phospholipid bilayer is dependent on tracer size, thus supporting the idea that tethered lipids do not form larger aggregates in the polymer-tethered phospholipid bilayer for low to moderate tethering concentrations. By assuming that the W80i diffusion is described by the diffusion of a hexagon in a triangular lattice and by keeping in mind that $A_{BR}/A_{lipid} \sim 20$, we can estimate that the radius of the hexagon representing the W80i tracer should be $\sim 2$. For random point obstacles and hexagonal tracers of radius 2 in a triangular lattice, Monte Carlo calculations predict a percolation threshold of $c = 0.048$ (Saxton, 1993a), which is notably lower than the value of $c = 0.2$ observed experimentally. This discrepancy between theory and experiment could have several reasons. One reason could be related to the error margin of $c_{tether}$, which is $\Delta c_{tether} \sim \pm 20$ Å$^2$. Deviation from the random distribution of obstacles, which will shift the value of the percolation threshold, could be another reason. Finally, due to its larger mass, BR may be less affected by tethered lipids than phospholipids are.

To explore the variation in protein diffusion as a function of $c_{tether}$, we also analyzed the W80i tracking data using theoretical CDFs for normal and anomalous diffusion. Fig. 8 shows the $P-r^2$ plots for different values of $c_{tether}$ together with corresponding CDF fitting curves using Eqs. 3 and 4. Whereas the W80i diffusion at tethering concentrations of 5 and 10 mol % is well described by the single exponential function of Eq. 3 (dashed line), the incomplete gamma function of Eq. 4 represents a notably improved fit over Eq. 3 for 15 and 20 mol % (solid line). This indicates that diffusion is normal for $c_{tether} \leq 10$ mol %, but above $c_{tether} = 15$ mol %, the CDFs are inconsistent with normal diffusion and more consistent with anomalous or two-component diffusion. Again, the qualitative change from normal to anomalous or two-component diffusion coincides with the transition from non-aggregated to partially aggregated tethered lipids derived from scaling arguments of polymer physics, thus indicating a link between distribution and organization of tethered lipids and bilayer lateral diffusion.

**CONCLUSION**

Previous experimental models of obstructed diffusion used gel domains (Almeida et al., 1992a,b; Ratto and Longo, 2002) or varying concentrations of reconstituted mobile membrane proteins (Peters and Cherry, 1982; Tank et al., 1982; Blackwell and Whitmarsh, 1990) as obstacles. In the model system used here, diffusion processes are obstructed by very small obstacles consisting of only one or very few lipid molecules tethered to an underlying polymer layer. Our lipid and protein tracking experiments address one important

---

**FIGURE 7** Diffusion coefficients $D_{BR}$ and $D_{lipid}$ representing the lateral mobility of W80i and TRITC-DHPE plotted versus the molar concentration of tethered lipids $c_{tether}$ (a) and corresponding normalized W80i and TRITC-DHPE lateral mobility depicted as a function of the area fraction of obstacles (b). Both plots clearly reveal that the larger size of W80i not only reduces the lateral diffusion, but also results in a lower percolation threshold. The relatively large error margin for $c$ of $\Delta c = \sim 20$% is due to the fact that the true area occupied per tethered lipid is not exactly known. As a consequence, the absolute percolation thresholds should be interpreted with caution, but the relative difference between both thresholds is provided very accurately.
chosen lipid and protein tracer molecules were found to thus supporting tracking results on TRITC-DHPE shown in Fig. 5.

Also included are fitting curves using placements (Prudnikov et al., 1986). The data indicate normal diffusion for \( c_{\text{ether}} \leq 10\% \) and anomalous diffusion at \( c_{\text{ether}} \geq 15\% \), thus supporting tracking results on TRITC-DHPE shown in Fig. 5.

FIGURE 8 Normalized cumulative distribution function for square displacements \( (N = 150, n_{\text{lag}} = 50\,\text{ms}) \), of W80i in a polymer-tethered SOPC bilayer of different molar concentrations of tethered lipids \( c_{\text{ether}}: 5\,\text{mol}\% \), 10 mol %, 15 mol %, and 20 mol %. Also included are fitting curves using the single exponential function of Eq. 3 (dashed line) and the incomplete gamma function of Eq. 4 (solid line). The data indicate normal diffusion for \( c_{\text{ether}} \leq 10\,\text{mol}\% \) and anomalous diffusion at \( c_{\text{ether}} \geq 15\,\text{mol}\% \), thus supporting tracking results on TRITC-DHPE shown in Fig. 5.

The propagator (or Green’s function, or probability density function) is the probability that if a diffusing particle is initially at the origin, it is at position \( r \) at time \( t \). The propagator for normal diffusion is well known and the cumulative probability distribution \( P(r^2, t) \) is easily obtained (Schuetz et al., 1997). We show an alternative derivation. The propagator is

\[
p(r, t) = \frac{1}{4\pi D_0 t} \exp(-r^2/4D_0t),
\]

where \( D_0 \) is the diffusion coefficient. From a standard result in probability theory (Stuart and Ord, 1994), if \( r \) is distributed according to \( p(r)2\pi rd\r\), then \( y = r^2 \) is distributed according to

\[
f(y)dy = p(r)2\pi rd\r.
\]

so that

\[
f(y) = \frac{1}{4D_0 t} \exp(-y/4D_0 t)
\]

and

\[
P(r^2, t) = \int_0^{r^2} f(y)dy = 1 - \exp(-r^2/4D_0t),
\]

as required.

Several forms have been proposed for the propagator for anomalous subdiffusion; they are conveniently summarized by Schulzky et al. (2000). See also the review of Metzler and Klafter (2000). Note that these propagators are applicable to diffusion at the percolation threshold, where diffusion is purely anomalous, but the experimental results are not at the threshold. A least-square fit to a propagator therefore yields effective parameters that reflect the approach of the system to the percolation threshold. A similar approach was used by Argyrakis and Kopelman (1984) to describe the spectral dimension as a function of concentration.

The simplest approximation is to use the propagator for normal diffusion and replace the time-dependent diffusion coefficient \( D_0 \) with the time-dependent form

\[
D(t) = \frac{1}{4} \Gamma^{\alpha-1},
\]

where \( \Gamma \) and \( \alpha \) are constants (Feder et al., 1996). This approximation worked well in describing the effect of anomalous subdiffusion on simulated fluorescence photobleaching recovery curves (Saxton, 2001), but is useless here because the measurements are at only one time lag. We therefore use the simplest form, an approximate propagator proposed by O’Shaughnessy and Procaccia (1985a,b) for diffusion on a Sierpinski gasket, a standard geometrically regular fractal. We use this in the form given by Schulzky et al. (2000),

\[
p(r, t) = \frac{d_w \Gamma(d_w/2)}{2\pi^{d_w/2} \Gamma(d_w) \Gamma(d_w)} \left( \frac{1}{K_0} \right)^{d_w/2} \exp\left(-r^{d_w}/K_0 t\right),
\]

where \( d_w \) is the fractal dimension of the substrate, \( d_w \) is the fractal dimension of the walk, \( K_0 = d_w^2 D_0 \), and \( \Gamma \) is the gamma function. The mean-square displacement is then

\[
\langle r^2 \rangle = \frac{1}{\Gamma(d_w/2)} \Gamma(d_w/2) d_w K_0 t^{d_w/2}.
\]

Normal two-dimensional diffusion corresponds to \( d_w = d_w = 2 \), and Eq. A6 then reduces to Eq. A1. Eq. A5 uses a nonintegral exponent of \( \alpha \) to describe anomalous subdiffusion; in fact both nonintegral exponents may be required. Eq. A6 looks formidable, bristling with fractal dimensions, but its basic structure is simply a stretched Gaussian \( \exp(-br^2) \) with \( b = 1/K_0 t \) and \( c = d_w \). The rest of Eq. A6 is merely the time-dependent normalization factor appropriate for a fractal substrate of dimension \( d_w \). In the derivation, then, we can ignore all the factors not depending on \( r \), integrate over \( r \), and then normalize the integral at the end. The element of volume in \( d_w \) dimensions is (Prudnikov et al., 1986)
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where \( d_w \) is the fractal dimension of the substrate, \( d_w \) is the fractal dimension of the walk, \( K_0 = d_w^2 D_0 \), and \( \Gamma \) is the gamma function. The mean-square displacement is then
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\]
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\[ dV = \frac{2\pi^{3/2}}{\Gamma(d/2)} \frac{dr^{d-1}}{r^{d-2}} dr. \] (A8)

Proceeding as for normal diffusion, we have

\[ p(r) dV = f(y) dy, \] (A9)

and

\[ P(r^2, t) \propto \int_0^r \exp(-y^{d/2}/K_0t) y^{d/2-1} dy. \] (A10)

We transform the integral using \( u = y^{d/2} \) to obtain

\[ P(r^2, t) \propto \gamma \left( \frac{d}{d_u} \frac{ru^d}{K_0} \right) \left( \frac{dt}{d_u} \right). \] (A11)

where \( \gamma(a,s) \) is the incomplete gamma function (Abramowitz and Stegun, 1964, Eq. 6.5.2). To normalize this, we use the fact that in the limit \( x \to \infty \), the incomplete gamma function reduces to the usual complete gamma function (Abramowitz and Stegun, 1964, Eqs. 6.5.2 and 6.1.1). So the normalized distribution function is

\[ P(r^2, t) = \gamma \left( \frac{d}{d_u} \frac{ru^d}{K_0} \right) / \Gamma \left( \frac{dt}{d_u} \right). \] (A12)

which reduces to Eq. A4 in the limit \( d_u = d_w = 2 \). This normalized form is a standard function in MATLAB and Mathematica. Here \( d_0d_w = d_2/2 \) where \( d_2 \) is the spectral dimension. The spectral dimension is of interest in chemical kinetics because it describes the number of distinct sites \( S_n \) visited by a diffusing particle in \( N \) time steps: \( S_n = N^{d/2} \). For the two-dimensional percolation cluster, \( d_1 = 91/48, d_2 = 2.878 \pm 0.001 \), and \( d_1 = 1.318 \pm 0.001 \) (ben-Avraham and Havlin, 2000).

For diffusion on a Sierpinski gasket or a percolating cluster at the threshold, the actual form of \( p(r,t) \) is more complicated (Havlin et al., 1985; Klafter et al, 1991; Roman, 1995), but these complications have no effect on the least-squares fitting. If

\[ p(r, t) \propto r^a \exp[-br^{c_1}/r^{c_2}], \] (A13)

with \( a, b, c_1, c_2 \) constant, the nonintegral power of \( t \) has no effect because \( t = t_0 = t \) is constant. The factor \( r^a \) simply changes the power of \( y \) in Eq. A10 and thus the parameter corresponding to \( d_0/d_w \) in Eqs. A11 and A12. The least-squares fit is to the same functional form; all that is changed is the interpretation of the fitting parameters.

Here we have used the simplest applicable form of \( p(r,t) \) for diffusion on a fractal substrate, a form that uses standard special functions. More advanced forms from the physics literature use much more complicated functions. Later work will examine these other forms, which can distinguish the simplest fractal model from a percolation cluster. This comparison is better done using a function of both \( r \) and \( t \), with no experimental uncertainties in the positions.

Nonlinear least-squares fitting to an incomplete gamma function may be problematic. It was useful to calculate the sums of the residuals for a multidimensional grid of parameter values, and use the best set of parameters as the starting point in the MATLAB curve-fitting toolbox.
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