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Abstract

We establish here, in a quite general context, uniform rectifiability properties for quasimi
crystals with a volume constraint. Namely we prove that to any quasiminimal crystal with a vo
constraint corresponds a unique equivalent open set whose boundary is Ahlfors-regular an
satisfies the so-called condition B. Moreover implicit bounds in these properties, which imp
uniform rectifiability of the boundary, can be chosen universal. As a consequence we give a un
upper bound for the number of connected components of reduced quasiminimizers and w
prove that quasiminimal crystals with a volume constraint actually satisfy, in some universa
an apparently stronger quasiminimality condition where admissible perturbations are not requ
be volume-preserving anymore.
 2003 Elsevier SAS. All rights reserved.

Résumé

On démontre ici, dans un contexte assez général, des propriétés de rectifiabilité uniforme p
cristaux quasiminimaux à volume fixé. Plus précisément, on montre qu’à tout tel quasiminim
correspond un unique ouvert équivalent dont la frontière est Ahlfors-régulière et qui sati
la condition B. De plus, les constantes implicites intervenant dans ces deux propriétés en
l’uniforme rectifiabilité de la frontière, peuvent être choisies universelles. Comme conséque
ces résultats on peut par exemple obtenir une borne universelle sur le nombre de comp
connexes des cristaux quasiminimaux réduits. On obtient aussi qu’ils satisfont à une co
de quasiminimalité apparemment plus forte où l’on s’est totalement affranchi de la contrai
volume.
 2003 Elsevier SAS. All rights reserved.
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1. Introduction

In this paper we are concerned with regularity results for quasiminimal crystals
a volume constraint. These quasiminimizers are sets for which one controls the va
of a surface-like energy under volume-preserving perturbations. Roughly speakin
knows that this variation is, at least for small perturbations, negligible compared
initial surface energy. Our main goal is to prove in a quite general context that to
quasiminimizer corresponds a unique equivalent open set whose boundary enjoys
quantitative rectifiability properties.

The study of quasiminimal crystals is motivated by the study of variational prob
where surface and volume energies are competing and some classes of local min
and quasiminimizers for surface-like energies have already been studied in the lite
However one does not impose in general a volume constraint and one often co
instead localized versions of the quasiminimality condition we shall work with in this p
together with a larger class of admissible perturbations that are not required to be v
preserving. In such a case and with suitable assumptions on the surface energy, it
well known that the boundary of a quasiminimizer is a regular (sayC1 orC1,α , depending
also on the degree of quasiminimality) hypersurface out of a small singular set, se
[5,17,18] for quasiminimizers for the standard perimeter, [1,2,4,6] for quasiminimize
more general anisotropic surface energies, and the references given in these papers
not being exhaustive. However it may be appropriate for several applications, for in
when one works with incompressible fluids, to impose a volume constraint. In this se
regularity results for local minimizers and quasiminimizers for the standard perimet
also known (see, e.g., [15,16]). One of the aims of the present paper is to extend th
to more general surface energies on which we shall impose only very few conditions

The above mentioned papers give in general regularity results that are of loc
asymptotic nature. We want to stress that the kind of regularity properties we will con
here are of a quite different flavor. We shall indeed prove quantitative rectifiability re
namely uniform rectifiability with the terminology of G. David and S. Semmes. T
approach and some of our general arguments have been inspired by [11] where th
kind of properties are shown in a different context. Uniform rectifiability is a var
of the notion of rectifiability which comes with uniform and scale-invariant estima
This condition implies ordinary rectifiability and is actually much stronger becaus
the uniform bounds (see, e.g., [9] and the references therein for more details). Mo
we shall prove that in the present situation these bounds can be chosen universal,
depending only on the general data of the problem. Besides the regularity propert
stress that this universal control may be considered as the central and main new infor
here (especially compared with the kind of results in the above mentioned papers
was actually one of the main motivation for the present work and turns out to be the
delicate point to obtain. As a consequence we will furthermore get nontrivial univ
control on other geometrical quantities such as the number of connected compone
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setting adopted here (when (1) is essentially the only assumption on the defining int
for the surface energy) one cannot hope to have much more in the way of regularit
uniform rectifiability just for reasons of bilipschitz invariance.

On the other hand, in more specific cases, one may consider this kind of rectifia
properties as a first step in the study of the regularity of quasiminimal crystals w
volume constraint. It turns out that the kind of properties we will obtain here are ex
what one needs to handle properly the volume constraint. As a consequence we
able to prove that quasiminimal crystals with a volume constraint also satisfy an
apparently stronger quasiminimality condition where admissible perturbations ar
required to be volume-preserving anymore. Then one can apply in some cases
results about unconstrained local quasiminimizers to get further regularity results
suitable assumptions are made on the defining integrand of the surface energy.

Let us now define more precisely quasiminimal crystals and state the main res
this paper. We denote bySn−1 the unit sphere inRn and fix once and for all a continuou
functionΓ :Sn−1 → R

+ such that

α � Γ (ν)� β for all ν ∈ S
n−1, (1)

for someα > 0 andβ > 0. Then the surface energy is defined by:

PΓ (F,R
n) :=

∫
∂∗F

Γ (νF )dHn−1,

whereF is a subset ofRn with finite perimeter,∂∗F denotes its reduced boundary,νF is its
generalized unit inner normal (see Section 2 for precise definitions) andHn−1 denotes the
(n− 1)-dimensional Hausdorff measure. We will call this measure theΓ -perimeter ofF .
We also fix somea > 0, the prescribed measure of the quasiminimal crystals, and a
g : [0,+∞] → [0,+∞] such that

lim
v→0+ v

−(n−1)/ng(v)= 0.

Definition 1.1 (Quasiminimal crystals with a volume constraint). We say that a subsetE
of R

n with finite perimeter is a quasiminimal crystal with a volume constraint (and
prescribed measurea) if |E| = a and

PΓ (E,R
n)� PΓ (F,Rn)+ g

(|F �E|) (2)

for any setF with finite perimeter such that|F | = |E|. We will denote byQM the class
of all such quasiminimal crystals.

In this definition and in the rest of this paper,| · | denotes the Lebesgue measure inR
n

andF �E := (F \E)∪ (E \ F) the symmetric difference betweenF andE.
Note that the quasiminimality condition (2) gives significant information only w

|F � E| is small. Then the way the energy can be decreased through the adm
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modificationF of the quasiminimal crystalE is controlled byg(|F � E|) hence, by
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assumption ong, is negligible compared to|F � E| . It turns out, as we shall se
later, that this last quantity can be generally related to, and shown to be negligible com
to the initial surface energy.

When g ≡ 0, quasiminimal crystals with a volume constraint are simply sets
minimize theΓ -perimeter among all sets with prescribed Lebesgue measure. It is
known that, up to a null set, solutions of this variational problem are the so-called
sets. This case will play a central role in the constructions of this paper and we shall
some time to give a detailed analysis of Wulff sets (see Section 2).

WhenΓ is constant, the surface energy reduces, up to a multiplicative constant,
standard perimeter. This case has already been studied in [16]. However we shall giv
even in the case of the standard perimeter, new and simpler constructions.

To state the main results of this paper we need some more definitions. For anyx ∈ R
n

andr > 0, we denote byBr(x) the open ball with centerx and radiusr.

Definition 1.2 (Ahlfors-regularity). Let S ⊂ R
n be closed. We say thatS is Ahlfors-regular

(of codimension 1) if there exists a Borel measureµ supported inS and a constantC > 1
such that

C−1rn−1 � µ
(
Br(x)

)
� Crn−1 (3)

for all x ∈ S andr � 1. We shall often refer to such a constantC as an Ahlfors-regularity
constant forS.

This is a uniform and scale-invariant version of the property of having upper and
densities with respect toHn−1 that are positive and finite (one can indeed prove thatµ
is a measure that satisfies (3) thenµ is equivalent to the measureHn−1 restricted toS).

Definition 1.3 (Condition B). LetF ⊂ R
n be open. We say thatF satisfies the condition B

if there exists a constantC > 0 such that for any ballB centered on∂F with radiusr � 1
there exists two ballsB1 andB2 with radiusCr such thatB1 ⊂ F ∩ B andB2 ⊂ B \ F .
We shall often refer to such a constantC as a condition B constant.

This condition is a quantitative, uniform and scale-invariant way of saying tha
topological boundary∂F of F separates wellF from its complement. It turns out that se
satisfying the condition B and whose boundary is Ahlfors-regular have strong rectifia
properties. Namely their boundary contains “Big Pieces of Lipschitz Graphs” and th
uniformly rectifiable (see [7] for the original proof or [8,10] for simpler proofs). The a
of this paper not being to speak about the theory of uniform rectifiability, we will not e
the details and refer to [9] and the references therein for more information.

As a convention, we say that a constant is universal if its value can be chosen dep
only on (some of) the given data of the problem, namely the dimensionn, the boundsα
andβ of the functionΓ , the prescribed measurea and the functiong but on nothing else.

We can now state the main result of the present paper.
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Theorem 1.4.LetE ∈ QM. There exists a unique setE1 equivalent toE such that
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∂E1 is Ahlfors-regular,

E1 satisfies the condition B.

Moreover the Ahlfors-regularity and the condition B constants can be chosen univer

We also refer to Theorem 3.3 for a refined version of this result. Throughout this p
we say that two measurable sets are equivalent if the Lebesgue measure of their sym
difference is zero. Note that by definition of quasiminimality we are only concerned
by equivalent classes of sets. IfE ∈ QM andE′ is equivalent toE thenE′ is still in QM.
Thus it is natural to have first to clean up quasiminimal crystals before stating prop
that hold everywhere on the topological boundary. And the setE1 given by Theorem 1.4 i
still a quasiminimal crystal with a volume constraint exactly in the same way asE. We fix
the terminology with the following definition.

Definition 1.5. We say that a setE ∈ QM is a reduced quasiminimal crystal (with
volume constraint) ifE is open,∂E is Ahlfors-regular andE satisfies the condition B.

Note that by uniqueness in Theorem 1.4 the Ahlfors-regularity and conditio
constants of a reduced quasiminimal crystal can always be chosen universal.

As already mentioned, we would like to stress once again that, besides the u
rectifiability property, this universal control on the Ahlfors-regularity and conditio
constants is one of the key main new information in Theorem 1.4. This gives some
of geometric a priori estimates that hold true uniformly for all quasiminimal crysta
the classQM. As an application this might be for instance of particular interest w
proving the existence of minimizers for variational problems where surface and vo
energies are competing under a volume constraint. One usually considers an approx
minimizing sequence of sets and one would like to get from this sequence a limiting s
still satisfy the volume constraint. This can be a quite difficult issue without any suita
priori estimates on the elements in the minimizing sequence. We refer to [16, Chap
for such kind of existence problems where this applies. Let us also note that the s
energy involved in [16] is the standard perimeter. Another point of interest of Theore
is that it holds for quasiminimal crystals for generalΓ -perimeter, thus allowing to exten
some applications to more general settings. Recall that we only require for the de
integrandΓ the nondegeneracy condition (1) but no further or more involved regul
assumptions.

The general strategy to prove Theorem 1.4 is to construct suitable deformatio
the quasiminimal crystalE and then deduce from the quasiminimality condition
required conclusions. The main issue here is to handle properly the volume con
especially because we want to get universal constants in the Ahlfors-regularity a
condition B. Wulff sets will play a central role for this purpose. Because they minimiz
Γ -perimeter among all sets with prescribed Lebesgue measure, one can easily c
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the Γ -perimeter of a set with that of its intersection or union with any Wulff set (see
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Lemmas 2.5 and 2.6).We shall use this to adjust the Lebesgue measure of deform
of E in order to get at the end admissible candidates with exactly the same me
thanE. The delicate point is then to find suitable Wulff sets to add or to remove.
strategy is close to that adopted in [15] where local minimizers for the perimeter w
volume constraint are studied. However, because of the universal regularity consta
are looking for, one needs here to find suitable Wulff sets with size independent
local geometry ofE and the existence and position of interior and exterior points w
depends strongly of the geometry ofE as shown in [15] will not fit our needs. We refer
Sections 3 and 4 for more details and complete proofs.

To conclude this introduction we state two consequences of Theorem 1.4 (and
arguments of its proof) that will be also proved in this paper. First we will be able to r
the study of the regularity of reduced quasiminimal crystals proving the Ahlfors-regu
and the condition B with universal constants for each one of their connected compon
their own. As an immediate consequence one gets the already mentioned universa
bound on their number.

Theorem 1.6.Let E ∈ QM be a reduced quasiminimal crystal andA be a connected
component ofE. Then∂A is Ahlfors-regular andA satisfies the condition B with univers
constants. In particularE has at mostC connected components for some unive
constantC > 0.

Finally, as already mentioned, once one has Theorem 1.4 in hand, it is much ea
find suitable volume-preserving deformations and one can definitely get rid of the vo
constraint.

Theorem 1.7.Assume thatg is nondecreasing and letE ∈ QM. There exist a universa
functionω : [0,+∞] → [0,+∞] with limr→0ω(r)= 0 and a universal radiusR � 1 such
that

PΓ
(
E,Br (x)

)
� PΓ

(
F,Br(x)

)+ rn−1ω(r)

for anyx ∈ R
n, r �R and any setF with finite perimeter such thatF �E � Br(x).

The assumption ong to be nondecreasing is here mostly for technical convenience
is not really restrictive. As already mentioned in the beginning of this introduction
can then apply already known regularity results for sets that satisfy the quasimini
condition given in Theorem 1.7 and one gets further regularity for quasiminimal cry
with a volume constraint. Precise statements depending strongly on further assum
on the functionsΓ andω we will not enter this in detail here and refer to the alrea
mentioned references.

The rest of this paper is organized as follows. In Section 2 we recall some backg
material, mainly about the theory of sets with finite perimeter and about the so-called
sets, and show for further reference a list of preliminary results. In Section 3 we pro
upper estimate in the Ahlfors-regularity (see Lemma 3.1) and reduce the proof of the
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properties to a lemma about the behavior of the proportion of a quasiminimal crystal and
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of its complement inside Wulff sets (see Lemma 3.2). We prove this lemma in Sect
Finally we will prove Theorems 1.6 and 1.7 in Section 5.

2. Preliminaries

As a general convention the letterC will always denote in what follows a positiv
constant whose value, unless otherwise stated, can change at each occurrence.

2.1. Sets with finite perimeter andΓ -perimeter

We recall here well-known results about the theory of sets with finite perimete
refer to, e.g., [3,14] or [19] for more details. We shall use this to give useful propert
theΓ -perimeter to be used later.

For any setF ⊂ R
n we denote by1F its characteristic function. IfF is a measurable se

andΩ is open, the perimeter ofF in Ω , denoted byP(F,Ω), is defined by:

P(F,Ω) := sup

{∫
Ω

1F divφ dx: φ ∈ C1
0(Ω,R

n), ‖φ‖∞ � 1

}
,

and we say thatF is a set with finite perimeter ifP(F,Rn) <+∞.
If F is a set with finite perimeter then it turns out that the set functionΩ �→ P(F,Ω)

defined above forΩ open is actually the restriction of a finite Borel measure, which
be called the (standard) perimeter ofF and denoted byP(F, ·). Equivalently a measurab
setF has finite perimeter if and only if the distributional gradient∇1F of its characteristic
function can be represented by a vector-valued measure. Moreover the total variation|∇1F |
of this measure coincides withP(F, ·).

If F is a set with finite perimeter it is well known that its perimeter coincides with
restriction of the(n − 1)-dimensional Hausdorff measureHn−1 to its so-called reduce
boundary∂∗F ,

P(F,B)=Hn−1(∂∗F ∩B)

for any Borel setB. The reduced boundary of a setF with finite perimeter is defined a
the set of pointsx ∈ R

n such that∫
Br(x)

|∇1F |> 0 for all r > 0,

the limit

νF (x) := lim
r→0

∫
Br (x)

∇1F∫
Br (x)

|∇1F |
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exists, and|νF (x)| = 1. Note that∂∗F ⊂ ∂F . Moreover it follows from the theorem
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of Besicovitch on differentiation of measures thatνF (x) exists and|νF (x)| = 1 for
|∇1F |-a.e.x ∈ R

n and furthermore that∇1F = νF |∇1F | as an equality between measur
In particular it follows that

∇1F = νF1∂∗F dHn−1. (4)

For any measurable setF andt > 0, we set:

F(t) :=
{
x ∈ R

n: lim
r→0

|F ∩Br(x)|
|Br(x)| = t

}
and define the essential boundary∂∗F of F as the set of points where the volume den
of F is neither 0 nor 1,∂∗F = R

n \ (F (0)∪ F(1)). Note that∂∗F ⊂ ∂F . It is well known
that if F is a set with finite perimeter, then

∂∗F ⊂ F(1/2)⊂ ∂∗F and Hn−1(
R
n \ (F(0)∪ F(1)∪ ∂∗F

))= 0. (5)

The next lemma is a simple consequence of the above mentioned results. It w
useful to get further properties of theΓ -perimeter.

Lemma 2.1.LetA andF be two sets with finite perimeter such thatA⊂ F . Then

∂∗F ∩ ∂∗A∩ ∂∗(F \A)= ∅,
Hn−1(∂∗F \ (∂∗A∪ ∂∗(F \A)))= 0,

νF (x)= νA(x) for Hn−1-a.e.x ∈ ∂∗F ∩ ∂∗A,

νF (x)= νF\A(x) for Hn−1-a.e.x ∈ ∂∗F ∩ ∂∗(F \A).

Proof. According to (5) we have∂∗A ∩ ∂∗(F \A)⊂ A(1/2)∩ (F \A)(1/2)⊂ F(1) and
F(1) ∩ ∂∗F = ∅, hence∂∗F ∩ ∂∗A ∩ ∂∗(F \ A) = ∅. Next, we have1F = 1A + 1F\A,
hence

∇1F = ∇1A + ∇1F\A

as an equality between measures (note thatF \ A has finite perimeter). Then it follow
from (4) that

νF1∂∗F = νA1∂∗A + νF\A1∂∗(F\A) (6)

Hn−1-a.e. and, since|νF (x)| = 1 for all x ∈ ∂∗F , we get:

Hn−1(∂∗F \ (∂∗A∪ ∂∗(F \A)))= 0.

Finally the last two claims follow easily from the fact that∂∗F ∩ ∂∗A ∩ ∂∗(F \ A) = ∅
together with (6). ✷
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We now turn our attention to theΓ -perimeter as defined in the introduction. Recall that
n−1 + t

e in
ional
n

enient

e

Γ :S → R is a fixed continuous function and that the associatedΓ -perimeter of a se
F with finite perimeter is defined as

PΓ (F,B) :=
∫

∂∗F∩B
Γ (νF )dHn−1

for any Borel setB. When dealing with quasiminimal crystals we shall also assum
this paper thatΓ satisfies (1). However, for the time being, we do not need this addit
assumption to state and prove some general properties of theΓ -perimeter. Note that whe
Γ ≡ 1, theΓ -perimeter ofF coincides simply with the (standard) perimeter ofF . Note
also that, according to (5),νF is well definedHn−1-a.e. onF(1/2) and∂∗F , hence one
can replace∂∗F by F(1/2) or ∂∗F in the definition of theΓ -perimeter. We will freely use
this remark in the rest of this paper, choosing in each specific situation the most conv
definition to work with.

First it follows easily from the definition that, ifF andG are any two sets with finite
perimeter andΩ is open, then

PΓ (F,Ω)= PΓ (G,Ω) whenever
∣∣(F �G)∩Ω∣∣= 0.

The following lemma generalizes to theΓ -perimeter a well-known property of th
perimeter. It will be of frequent use throughout this paper.

Lemma 2.2.LetF andG be two sets with finite perimeter. Then we have:

PΓ (F ∪G,Rn)+ PΓ (F ∩G,Rn)� PΓ (F,Rn)+PΓ (G,Rn).

Proof. Let F andG be two sets with finite perimeter. ThenF ∪G andF ∩G have finite
perimeter. We first estimatePΓ (F ∪G,Rn). It follows from (5) that

PΓ (F ∪G,Rn)= PΓ
(
F ∪G,G(1))+ PΓ

(
F ∪G,G(0))+PΓ

(
F ∪G,G(1/2)).

We have(F ∪G)(1/2)∩G(1)= ∅, hence,

PΓ
(
F ∪G,G(1))= 0.

Next, (F ∪ G)(1/2) ∩ G(0) = F(1/2) ∩ G(0) and νF∪G(x) = νF (x) for Hn−1-a.e.
x ∈ (F ∪G)(1/2)∩ F(1/2) according to Lemma 2.1 together with (5), hence,

PΓ
(
F ∪G,G(0))= PΓ

(
F,G(0)

)
.

We have, once again by (5),

PΓ
(
F ∪G,G(1/2))= PΓ

(
F ∪G,G(1/2)∩ F(1))+ PΓ

(
F ∪G,G(1/2)∩ F(0))

+ PΓ
(
F ∪G,G(1/2)∩ F(1/2)).
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Similarly as before we have(F ∪G)(1/2)∩F(1)= ∅ and(F ∪G)(1/2)∩G(1/2)∩F(0)=
n−1

end
G(1/2)∩ F(0) with νF∪G(x)= νG(x) for H -a.e.x ∈ (F ∪G)(1/2)∩G(1/2), hence,

PΓ
(
F ∪G,G(1/2)∩F(1))+ PΓ

(
F ∪G,G(1/2)∩ F(0))= PΓ

(
G,F(0)

)
.

Finally, sinceνF∪G(x)= νF (x) for Hn−1-a.e.x ∈ (F ∪G)(1/2)∩ F(1/2), we have:

PΓ
(
F ∪G,G(1/2)∩F(1/2))� PΓ

(
F,G(1/2)

)
.

It follows that

PΓ (F ∪G,Rn)� PΓ
(
F,G(0)

)+ PΓ
(
G,F(0)

)+ PΓ
(
F,G(1/2)

)
. (7)

Arguing in a similar way, one also gets that

PΓ
(
F ∩G,G(0))= 0,

PΓ
(
F ∩G,G(1))= PΓ

(
F,G(1)

)
,

PΓ
(
F ∩G,G(1/2)∩ (F(0)∪ F(1)))= PΓ

(
G,F(1)

)
,

PΓ
(
F ∩G,G(1/2)∩ F(1/2))� PΓ

(
G,F(1/2)

)
,

hence

PΓ (F ∩G,Rn)� PΓ
(
F,G(1)

)+ PΓ
(
G,F(1)

)+ PΓ
(
G,F(1/2)

)
. (8)

To conclude, we add up (7) and (8) and use once again (5) to recoverPΓ (F,R
n) and

PΓ (G,R
n) in the right-hand side. ✷

The next lemma will also essentially follow from Lemma 2.1. It will be used at the
of this paper in Section 5.

Lemma 2.3.LetF be an open set with finite perimeter. Assume thatHn−1(∂F \ ∂∗F)= 0
and letA⊂ F be a set with finite perimeter. Then

PΓ (A,R
n)+ PΓ (F \A,Rn)= PΓ (F,Rn)+ PΓ (A,F )+ PΓ (F \A,F).

Proof. LetF andA be as in the statement. We compute separatelyPΓ (F,R
n), PΓ (A,Rn)

andPΓ (F \A,Rn). Thanks to Lemma 2.1, we have:

PΓ (F,R
n)=

∫
∂∗F

Γ (νF )dHn−1 =
∫

∂∗F∩∂∗A

Γ (νF )dHn−1 +
∫

∂∗F∩∂∗(F\A)
Γ (νF )dHn−1

=
∫

∂∗F∩∂∗A

Γ (νA)dHn−1 +
∫

∂∗F∩∂∗(F\A)
Γ (νF\A)dHn−1.
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On the other hand, sinceA⊂ F , hence∂∗A⊂ F , sinceF is open, henceF ∩ ∂F = ∅, and
n−1 ∗

f

all
e the
below).
these
ted to

and
sinceH (∂F \ ∂ F )= 0, we have:

PΓ (A,R
n)= PΓ (A,F )+

∫
∂∗A∩∂F

Γ (νA)dHn−1 = PΓ (A,F )+
∫

∂∗A∩∂∗F

Γ (νA)dHn−1,

and similarly,

PΓ (F \A,Rn)= PΓ (F \A,F)+
∫

∂∗(F\A)∩∂∗F

Γ (νF\A)dHn−1.

It follows that

PΓ (A,R
n)+PΓ (F \A,Rn)= PΓ (A,F )+ PΓ (F \A,F)+

∫
∂∗A∩∂∗F

Γ (νA)dHn−1

+
∫

∂∗(F\A)∩∂∗F

Γ (νF\A)dHn−1

= PΓ (A,F )+ PΓ (F \A,F)+PΓ (F,Rn)

as wanted. ✷
Finally, let us point out that ifΓ satisfies (1), we have for any setF with finite perimeter

and any Borel setB,

αP(F,B) � PΓ (F,B)� βP(F,B). (9)

In particular theΓ -perimeter ofF is equivalent to the measureHn−1 restricted to one o
the sets∂∗F , F(1/2) or ∂∗F .

2.2. Wulff sets

From now on we assume thatΓ :Sn−1 → R
+ is continuous and satisfies (1). We rec

in this section the definition of the so-called Wulff sets which are the sets that minimiz
Γ -perimeter among all sets with given Lebesgue measure (see Theorem 2.4 stated
They will play a central role in this paper and we also give here useful properties of
sets to be used later. We shall in particular study regularity properties directly rela
those of quasiminimal crystals as stated in Theorem 1.4.

First we extend the functionΓ to R
n as an homogeneous function of degree one

we still denote this extension byΓ ,

Γ (x) :=
{‖x‖Γ (x/‖x‖) if x �= 0,

0 if x = 0.
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We also set:

d
e
ause
f our

idean
tly

valent
nce

x and
f

us of

n

Γ ∗(x) := sup
y∈Rn\{0}

〈x, y〉
Γ (y)

= max
ν∈Sn−1

〈x, ν〉
Γ (ν)

.

For anyx ∈ R
n andr > 0, the Wulff set with centerx and radiusr is defined as

Wr(x) :=
{
y ∈ R

n: Γ ∗(y − x) < r}.
More generally we say that a set is a Wulff set if it is of the previous form for somex ∈ R

n

andr > 0. We setWΓ :=W1(0). It is actually the closure ofWΓ that is sometimes calle
the Wulff set (or crystal) ofΓ in the literature rather thanWΓ itself. This does not mak
any difference for the main minimality property of Wulff sets (see Theorem 2.4) bec
WΓ andWΓ are equivalent. On the other hand, it will be more convenient for some o
purposes to work with open sets.

We first collect for further reference simple but useful properties ofΓ ∗ and of Wulff
sets. The main point is that, for most applications, Wulff sets behave like Eucl
balls. Note however thatΓ , and thus alsoΓ ∗, are not assumed to be even and, stric
speaking, one cannot identify Wulff sets with balls associated to some norm equi
to the Euclidean one. The functionΓ ∗ is homogeneous of degree one and convex he
continuous and subadditive. It follows in particular that Wulff sets are open, conve
bounded. Moreover, for anyx ∈ R

n and r > 0, Wr(x) is then simply the translation o
vectorx of the dilation by a factorr ofWΓ . It follows that∣∣Wr(x)∣∣= |WΓ |rn, (10)

P
(
Wr(x),R

n
)=Hn−1(∂Wr(x))=Hn−1(∂WΓ )r

n−1. (11)

Note also that, theΓ -perimeter being invariant under translations and homogeneo
degree(n− 1) with respect to the dilations, we havePΓ (Wr(x),Rn)= PΓ (WΓ ,Rn)rn−1.
Next, thanks to (1) and by definition ofΓ ∗, we have for allx ∈ R

n,

β−1‖x‖ � Γ ∗(x)� α−1‖x‖. (12)

It follows that

Bαr(x)⊂Wr(x)⊂ Bβr (x). (13)

On the other hand, using the subadditivity ofΓ ∗, we also get that∣∣Γ ∗(y)− Γ ∗(x)
∣∣� max

(
Γ ∗(y − x),Γ ∗(x − y))� α−1‖y − x‖

for anyx, y ∈ R
n, henceΓ ∗ is anα−1-Lipschitz function. Then, noting that by definitio

of Wulff sets and continuity ofΓ ∗ we have:

∂Wt (x)=
{
y ∈ R

n: Γ ∗(y − x)= t}
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for anyx ∈ R
n and t > 0, one can apply the coarea formula with the Lipschitz function

∗

the

ue

.

ulff
y �→ Γ (y − x) and one gets that

s∫
r

Hn−1(F ∩ ∂Wt(x)
)
dt � C

∣∣F ∩ (Ws(x) \Wr(x))∣∣ (14)

for any 0< r < s and with a constantC > 0 which depends only on the dimensionn andα.
Finally, denoting byFc the complement of a setF , we have:

α(s − r)� dist
(
Wr(x),Ws(x)

c
)
� β(s − r). (15)

Indeed, ify ∈ ∂Wr(x) andz ∈ ∂Ws(x) with r < s, we have,

(s − r)= Γ ∗(z− x)− Γ ∗(y − x)� Γ ∗(z− y)� α−1‖z− y‖

from which the left inequality follows. On the other hand, ify ∈ ∂Wr(x), then
(s/r)(y − x)+ x ∈ ∂Ws(x) and thus

dist
(
Wr(x),Ws(x)

c
)
�
∥∥(s/r)(y − x)+ x − y∥∥�

(‖y − x‖/r)(s − r)� β(s − r).

We turn now to the main characterization of Wulff sets. We refer to [12,13] and
references therein for proofs and more details. We set:

CΓ := PΓ (WΓ ,Rn)|WΓ |(1−n)/n.

Theorem 2.4(Wulff Theorem).Let F be a set with finite perimeter and finite Lebesg
measure. Then

CΓ |F |(n−1)/n � PΓ (F,Rn), (16)

and equality holds if and only ifF is equivalent to some Wulff set.

We deduce from the minimality of Wulff sets a comparison between theΓ -perimeter of
a set and that of its intersection or union with any Wulff set. This will be needed later

Lemma 2.5.For any setF with finite perimeter and finite Lebesgue measure and any W
setW , we have:

PΓ (F ∩W,Rn)� PΓ (F,Rn).

Proof. Let F andW be as in the statement. It follows from Theorem 2.4 that

PΓ (W,R
n)= CΓ |W |(n−1)/n � CΓ |F ∪W |(n−1)/n � PΓ (F ∪W,Rn).

Then, using Lemma 2.2, we get:
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PΓ (W,R
n)+ PΓ (F ∩W,Rn)� PΓ (F ∪W,Rn)+ PΓ (F ∩W,Rn)

and
ystals
x

� PΓ (F,Rn)+ PΓ (W,Rn),

and the lemma follows. ✷
Lemma 2.6.For any setF with finite perimeter and any Wulff setW , we have:

PΓ (F ∪W,Rn)� PΓ (F,Rn)+ CΓ

|W |1/n |W \ F |.

Proof. LetW be some fixed Wulff set and let us define:

F(G) := PΓ (G,Rn)− CΓ

|W |1/n |G|

for any setG with finite perimeter. IfG⊂W , thanks to (16) we have:

CΓ

|W |1/n |G| � CΓ |G|(n−1)/n � PΓ (G,Rn),

henceF(G) � 0. On the other hand,F(W) = 0. It follows that, for any setG ⊂W , we
haveF(W)� F(G) and thus,

PΓ (W,R
n)� PΓ (G,Rn)+ CΓ

|W |1/n |W \G|.

Now we letF be any set with finite perimeter and we apply this inequality withG= F ∩W
to get:

PΓ (W,R
n)� PΓ (F ∩W,Rn)+ CΓ

|W |1/n |W \F |.

Combining this with Lemma 2.2, it follows that

PΓ (F ∪W,Rn)� PΓ (F ∪W,Rn)+ PΓ (F ∩W,Rn)− PΓ (W,Rn)+ CΓ

|W |1/n |W \ F |

� PΓ (F,Rn)+ CΓ

|W |1/n |W \F |

as wanted. ✷
We now discuss regularity properties of Wulff sets in terms of Ahlfors-regularity

condition B as stated in Theorem 1.4. Recall that Wulff sets are quasiminimal cr
with a volume constraint corresponding to a mapg ≡ 0. The setWΓ is open and conve
and because of (13), it is then bilipschitz equivalent to the unit Euclidean ballB1(0), that
is, there exists a bilipschitz functionf :Rn → R

n such thatf (B1(0)) =WΓ . Moreover
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the bilipschitz constant forf depends only onn, α andβ . On the other hand,∂B1(0) is
B

being

gether

s
lative

ts to

Wulff

et
Ahlfors-regular andB1(0) satisfies the condition B with Ahlfors-regularity and condition
constants depending only on the dimension. Ahlfors-regularity and condition B
invariant under bilipschitz equivalence, we get that∂WΓ is Ahlfors-regular andWΓ
satisfies the condition B as well and with constants depending only onn, α andβ . Next,
using translations and dilations, we get that any Wulff set satisfies these properties to
with some uniform control on the Ahlfors-regularity and condition B constants.

Proposition 2.7.There exist two constantsC > 1 andC′ > 0 depending only onn, α and
β , such that, ifW is a Wulff set with radiusr > 0, then, for anyx ∈ ∂W andt � r, we have

C−1tn−1 � Hn−1(∂W ∩Bt (x)
)
� Ctn−1,

and there exist two ballsB1 and B2 with radiusC′t such thatB1 ⊂ Bt (x) ∩ W and
B2 ⊂ Bt (x) \W .

Another consequence of the bilipschitz equivalence betweenWΓ andB1(0) and the
equivalence (9) between the standard perimeter and theΓ -perimeter is that Wulff set
are domains of isoperimetry as well as balls are (in that case, this is just the re
isoperimetric inequality for balls).

Proposition 2.8.There exists a constantC > 0 depending only onn, α andβ , such that,
for anyx ∈ R

n, r > 0 and any setF with finite perimeter, we have:

min
{∣∣F ∩Wr(x)

∣∣, ∣∣Wr(x) \F ∣∣}(n−1)/n � CPΓ
(
F,Wr(x)

)
.

We end this section with two simple consequences of the condition B for Wulff se
be used in the main constructions in Section 4. For any Wulff setW andλ > 0, we denote
by λW the Wulff set with the same center asW and with radiusλ times the radius ofW .
Roughly speaking the first lemma tells us that if a large proportion (in measure) of a
setW ′ is contained in another Wulff setW and if the ratio between the radii ofW ′ andW
is controlled, then a slightly smaller Wulff set is entirely contained inW .

Lemma 2.9.There exists a constantθ > 0, depending only onn, α andβ , such that, ifW
andW ′ are two Wulff sets with radius respectivelyr andr ′ such that

r ′ � 2α−1r and |W ′ \W | � θ |W ′|,
then

(α/2β)W ′ ⊂W.

Proof. Let θ > 0 be a constant to be fixed later andW andW ′ be as in the statement. L
x be the center ofW ′. We have

dist(x, ∂W)� (α/2)r ′.
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Otherwise there would existy ∈ ∂W ∩ B(α/2)r ′(x) and, since(α/2)r ′ � r, Proposition 2.7
′ ′ ′

t

in
f the

ion—
with
would give a ballB with radiusC (α/2)r whereC depends only onn, α andβ , such that

B ⊂ B(α/2)r ′(y) \W.

Since, by (13),B(α/2)r ′(y)⊂ Bαr ′(x)⊂W ′, we would have|B| � |W ′ \W | � θ |W ′| which
is impossible ifθ is small enough, depending only onn, α andβ (remember (10)). Next i
follows thatx ∈W because otherwise we would haveB(α/2)r ′(x)⊂W ′ \W which is also
impossible ifθ is small enough. Hence, using once again (13), we get

W(α/2β)r ′(x)⊂ B(α/2)r ′(x)⊂W,

as wanted. ✷
Arguing in a similar way, we also have the next lemma.

Lemma 2.10.There exists a constantθ > 0, depending only onn, α andβ , such that, ifW
andW ′ are two Wulff sets with radius respectivelyr andr ′ such that

r ′ � 2α−1r and |W ′ ∩W | � θ |W ′|,

then

(α/2β)W ′ ⊂W c.

2.3. Approximation ofΓ -quasi-isoperimetric sets

We prove in this section an approximation lemma for setsF ⊂ R
n that areΓ -quasi-

isoperimetric in the sense that their isoperimetric ratio|F |(1−n)/nPΓ (F,Rn) is close to the
Γ -isoperimetric constantCΓ . This approximation will be done by means of Wulff sets
theL1 sense. The main point is that it comes with universal control. This will be one o
key ingredients in the main constructions in Section 4.

Lemma 2.11.For any0< δ < 1, there existsη > 0 depending only onn, α, β andδ such
that if F is a set with finite perimeter and finite Lebesgue measure such that

PΓ (F,R
n)� CΓ (1+ η)|F |(n−1)/n,

then there exists a Wulff setW such that|W | = |F | and

|F �W | � δ|F |.

Proof. To prove the lemma we will argue by contradiction and use a concentrat
compactness type argument. First we note that it is sufficient to prove the lemma
Γ convex. In that case theΓ -perimeter is lower semi-continuous with respect to theL1
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topology and this will be needed later. Indeed one can always consider the lower convex

em-

uence

ce,
ure
ristic
d
n find

ther
envelopêΓ of Γ ,

Γ̂ := sup
{
f : f is convex andf � Γ

}
.

It turns out that

Γ̂ (x)= sup
{〈y, x〉: y ∈WΓ

}
.

In particular Γ̂ is homogeneous of degree one, convex and still satisfies (1) (rem
ber (13)). MoreoverPΓ̂ (F, ·)� PΓ (F, ·) for any setF with finite perimeter andWΓ̂ =WΓ
(see [12, Proposition 3.5]). Hence it is sufficient to prove the lemma forΓ̂ in place ofΓ
and, for simplicity of notations, we assume in the rest of this proof thatΓ is convex.

Let δ ∈ (0,1) be fixed. Arguing by contradiction we assume that there exists a seq
of sets with finite perimeter(Fk)k�1 such that, for allk � 1,

PΓ (Fk,R
n)� CΓ (1+ 1/k)|Fk|(n−1)/n,

but |Fk �W |> δ|Fk | for any Wulff setW with |W | = |Fk|. We set:

Gk := {
y ∈ R

n: |Fk|1/n y ∈ Fk
}
.

For all k � 1, we have

|Gk| = 1 (17)

and, remembering that theΓ -perimeter is homogeneous of degree(n− 1) with respect to
the dilations,

PΓ (Gk,R
n)� CΓ (1+ 1/k), (18)

and also,

|Gk �W |> δ (19)

for any Wulff set such that|W | = 1.
We would like to go to the limit ask ↑ +∞ and get, at least up to a subsequen

some limit, sayG, for the sequenceGk . Classical embeddings theorems only ens
convergence inL1

loc (in the sense of convergence of the corresponding characte
functions) and one could have a limit setG = ∅. To avoid this situation we first nee
to modify the sequenceGk before passing to a subsequence. The point is that one ca
a constantγ > 0, depending only onn, α andβ , and for allk � 1, somexk ∈ R

n such that
|Gk ∩B1(xk)| � γ . This follows from Lemma 2.13 to be proved a few lines below toge
with (17) and (18) which imply that|Gk|P(Gk,Rn)−1 � α/(2CΓ ) for all k � 1. Then,
considering the sequence(Gk − xk)k�1 that we still denote byGk for simplicity, we have∣∣Gk ∩B1(0)

∣∣� γ. (20)
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Note that (17), (18) and (19) still hold (remember in particular that theΓ -perimeter is in-
n

the

e

variant under translations). Next we have supk�1{|Gk| + P(Gk,R )}<+∞ and we can
extract a subsequence, still denoted by(Gk)k�1, which converges to some setG in L1

loc
(see [3, Theorem 3.38]). Let us prove that the convergence actually holds inL1.

For simplicity of notations we setBt := Bt (0) for any t > 0. Let ε < 1 be fixed. We
have,

|G| � lim inf
k→+∞|Gk|<+∞,

hence one can findt > 1 such that|G \ Bt | � ε. Then, by convergence inL1
loc, we have

|Gk ∩ (Bt+1 \Bt )| � 2ε if k is large enough. Next, using Tchebytchev’s inequality and
coarea formula, one can findtk ∈ (t, t + 1) such that

Hn−1(∂Btk \Gk(0)
)
� C

∣∣Gk ∩ (Bt+1 \Bt )
∣∣� Cε

for some suitable-dimensional constantC > 0. Remember thatGk(0) is the set of Lebesgu
points ofGck and hence is equivalent toGck. Then, sinceGk ∩Btk andGk coincide on the
open setBtk and since∂∗(Gk ∩Btk )∩Gk(0)= ∅, we have (remember also (9))

PΓ (Gk ∩Btk ,Rn)� PΓ (Gk,Btk )+ βHn−1(∂Btk \Gk(0)
)
� PΓ (Gk,Btk )+Cε.

Similarly,

PΓ (Gk \Btk ,Rn)� PΓ
(
Gk,B

c
tk

)+ βHn−1(∂Btk \Gk(0)
)
� PΓ

(
Gk,B

c
tk

)+Cε.
We setγk := |Gk ∩ Btk |. Applying the isoperimetric inequality (16) to both setsGk ∩ Btk
andGk \Btk , we get:

CΓ
(
γ
(n−1)/n
k + (1− γk)(n−1)/n)� PΓ (Gk ∩Btk ,Rn)+ PΓ (Gk \Btk ,Rn)

� PΓ (Gk,Rn)+Cε �CΓ (1+ 1/k)+Cε,
where the last inequality follows from (18). Thus, ifk is large enough, we have

f (γk)� 1+Cε,
wheref : [0,1] → [0,1] is defined byf (u) = u(n−1)/n + (1 − u)(n−1)/n andC depends
only onn, α andβ . We havef (u)= f (1 − u), f (0)= f (1)= 1, andf is increasing on
[0,1/2]. On the other hand, according to (20) we haveγk � γ and it then follows that one
must have

γk � h(ε)

for some functionh which goes to 1 whenε goes to zero. It follows that

|Gk \Bt+1| � 1− γk � 1− h(ε) and |G \Bt+1| � ε,
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hence,

).

ndard
f the

t
nce

e
to

sidered
lim sup
k→+∞

∫
Rn

|1Gk − 1G| � lim sup
k→+∞

∫
Bt+1

|1Gk − 1G| + 1− h(ε)+ ε = 1− h(ε)+ ε

for all ε < 1. Then we take the limit whenε goes to zero to get that(Gk)k�1 converges
toG in L1 as claimed.

Now, passing to the limit whenk ↑ +∞ in (17) and (19), it follows from the
convergence inL1 that|G| = 1 and that

|G�W | � δ (21)

for any Wulff set with|W | = |G| = 1. On the other hand, by lower semi-continuity ofPΓ
whenΓ is convex (see [12, Theorem 4.5] and Remark 2.12), it follows from (18) that

PΓ (G,R
n)� lim inf

k→+∞PΓ (Gk,R
n)� CΓ .

Combining this with the isoperimetric inequality (16) we get thatPΓ (G,R
n)= CΓ . Hence

G is, according to Theorem 2.4, equivalent to some Wulff set and this contradicts (21✷
Remark 2.12.Theorem 4.5 in [12] about the lower semi-continuity ofPΓ is given only
for sequences of bounded sets with finite perimeter. However it turns out that sta
truncation arguments imply that the result still holds even when the elements o
sequence are not necessarily bounded. More precisely, we consider a sequence(Gk)k�1 of
sets with finite perimeter such that supk�1{|Gk| +P(Gk,Rn)}<+∞ and we assume tha
(Gk)k�1 converges to some setG in L1. Then one can construct an increasing seque
(rk)k�1 with rk ↑ +∞ and such that

PΓ (Gk ∩Brk ,Rn)� PΓ (Gk,Rn)+ 1/k.

Indeed one first fix for instancer(k) large enough so that|Gk \ Br(k)| � C/k for some
suitable small universal constantC > 0 and then one choosesrk ∈ (r(k), r(k)+ 1) in the
same way astk in Lemma 2.11 so that

Hn−1(∂Btk \Gk(0)
)
� β−1/k.

Then, sincerk ↑ +∞ and because|G| � lim infk→+∞ |Gk| < +∞, the sequenc
(Gk ∩Brk )k�1 still converges inL1 toG and it follows from [12, Theorem 4.5] applied
that latter sequence of bounded sets that

PΓ (G,R
n)� lim inf

k→+∞PΓ (Gk ∩Brk ,Rn)� lim inf
k→+∞PΓ (Gk,R

n).

Of course the same arguments apply to more general anisotropic perimeters as con
in [12].
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Lemma 2.13.Let F be a set with finite perimeter and finite Lebesgue measure. Assume
n

note

.4. In
educe
r of the
r the
traint
n

thatγ ∈ (0, |B1(0)|/2) is such that|F ∩B1(x)| � γ for all x ∈ R . Then

C|F |nP (F,Rn)−n � γ

for some constantC > 0 that depends only onn.

Proof. Let F andγ be as in the statement. LetA be a maximal family of points inRn at
mutual distance� 1/2 and such that|F ∩ B1/2(x)|> 0 for all x ∈ A. Then

⋃
x∈AB1(x)

covers almost all ofF . Otherwise there would exist a pointy ∈ R
n such that∣∣∣∣(F∖ ⋃

x∈A
B1(x)

)
∩B1/2(y)

∣∣∣∣> 0.

By maximality ofA we would havey ∈B1/2(x) for somex ∈ A and thenB1/2(y)⊂ B1(x)

which gives a contradiction. Hence we have

|F | �
∑
x∈A

∣∣F ∩B1(x)
∣∣� γ 1/n

∑
x∈A

∣∣F ∩B1(x)
∣∣(n−1)/n � Cγ 1/n

∑
x∈A

P
(
F,B1(x)

)
,

where the last inequality follows from the relative isoperimetric inequality for balls (
that |F ∩ B1(x)| � γ � |B1(0)|/2 hence min{|F ∩ B1(x)|, |B1(x) \ F |} = |F ∩ B1(x)|).
Now the ballsB1(x), x ∈ A, have bounded overlap because the ballsB1/4(x), x ∈ A, are
disjoint. Thus we have ∑

x∈A
P
(
F,B1(x)

)
� CP(F,Rn)

and it follows

|F | � Cγ 1/nP (F,Rn)

as claimed. ✷

3. Ahlfors-regularity and condition B

This section and the following one are entirely devoted to the proof of Theorem 1
this section we prove in Lemma 3.1 the upper estimate in the Ahlfors-regularity and r
the proof of the other properties to a lemma, Lemma 3.2, which analyzes the behavio
proportion of a quasiminimal crystal and of its complement inside Wulff sets. We fix fo
rest of this section and the following one a quasiminimal crystal with a volume cons
E ∈ QM with prescribed measurea as in Definition 1.1. Recall that in this definitio
Γ :Sn−1 → R

+ is a fixed continuous function which satisfies (1),g : [0,+∞] → [0,+∞]
is fixed such that limv→0+ v−(n−1)/ng(v)= 0 anda > 0 is fixed.



S. Rigot / J. Math. Pures Appl. 82 (2003) 1651–1695 1671

Note that because of (13) one can replace in the definitions of the Ahlfors-regularity
get
ation

te to
he main
of
(Definition 1.2) and of the condition B (Definition 1.3) balls by Wulff sets and
equivalent definitions. We shall freely use this in what follows, choosing in each situ
the most convenient definition to work with.

Lemma 3.1.There exists a universal constantC > 0 such that

PΓ
(
E,Wr(x)

)
� Crn−1

for all x ∈ R
n andr � 1.

Proof. Let x ∈ R
n andr � 1 be fixed. We setF = (E \Wr(x)) ∪W whereW is a Wulff

set contained inWr(x) and such that|W | = |E ∩ Wr(x)|. Then |F | = |E| andF is an
admissible candidate forE. We have∂∗F ∩Wr(x)⊂ ∂W ∪ ∂Wr(x) andF coincides with
E on the open setWr(x)

c. Combining this with (9) and (11), we get:

PΓ (F,R
n)� PΓ

(
E,Wr(x)

c
)+ βHn−1(∂W)+ βHn−1(∂Wr(x))

� PΓ (E,Rn)− PΓ
(
E,Wr(x)

)+Crn−1,

for some universal constantC > 0. Moreover we have|F � E| � 2|E ∩Wr(x)| � Crn.
Thus if r is small enough,r � r1 say for some universal constantr1 � 1, we have

g
(|F �E|)� rn−1,

by assumption ong. Then it follows from the quasiminimality ofE (see (2)) that

PΓ (E,R
n)� PΓ (F,Rn)+ g

(|F �E|)� PΓ (E,Rn)− PΓ
(
E,Wr(x)

)+Crn−1,

hence,

PΓ
(
E,Wr(x)

)
� Crn−1,

which gives the required conclusion providedr � r1. The conclusion for radiir ∈ (r1,1]
and with a slightly different constant which depends onr1 follows easily by a covering
argument (one can for instance coverWr(x) with at mostC(r/r1)n Wulff sets with
radiusr1). ✷

The lower estimate in the Ahlfors-regularity and the condition B are more delica
prove, especially because we want to get universal constants in these properties. T
step in the proof is given by Lemma 3.2 stated below. It says that if the proportionE
(in measure) inside some Wulff set, sayW , is small enough then(1/2)W is essentially
contained in the complement ofE, and similarly forEc. Forx ∈ R

n andr > 0, we set

h(x, r) := r−nmin
{∣∣E ∩Wr(x)

∣∣, ∣∣Wr(x) \E∣∣}.
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Lemma 3.2. There exist two universal constantsε0 > 0 and R � 1 such that, for any
n

ality
follow
ty of
ee, e.g.,
ke of
ill also

s 3.1

ts
x ∈ R andr �R, if h(x, r)� ε0, then∣∣E ∩Wr/2(x)
∣∣= 0 or

∣∣Wr/2(x) \E∣∣= 0.

We will prove this lemma in Section 4. The proof relies strongly on the quasiminim
of E. Then it turns out that once one has this lemma in hand, the required properties
essentially by quite standard covering arguments that do not use the quasiminimaliE
anymore. The same kind of arguments have been already used in the literature, s
[11] for a different situation and [16] for the case of the standard perimeter. For sa
completeness we give some more details about this in the rest of this section (this w
be useful later).

We set:

E1 := {
x ∈ R

n: there existsr > 0 such that
∣∣Wr(x) \E∣∣= 0

}
, (22)

E0 := {
x ∈ R

n: there existsr > 0 such that
∣∣E ∩Wr(x)

∣∣= 0
}
, (23)

S := {
x ∈ R

n: h(x, r) > ε0 for all r �R
}
, (24)

whereε0 andR are given by Lemma 3.2. One can actually deduce from Lemma
and 3.2 the following refined version of Theorem 1.4.

Theorem 3.3.WithE1, E0 andS as above, the following conclusions hold:

E1,E0 andS form a partition ofRn,

E1 andE0 are open and equivalent toE andEc respectively,

S = ∂E1 = ∂E0,

∂E1 = ∂∗E1 = ∂∗E and∂E0 = ∂∗E0 = ∂∗(Ec),
S is Ahlfors-regular,

E1 is bounded,

E1 andE0 satisfy the condition B.

Moreover the Ahlfors-regularity and condition B constants can be chosen universal.

Proof. The first claim is an immediate consequence of Lemma 3.2. The setsE1 andE0 are
clearly open. MoreoverE1 coincides with the setE(1) of Lebesgue points ofE. Indeed
if x ∈ E(1) thenh(x, r)= r−n|Wr(x) \ E| if r is small enough andh(x, r) tends to zero
whenr goes to zero. Then it follows from Lemma 3.2 thatx ∈ E1. The other inclusion
follows from the definition ofE1. HenceE andE1 are equivalent. Similar argumen
with E replaced by its complement show thatE0 is the set of Lebesgue points ofEc and
thenEc andE0 are equivalent.
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By definition of S and sinceE andE1, respectivelyEc andE0, are equivalent, we
t

the fact

lff

a

clearly haveS ⊂ ∂E1 ∩ ∂E0. On the other hand,E1 and E0 are open and disjoin
and, sinceE1, E0 and S form a partition of R

n, it follows that ∂E1 ∪ ∂E0 ⊂ S.
Thus S = ∂E1 = ∂E0. We clearly haveE1 = E1(1) = E(1) = E0(0) = Ec(0) and
E0 =E1(0)=E(0)=E0(1)=Ec(1). Then the equalities betweenS and the various
essential boundaries is an immediate consequence of the definitions together with
thatE1, E0 andS form a partition ofRn.

Next we prove thatS is Ahlfors-regular withµ= PΓ (E, ·)= PΓ (E1, ·) in (3). First we
have spt(µ) ⊂ ∂E1 = S. The upper estimate follows from Lemma 3.1. Next ifx ∈ S and
r � R, we have by definition ofS and by the relative isoperimetric inequality for Wu
sets (Proposition 2.8),

Cε
(n−1)/n
0 rn−1 � C

(
rnh(x, r)

)(n−1)/n � PΓ
(
E,Wr(x)

)
.

This gives the required conclusion providedr � R. The conclusion for radiir ∈ (R,1]
follows easily with a slightly different constant depending now also onR.

To prove thatE1 is bounded, we consider a maximal familyA1 of points in∂E1 at
mutual distance� 1. The ballsB1/2(x), x ∈ A1, are pairwise disjoint and since∂E1 is
Ahlfors-regular we have:

card(A1)� C
∑
x∈A1

PΓ
(
E1,B1/2(x)

)
�CPΓ

(
E1,

⋃
x∈A1

B1/2(x)

)
� CPΓ (E1,R

n) <+∞.

Since∂E1 ⊂⋃
x∈A1

B1(x) we get that∂E1 is bounded. Hence, since|E1|<+∞, we have
diam(E1)= diam(∂E1) <+∞.

We now prove thatE1 andE0 satisfy the condition B. Letx ∈ S andr � min(1/2, βR)
be fixed. Set:

Z := {
z ∈ Br/2(x): dist(z, S)� sr/2

}
,

where 0< s < 1 will be fixed small later. We have|Z| � Csrn. To see this, we take
maximal familyA of points inS ∩ Br(x) at mutual distance� sr/2. The ballsBsr/4(y),
y ∈ A, are pairwise disjoint,S is Ahlfors-regular,

⋃
y∈ABsr/4(y)⊂ B2r (x), then, arguing

as above, we get:

card(A)�C(sr)−n+1
∑
y∈A

PΓ
(
E,Bsr/4(y)

)
� C(sr)−n+1PΓ

(
E,B2r (x)

)
� Cs−n+1.

Going back toZ, we have

Z ⊂
⋃
y∈A

B(y, sr)

and then|Z| � C card(A)(sr)n �Csrn as claimed. Sincex ∈ S, we also have:
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∣∣E1 ∩Br(x)
∣∣� ∣∣E1 ∩Wβ−1r (x)

∣∣� ε0β−nrn,

e

fact

hen
to

f
use of
issible
o
to do

be too
trol on

lff set, is
irectly
der a
h
lways
dd
around
nd the

also
t that

y,
∣∣E0 ∩Br(x)
∣∣� ∣∣E0 ∩Wβ−1r (x)

∣∣� ε0β−nrn.

Then, if s is small enough, depending onn, ε0 andβ , one can findz1 ∈ (E1 ∩Br(x)) \Z
andz0 ∈ (E0 ∩Br(x)) \Z and then

Bsr/2(z1)⊂E1 ∩Br(x)= Br(x) \E0,

Bsr/2(z0)⊂ E0 ∩Br(x)= Br(x) \E1.

This gives the required conclusion for anyx ∈ S = ∂E0 = ∂E1 and r � min(1/2, βR).
And the conclusion follows easily for anyr � 1 (with a slightly different constant in th
condition B). This concludes the proof of the theorem.✷

To prove Theorem 1.4 it only remains to prove uniqueness. This follows from the
that two open sets that are equivalent and both satisfy the condition B coincide.

4. Behavior of the proportion of E and Ec inside Wulff sets

This section is devoted to the proof of Lemma 3.2. The basic idea is the following. W
the proportion of the complement ofE inside some Wulff set is very small, it is natural
try to add this Wulff set (or at least a slightly smaller one) toE. Similarly if the proportion
of E is very small, one can to try to remove the Wulff set fromE. Then, to make use o
the quasiminimality ofE through a suitable comparison argument, one needs, beca
the volume constraint, to adjust the measure of this first modification to get an adm
candidate with exactly the same Lebesgue measure thanE. Moreover, remembering als
that we want to get at the end universal regularity constants, one must find a way
these adjustments while keeping some universal control in all the constructions.

In the first case, adjusting the measure (that is, removing some mass) will not
complicated because Lemma 2.5 gives a way to do this while keeping a suitable con
the variation of theΓ -perimeter. This will be done in Section 4.1.

The second case, when one needs to add some mass after having removed a Wu
more complicated and will occupy Sections 4.2, 4.3, 4.4 and 4.5. We shall not get d
the conclusion but rather argue by contradiction. Roughly speaking we will consi
point, sayx, around which the proportion ofE inside Wulff sets is small but for whic
the conclusion of Lemma 3.2 fails. We shall prove that near such a point one can a
find some Wulff set essentially contained inE that one can moreover move around to a
some mass (see Lemma 4.3). The point is that its size and the way it can be moved
will be controlled in a uniform and universal way. The mass that can then be added a
associated variation of theΓ -perimeter (remember Lemma 2.6) will consequently be
suitably controlled. This will be used to prove through a direct comparison argumen
the conclusion of Lemma 3.2 does hold far away fromx. In particular it will follow that
the condition B holds on a substantial part of∂E. Then, using this condition B propert
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one can perform suitable constructions that allow in turn to remove definitely the setE

that

h

tric
aroundx and give the final contradiction.

4.1. Behavior ofEc

We prove in this section Lemma 3.2 when the proportion of the complement ofE around
some point is very small. The proof is divided into two parts. First we show that in
case the proportion ofEc decreases geometrically.

Lemma 4.1.There exists a universal constantε1> 0 such that, for anyx ∈ R
n andr � 1,∣∣Wr(x) \E∣∣� ε1rn ⇒ h(x, r/2)� h(x, r)/2.

Proof. Let ε1> 0 be a small constant that will be fixed later. Letx ∈ R
n andr � 1 be such

that|Wr(x) \E| � ε1rn. First, if ε1 is small enough,ε1 � |WΓ |/2, we have:

h(x, r)= r−n∣∣Wr(x) \E∣∣.
Next, using Tchebytchev’s inequality and (14), one can always findt ∈ (r/2, r) such that

Hn−1(∂Wt(x) \E(1))� Cr−1
∣∣Wr(x) \E∣∣= Crn−1h(x, r)

for some universal constantC > 0. Recall thatE(1) is the set of Lebesgue points ofE and
thus is equivalent toE. We setF = (E∪Wt(x))∩W whereW is a Wulff set chosen in suc
a way that|F | = |E| (obviously we takeW = R

n if |Wt(x) \E| = 0). Using Lemma 2.5
and the fact thatE andE ∪Wt(x) coincide on the open setWt(x)

c, we get:

PΓ (F,R
n)� PΓ

(
E ∪Wt(x),Rn

)= PΓ
(
E,Wt(x)

c
)+ PΓ

(
E ∪Wt(x), ∂Wt(x)

)
.

Furthermore∂∗(E ∪Wt(x))∩E(1)= ∅, hence by choice oft we have:

PΓ
(
E ∪Wt(x), ∂Wt(x)

)
� βHn−1(∂Wt (x) \E(1))� Crn−1h(x, r),

and finally,

PΓ (F,R
n)� PΓ (E,Rn)− PΓ

(
E,Wt(x)

)+Crn−1h(x, r).

On the other hand,

|F �E| � 2
∣∣Wt(x) \E∣∣� 2rnh(x, r)� 2ε1

(recall thatr � 1). Hence, ifε1 is small enough, we get thanks to the relative isoperime
inequality for Wulff sets (Proposition 2.8) that, for some suitable universal constantC > 0,

g
(|F �E|)� C

∣∣Wt(x) \E∣∣(n−1)/n � PΓ
(
E,Wt (x)

)
/2.
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Since|F | = |E|, one gets by quasiminimality ofE,

tive

t

y

PΓ (E,R
n)� PΓ (F,Rn)+ g

(|F �E|)
� PΓ (E,Rn)− PΓ

(
E,Wt (x)

)
/2+Crn−1h(x, r),

that is,

PΓ
(
E,Wt (x)

)
� Crn−1h(x, r)

for some suitable universal constantC > 0. On the other hand, once again by the rela
isoperimetric inequality for Wulff sets, we have

C
(
rnh(x, r/2)

)(n−1)/n � PΓ
(
E,Wr/2(x)

)
� PΓ

(
E,Wt (x)

)
hence,

h(x, r/2)�Ch(x, r)n/(n−1) � Cε1/(n−1)
1 h(x, r)� h(x, r)/2,

providedε1 is chosen small enough.✷
Now the conclusion is an automatic consequence of the previous lemma.

Lemma 4.2.There exists a universal constantε2> 0 such that, for anyx ∈ R
n andr � 1,∣∣Wr(x) \E∣∣� ε2rn ⇒ ∣∣Wr/2(x) \E∣∣= 0.

Proof. Let ε2> 0 be a small constant to be fixed later. Letx ∈ R
n andr � 1 be such tha

|Wr(x) \E| � ε2rn and lety be any point inWr/2(x). We haveWr/2(y)⊂Wr(x) and, if
ε2 is small enough,

h(y, r/2)= (r/2)−n∣∣Wr/2(y) \E∣∣� (r/2)−n∣∣Wr(x) \E∣∣� 2nε2.

Then, using Lemma 4.1 and an induction procedure, one can easily show that

h
(
y,2−kr

)= (
2−kr

)−n∣∣W2−kr (y) \E
∣∣

and

h
(
y,2−(k+1)r

)
� h

(
y,2−kr

)
/2

for all k � 1, providedε2 is small enough. It follows that

lim
k→+∞

(
2−kr

)−n∣∣W2−kr (y) \E
∣∣= 0,

and thusy is not a Lebesgue point of the complement ofE. Since this holds for an
y ∈Wr/2(x), we get that|Wr/2(x) \E| = 0 as wanted. ✷
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4.2. The main constructions

our
e
iction
of

ariant
veral

that the
of this
light

t

Following the strategy sketched at the beginning of this section, we turn now
attention to points around which the proportion ofE is very small. The proof in that cas
is divided in several steps and will be achieved in Section 4.5. Arguing by contrad
we shall first analyze the behavior ofE around such points for which the conclusion
Lemma 3.2 fails.

Lemma 4.3.There exists a universal constantε3> 0 such that, for anyx ∈ R
n andr � 1,

if ∣∣E ∩Wr(x)
∣∣� ε3rn and

∣∣E ∩Wr/2(x)
∣∣> 0,

then there existr1 ∈ (r/2,5r/8) andr2 ∈ (7r/8, r) such that

max
i=1,2

{
P
(
E ∩Wri (x), ∂Wri (x)

)
,P
(
E \Wri (x), ∂Wri (x)

)}= 0,

∣∣E ∩ (Wr2(x) \Wr1(x)
)∣∣= 0,

and one can find a Wulff setW ⊂Wr1(x) such that|W \E| = 0 and|W | = C|E ∩Wr1(x)|
for some universal constantC > 0.

Note that all the conclusions in this lemma come with universal and scale-inv
bounds. The proof will be achieved in Section 4.4. It will be a consequence of se
suitable uses of the main lemma to be proved now, see Lemma 4.4. Let us stress
various constructions of the present section give the main comparison arguments
paper. They will be quite constantly re-used later (in slight different context and with s
technical differences though).

For the rest of this section, letx ∈ R
n be fixed. For simplicity of notations, se

Ws :=Ws(x) for s > 0. For any fixed 0� s0< s1< s2 � 1 andi = 1,2, set

Ei :=E ∩ (Wsi \Wsi−1) and mi :=
∣∣Ei∣∣,

ρ := max
i=0,1,2

{
P(E ∩Wsi , ∂Wsi ),P (E \Wsi , ∂Wsi )

}
.

For anyε > 0, we say that (Hε) holds if

max{m1,m2} �
{
εmin

{
sn1 , (s2 − s1)n

}
if s0 = 0,

εmin
{
sn0 , (s1 − s0)n, (s2 − s1)n

}
if s0> 0.

(Hε)

Note that whens0 = 0, thenWs0 = ∅ and the convention is thatE1 = E ∩ Ws1 and
P(E ∩Ws0, ∂Ws0)= P(E \Ws0, ∂Ws0)= 0.
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Lemma 4.4.There exist two universal constantsε4 > 0 and C > 0 such that, if(Hε4)

mean

th the

y

(

be
holds, then

min{m1,m2} � Cρn/(n−1). (25)

In what follows, when saying that a constant depends only on some given data, we
that its value can be chosen depending only on these data and also possibly onn, α, β , g
anda but on nothing else.

We begin with the proof of Lemma 4.4 in two special cases. The first one deals wi
situation whereE1 andE2 are of comparable size.

Lemma 4.5.For anyτ ∈ (0,1), there existsε > 0 depending only onτ such that, if(Hε)
holds andτm1 � m2 � τ−1m1, then (25) holds with a constantC which depends onl
on τ .

Proof. Let τ ∈ (0,1) be fixed,ε > 0 be a small constant to be fixed later, assume thatHε)
holds and thatτm1 � m2 � τ−1m1. We want to replaceE1 ∪ E2 by a single Wulff set.
According to (Hε) we havem1 +m2 � 2ε(s2 − s0)n. Hence, thanks to Lemma 4.6 (to
proved below), one can find a Wulff setW �Ws2 \Ws0 with |W | =m1+m2, at least ifε is
small enough, how small depending only onn, α andβ . We setF = (E \ (E1 ∪E2))∪W .
Then |F | = |E| andF is an admissible candidate. We first estimate itsΓ -perimeter. We
have (see Lemma 2.2)

PΓ (F,R
n)� PΓ

(
E \ (E1 ∪E2),Rn)+ PΓ (W,Rn).

The setE \ (E1 ∪ E2) coincides withE on the open set(Ws2 \Ws0)c, is equivalent to
the empty set inside the open setWs2 \Ws0, coincides withE \Ws2 on a neighborhood
of ∂Ws2 and withE ∩Ws0 on a neighborhood of∂Ws0. It follows that

PΓ
(
E \ (E1 ∪E2),Rn)

= PΓ (E,Rn)− PΓ (E,Ws2 \Ws0)+ PΓ (E \Ws2, ∂Ws2)+ PΓ (E ∩Ws0, ∂Ws0)
� PΓ (E,Rn)− PΓ (E,Ws1 \Ws0)− PΓ (E,Ws2 \Ws1)+ 2βρ.

On the other hand, arguing in a similar way, we have

PΓ
(
Ei,Rn

)= PΓ (E,Wsi \Wsi−1)+ PΓ (E \Wsi−1, ∂Wsi−1)+ PΓ (E ∩Wsi , ∂Wsi )
� PΓ (E,Wsi \Wsi−1)+ 2βρ

for i = 1,2. Hence we get that

PΓ
(
E \ (E1 ∪E2),Rn)� PΓ (E,Rn)− PΓ

(
E1,Rn

)− PΓ
(
E2,Rn

)+ 6βρ

and going back toF , it follows:
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PΓ (F,R
n)� PΓ (E,Rn)− PΓ

(
E1,Rn

)− PΓ
(
E2,Rn

)+ PΓ (W,Rn)+ 6βρ

,

alls by
� PΓ (E,Rn)−CΓ
(
m
(n−1)/n
1 +m(n−1)/n

2 − (m1 +m2)
(n−1)/n)+ 6βρ

� PΓ (E,Rn)−CΓm(n−1)/n
1

(
1+ u(n−1)/n − (1+ u)(n−1)/n)+ 6βρ,

by the isoperimetric inequality for theΓ -perimeter (see Theorem 2.4) and by choice ofW ,
and whereu=m2/m1. We haveu ∈ [τ, τ−1] by assumption and

min
u∈[τ,τ−1]

{
1+ u(n−1)/n − (1+ u)(n−1)/n}> 0,

hence,

PΓ (F,R
n)� PΓ (E,Rn)−Cτm(n−1)/n

1 + 6βρ

for some constantCτ > 0 which depends only onτ . On the other hand
|F �E| � 2(m1 +m2)� 2(1+ τ−1)m1 � 2(1+ τ−1)ε by (Hε) (recall that si � 1 for
i = 0,1,2), and we chooseε small enough, depending only onτ , so that

g
(|F �E|)� Cτm(n−1)/n

1 /2.

Then we get by quasiminimality ofE,

PΓ (E,R
n)� PΓ (F,Rn)+ g

(|F �E|)� PΓ (E,Rn)−Cτm(n−1)/n
1 /2+ 6βρ,

and finally,

min{m1,m2} �m1 � Cρn/(n−1),

whereC depends only onτ , as required. ✷
Lemma 4.6.There exists a constantc > 0, depending only onn, α andβ , such that, for all
0 � s < s′ � 1 andm> 0 such thatm� c(s′ − s)n, one can find a Wulff setW �Ws ′ \Ws

with |W | =m.

Proof. With the notations of the statement, we apply the condition B to some point in∂Ws ′
to find a Wulff setW ′ with radius comparable to dist(Ws,Wc

s ′) and strictly contained in
Ws ′ \Ws (see Proposition 2.7 and recall also that because of (13), one can replace b
Wulff sets in the condition B). Then we have

|W ′| � C dist
(
Ws,W

c
s ′
)n � c(s′ − s)n

according to (10) and (15) and for some suitable constantsC andc depending only onn, α
andβ . Then, ifm� c(s′ − s)n, one can obviously find a Wulff setW ⊂W ′ with |W | =m
which gives the conclusion.✷
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We now prove Lemma 4.4 when eitherE1 or E2 are notΓ -quasi-isoperimetric in the

that

and
. If

actly in
sense of Lemma 2.11.

Lemma 4.7.For anyη > 0, there existsε > 0 depending only onη such that, if(Hε) holds
and

PΓ
(
Ei,Rn

)
� CΓ (1+ η)∣∣Ei∣∣(n−1)/n

for i = 1 or i = 2, then(25)holds with a constantC which depends only onη.

Proof. Let η > 0 be fixed andε > 0 be a small constant to be chosen later. Assume
(Hε) holds and that

PΓ
(
Ei,Rn

)
� CΓ (1+ η)∣∣Ei∣∣(n−1)/n

for i = 1 or i = 2. We replaceEi by a Wulff setWi �Wsi \Wsi−1 with |Wi | =mi setting
F = (E \ Ei) ∪Wi . This is always possible according to Lemma 4.6 together with (Hε)
providedε is small enough. We have|F | = |E|. Arguing as in Lemma 4.5, we have:

PΓ (F,R
n)� PΓ (E,Rn)− PΓ (Ei,Rn)+ PΓ (Wi,Rn)+ 4βρ

� PΓ (E,Rn)−CΓ ηm(n−1)/n
i + 4βρ

by assumption onEi and choice ofWi . On the other hand, we have|F �E| � 2mi � 2ε
because of(Hε). Then, ifε is small enough, depending only onη,

g
(|F �E|)� CΓ ηm(n−1)/n

i /2,

and we conclude using the quasiminimality ofE similarly as before,

PΓ (E,R
n)� PΓ (F,Rn)+ g

(|F �E|)� PΓ (E,Rn)−CΓ ηm(n−1)/n
i /2+ 4βρ,

hence,

min{m1,m2} �mi � Cρn/(n−1),

whereC depends only onη. ✷
We now turn to Lemma 4.4 in its full generality.

Proof of Lemma 4.4. Let ε4 > 0 be a small universal constant to be fixed later
assume that(Hε4) holds. Letτ < 1 be a small constant to be fixed universal later
τm1 � m2 � τ−1m1, Lemma 4.5 gives the required conclusion providedε4 is small
enough. Thus we only need to consider the cases wherem2 < τm1 or m1 < τm2. To fix
the ideas we assume that we are in the first case. The other one can be proved ex
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the same way exchanging the role ofE1 andE2. The idea is to removeE2 fromE and add
1

me

e

the corresponding mass toE using a suitable Wulff set.
Step1. We first want to find a Wulff setW1 with |W1| comparable tom1 and essentially

contained inE1. Let δ > 0 be a small constant to be fixed universal in a moment andη > 0
be associated toδ by Lemma 2.11. If

PΓ
(
E1,Rn

)
� CΓ (1+ η)m(n−1)/n

1 ,

then Lemma 4.7 gives the conclusion providedε4 is small enough. Thus one can assu
that

PΓ
(
E1,Rn

)
� CΓ (1+ η)m(n−1)/n

1 ,

and, according to Lemma 2.11, one can then find a Wulff setW such that|W | =m1 and∣∣E1 �W ∣∣� δm1.

We have|W \E| � |W \E1| � δ|W | and the radius ofW is less than 1 because|W | = |E1|
andE1 ⊂Ws1. Hence, ifδ is small enough, we get from Lemma 4.2 that

|W ′ \E| = 0,

whereW ′ = (1/2)W . On the other hand, we have

|W ′ \Ws1| �
∣∣W \E1

∣∣� Cδ|W ′|,
|W ′ ∩Ws0| �

∣∣W \E1
∣∣� Cδ|W ′|,

and, thanks to(Hε4), r
′ � Cm1/n

1 � Cε1/n
4 min{s0, s1} wherer ′ denotes the radius ofW ′.

Then it follows from Lemmas 2.9 and 2.10 that

W1 := (α/2β)W ′ ⊂Ws1 \Ws0,

providedδ andε4 are chosen small enough. SinceE1 = E ∩ (Ws1 \Ws0), we finally get
that ∣∣W1 \E1

∣∣= |W1 \E| = 0.

Step2. Next we show that it is always possible to moveW1 strictly insideWs2 \Ws0

until it reaches a new positionW2 such that|W2 \ E1| = m2. First we note that becaus
|W1| = Cm1 for some universal constantC > 0 and because of(Hε4), we have

|W1| � Cε4(s2 − s1)n,
hence one can always find a Wulff setW ′

1 � Ws2 \ Ws1 such that|W ′
1| = |W1| (see

Lemma 4.6) providedε4 is small enough. Moreoverm2 < τm1 � |W1| if τ is small
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enough. Then, since|W1 \ E1| = 0 andE1 ∩ W ′
1 = ∅, one can moveW1 continuously

,
n

tion.
insideWs2 \ Ws0 (at least ifε4 is small enough, depending only on the dimensionα
andβ , to make sure to stay insideWs2 \ Ws0) until it reaches an intermediate positio
W2 �Ws2 \Ws0 betweenW1 andW ′

1 such that∣∣W2 \E1
∣∣=m2.

Step3. We setF = (E \ E2) ∪W2. By construction we have|F | = |E| andF is an
admissible candidate. Arguing as in Lemma 4.5 and using Lemma 2.6, we have:

PΓ (F,R
n)� PΓ

(
E \ (E1 ∪E2),Rn)+ PΓ

(
E1 ∪W2,R

n
)

� PΓ (E,Rn)− PΓ
(
E2,Rn

)+ CΓ

|W2|1/n
∣∣W2 \E1

∣∣+ 6βρ

� PΓ (E,Rn)−CΓ m(n−1)/n
2 +Cm−1/n

1 m2 + 6βρ

� PΓ (E,Rn)−CΓ m(n−1)/n
2 +Cτ1/nm

(n−1)/n
2 + 6βρ

for some universal constantC > 0. Then we chooseτ small enough so that

PΓ (F,R
n)� PΓ (E,Rn)−CΓm(n−1)/n

2 /2+ 6βρ.

To conclude we have|F �E| � 2m2 � 2ε4 by (Hε4) and, ifε4 is small enough,

g
(|F �E|)� CΓ m(n−1)/n

2 /4.

Then we use similarly as before the quasiminimality ofE,

PΓ (E,R
n)� PΓ (F,Rn)+ g

(|F �E|)� PΓ (E,Rn)−CΓm(n−1)/n
2 /4+ 6βρ,

to get that

min{m1,m2} =m2 � Cρn/(n−1)

for some universal constantC > 0. ✷
4.3. Vanishing traces

The first conclusion of Lemma 4.3 will be given by Lemma 4.8 proved in this sec
It essentially follows from an iterative use of Lemma 4.4.

Lemma 4.8.There exists a universal constantε5> 0 such that, for anyx ∈ R
n andr � 1,

if |E ∩Wr(x)| � ε5rn, then there existr1 ∈ (r/2,5r/8) andr2 ∈ (7r/8, r) such that

max
i=1,2

{
P
(
E ∩Wri (x), ∂Wri (x)

)
,P
(
E \Wri (x), ∂Wri (x)

)}= 0.
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Proof. Let ε5 > 0 be a small constant to be fixed universal later and assume thatx ∈ R
n

nce
andr � 1 are as in the statement. We prove that one can findr1 ∈ (r/2,5r/8) such that

P
(
E ∩Wr1(x), ∂Wr1(x)

)= P (E \Wr1(x), ∂Wr1(x)
)= 0.

One can argue exactly in the same way to get the existence ofr2 ∈ (7r/8, r). To simplify
the notations, we set as beforeWs :=Ws(x) for s > 0.

First we note that it is sufficient to build two nonconstant sequences(aj )j�0 increasing
and(bj )j�0 decreasing such that, for allj � 0,

r/2 � aj � bj � 5r/8, (26)

lim
j→+∞bj − aj = 0, (27)

lim
j→+∞P(E ∩Waj , ∂Waj )= lim

j→+∞P(E \Wbj , ∂Wbj )= 0. (28)

Indeed, ifr1 denotes the common limit of these two sequences, we haver1 ∈ (r/2,5r/8).
Moreover,

P(E,Wr1)� P(E ∩Wr1,Rn)� lim inf
j→+∞P(E ∩Waj ,Rn)

by lower semicontinuity of the perimeter and becauseE∩Waj converges inL1 toE∩Wr1.
On the other hand, we have

P(E ∩Waj ,Rn)= P(E,Waj )+ P(E ∩Waj , ∂Waj ).
Then, since(Waj )j�0 is an increasing sequence of sets such that

⋃
j Waj = Wr1 and

because of (28), we get

lim
j→+∞P(E ∩Waj ,Rn)= P(E,Wr1).

Thus, going back toE ∩Wr1, we finally get

P(E ∩Wr1,Rn)= P(E,Wr1),
which implies that

P(E ∩Wr1, ∂Wr1)= 0.

To prove thatP(E \ Wr1, ∂Wr1) = 0, one argue in a similar way, using the seque
(E \Wbj )j�0 to compareP(E \Wr1,Rn) andP(E,Rn \Wr1).

We construct now these two sequences(aj )j�0 and (bj )j�0. This will done by an
induction procedure and an iterative use of Lemma 4.4. We seta0 = r/2 andb0 = 5r/8.
Assume that we have constructedaj andbj such that (26) holds and set:

lj = bj − aj .
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Using Tchebytchev’s inequality and (14) (we argue here in a similar way than in

ly

ll

t

Lemma 2.11, see also Lemma 4.1), one can always find:

s
j

0 ∈ (aj , aj + lj /4),
s
j

1 ∈ (aj + 3lj /8, aj + 5lj /8),

s
j
2 ∈ (bj − lj /4, bj ),

such that

max
i=0,1,2

{
Hn−1(∂W

s
j
i

\E(0))}� C1
mj

lj

for some universal constantC1 > 0 and wheremj = |E ∩ (Wbj \ Waj )|. Then,
remembering that∂∗(E ∩W

s
j
i

)∩E(0)= ∅ and∂∗(E \W
s
j
i

)∩E(0)= ∅, we get:

ρj := max
i=0,1,2

{
P(E ∩W

s
j
i

, ∂W
s
j
i

),P (E \W
s
j
i

, ∂W
s
j
i

)
}

� max
i=0,1,2

{
Hn−1(∂W

s
j
i

\E(0))}
� C1

mj

lj
. (29)

We set:

aj+1 := sj0 and bj+1 := sj1 if
∣∣E ∩ (W

s
j
1
\W

s
j
0
)
∣∣� ∣∣E ∩ (W

s
j
2
\W

s
j
1
)
∣∣,

aj+1 := sj1 and bj+1 := sj2 otherwise.

The sequence(aj )j�0 is clearly increasing,(bj )j�0 is clearly decreasing, (26) clear
holds by construction, and we have:

bj+1 − aj+1 � 5

8
(bj − aj ),

thus (27) follows. To prove (28), we first show that, ifε5 is small enough, then, for a
j � 0,

mj � ε
(
lj

8

)n
(30)

for some small universal constantε > 0 which depends essentially only on the constanε4
given by Lemma 4.4, and

ρj �
((

j∏
k=0

lN
−k

k

)−1

C

∑j

k=0N
−k

1 C
∑j

k=1N
−k
m0

)Nj
, (31)
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whereN = n/(n − 1) andC is given by Lemma 4.4. To see this letε > 0 be a small

th

e

constant to be fixed soon. Whenj = 0, we have

m0 � |E ∩Wr | � ε5rn,

andl0 = r/8, hence (30) holds providedε5 is small enough. And (31) is exactly (29) wi
j = 0. Assume that (30) and (31) hold for somej � 0. We have

max
i=1,2

{∣∣E ∩ (W
s
j
i

\W
s
j
i−1
)
∣∣}�mj � ε

(
lj

8

)n
and, on the other hand,

lj

8
� sji − sji−1 � r

8
� sj0 .

Hence(Hε4) is satisfied withs0 = sj0 , s1 = sj1 ands2 = sj2 providedε � ε4 and Lemma 4.4
implies that

mj+1 � CρNj . (32)

This combined with (29) and (30) gives

mj+1 � CCN1
(
mj

lj

)N
� C′εN(lj )n,

for some universal constantC′ > 0. On the other hand, by construction, we havelj+1 �
lj /8 and, ifε is small enough (recall thatN > 1), we get:

mj+1 � ε
(
lj+1

8

)n
.

Next, thanks to (29), (32) and (31), we have:

ρj+1 � C1
mj+1

lj+1
� C1C

lj+1
ρNj �

((
j+1∏
k=0

lN
−k

k

)−1

C

∑j+1
k=0N

−k
1 C

∑j+1
k=1N

−k
m0

)Nj+1

.

By induction it follows that (30) and (31) hold for allj � 0 as claimed. Finally we not
that sinceN > 1 we have:

sup
j�0

(
C

∑j

k=0N
−k

1 C
∑j

k=1N
−k)

<+∞.
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Furthermore, 1� lk � l0/8k = r/8k+1 for all k � 0, hence

n by

d
fore

ly
j∏
k=0

lN
−k

k �
+∞∏
k=0

lN
−k

k �
(+∞∏
k=0

8−(k+1)N−k
)
r
∑+∞
k=0N

−k �
(+∞∏
k=0

8−(k+1)N−k
)
rn

for all j � 0. Then, (31) implies that

ρj �
(
C
m0

rn

)Nj
for some universal constantC > 0 (which does not denote anymore the constant give
Lemma 4.4). On the other hand, by assumption, we havem0 � ε5rn, and if ε5 if small
enough, we get

lim
j→+∞ρj = 0,

from which (28) follows and this concludes the proof of the lemma.✷
4.4. Proof of Lemma 4.3

We now complete the proof of Lemma 4.3. Letε3 > 0 be a small constant to be fixe
universal later, assume thatx ∈ R

n and r � 1 are as in the statement and set as be
Ws := Ws(x) for s > 0. If ε3 is small enough, Lemma 4.8 givesr1 ∈ (r/2,5r/8) and
r2 ∈ (7r/8, r) such that

ρ := max
i=1,2

{
P(E ∩Wri , ∂Wri ),P (E \Wri , ∂Wri )

}= 0.

On the other hand, we have:

|E ∩Wr1| � |E ∩Wr | � ε3rn � Cε3 min
{
rn1 , (r2 − r1)n

}
,∣∣E ∩ (Wr2 \Wr1)

∣∣� |E ∩Wr | � ε3rn � Cε3 min
{
rn1 , (r2 − r1)n

}
,

becauser1 � r/2 and (r2 − r1) � r/4. Hence, ifε3 is small enough, one can app
Lemma 4.4 withs0 = 0, s1 = r1 ands2 = r2, and one gets that

min
{|E ∩Wr1|,

∣∣E ∩ (Wr2 \Wr1)
∣∣}= 0.

Since by assumption|E ∩Wr1| � |E ∩Wr/2|> 0, it follows that∣∣E ∩ (Wr2 \Wr1)
∣∣= 0

which proves the first part of the lemma.
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Next we prove the existence of the Wulff setW . We setÊ = E ∩Wr1 and letδ > 0 be

t

oice

m

ue
hat

efore
a small constant that will be fixed small and universal soon andη be associated toδ by
Lemma 2.11. We have

PΓ (Ê,R
n)� CΓ (1+ η)|Ê|(n−1)/n

providedε3 is small enough. Otherwise, we argue as in Lemma 4.7 and setF = (E \ Ê)∪
W ′ whereW ′ is a Wulff set contained inWr1 with |W ′| = |Ê|. Taking into account the fac
thatρ as defined above vanishes and arguing as in Lemma 4.7, we have:

PΓ (F,R
n)� PΓ (E,Rn)−PΓ (Ê,Rn)+ PΓ (W ′,Rn)� PΓ (E,Rn)−CΓ η|Ê|(n−1)/n

(one has actually equality on the first line because one even knows thatE is equivalent
to the empty set insideWr2 \ Wr1). Then we use as usual the quasiminimality ofE to
conclude, choosingε3 small enough so that

g
(|F �E|)� CΓ η|Ê|(n−1)/n/2

(note that|F �E| � 2|Ê| � Cε3), and we get

PΓ (E,R
n)� PΓ (F,Rn)+ g

(|F �E|)� PΓ (E,Rn)−C|Ê|(n−1)/n.

This implies that|Ê| = 0 and gives the contradiction because|Ê| � |E ∩ Wr/2| > 0.
Now we argue in a similar way than in Step 1 of the proof of Lemma 4.4. By ch
of η and thanks to Lemma 2.11, one can find a Wulff setŴ such that|Ŵ | = |Ê| and
|Ŵ � Ê| � δ|Ê|. Then Lemma 4.2 implies that|(1/2)Ŵ \ E| = 0 wheneverδ is small
enough. On the other hand, we have:∣∣(1/2)Ŵ \Wr1

∣∣� ∣∣(1/2)Ŵ \ Ê∣∣� Cδ∣∣(1/2)Ŵ ∣∣ and s′ � Cε1/n
3 r1,

wheres′ denotes the radius of(1/2)Ŵ . Thus, if δ andε3 are small enough, we get fro
Lemma 2.9 thatW := (α/4β)Ŵ ⊂Wr1 and this concludes the proof.

4.5. Behavior ofE

We conclude this section with the end of the proof of Lemma 3.2. We fixR � 1 universal
and small enough so that|(3R)WΓ | < a. Recall thata denotes the prescribed Lebesg
measure of the quasiminimal crystalE. Remembering Lemma 4.2, it remains to prove t
for anyx ∈ R

n andr �R, if h(x, r)= r−n|E∩Wr(x)| � ε6 then|E∩Wr/2(x)| = 0, where
ε6> 0 is a small suitable universal constant. Thus letε6> 0 to be fixed later. Arguing by
contradiction, we assume that one can findx ∈ R

n andr �R such that∣∣E ∩Wr(x)
∣∣� ε6rn and

∣∣E ∩Wr/2(x)
∣∣> 0.

The contradiction will follow from the same kind of comparison arguments as b
together with a suitable use of Lemma 4.3. The point is that, for such pointsx, the traces
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of E on the boundary of the associated Wulff sets given there vanish. Furthermore there

when
tained

, it is

h

they

d

llows
will be some space available around them (namely the annulus-like setWr2(x) \Wr1(x)

with the notation of Lemma 4.3) and this will be quite useful to add some mass
needed, moving around the Wulff set also given by Lemma 4.3 that is essentially con
in E ∩Wr1(x).

Thus, assuming thatε6 is small enough, letr1 ∈ (r/2,5r/8) and r2 ∈ (7r/8, r) be
associated tox by Lemma 4.3 and set

E1 :=E ∩Wr1(x).

Step1. We first prove that the conclusion of Lemma 3.2 holds outside ofW2R(x), that
is,

y ∈W2R(x)
c, t � αβ−1R andh(y, t)� ε6

⇒ ∣∣E ∩Wt/2(y)
∣∣= 0 or

∣∣Wt/2(y) \E∣∣= 0, (33)

providedε6 is small enough. Taking into account Lemma 4.2 and arguing as before
sufficient to assume that one can findy ∈W2R(x)

c andt � αβ−1R such that∣∣E ∩Wt(y)
∣∣� ε6tn and

∣∣E ∩Wt/2(y)
∣∣> 0,

and to find a contradiction. We lett1 ∈ (t/2,5t/8) andt2 ∈ (7t/8, t) be associated to suc
ay by Lemma 4.3 and set:

E2 :=E ∩Wt1(y).

Note thatE1 and E2 do not denote here the same sets as in Section 4.2 but
will play similar roles in the comparison arguments. First sincey /∈ W2R(x) and
max{r2, βα−1t2} � R, we haveWr2(x) ∩ Wt2(y) = ∅. Indeed, otherwise one could fin
z ∈Wr2(x)∩Wt2(y) and then one would have (remember in particular (12)):

Γ ∗(y − x)� Γ ∗(y − z)+ Γ ∗(z− x)� βα−1Γ ∗(z− y)+Γ ∗(z− x) < 2R,

which gives a contradiction. Then, arguing as in the proof of Lemma 4.5, it easily fo
from the construction ofri andti , i = 1,2, especially from the fact that

max
i=1,2

{
P
(
E ∩Wri (x), ∂Wri (x)

)
,P
(
E \Wri (x), ∂Wri (x)

)}
= max
i=1,2

{
P
(
E ∩Wti (y), ∂Wti (y)

)
,P
(
E \Wti (y), ∂Wti (y)

)}= 0,

that

PΓ
(
E \ (E1 ∪E2),Rn)� PΓ (E,Rn)− PΓ

(
E1,Rn

)− PΓ
(
E2,Rn

)
. (34)
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(One can even show the equality becauseE is equivalent to the empty set inside
d

.

e
.
f of

ole
By

to

s

ets by
ut
3).
ially
e

g

f of
rictly
B

hat
(Wr2(x) \Wr1(x))∪ (Wt2(y) \Wt1(y)).) Now let τ > 0 be a small constant to be fixe
universal in a moment. We have|E2|< τ |E1| or |E1|< τ |E2| providedε6 is small enough
Otherwise, one can essentially follow the proof of Lemma 4.5. We replaceE1 ∪ E2 by
a single Wulff setW with Lebesgue measure|E1| + |E2| strictly contained inWr2(x) if
r2 � t2 or inWt2(y) otherwise. This is always possible providedε6 is small enough becaus
|E1| + |E2| � Cε6 max{r2, t2}n (remember thatr2 � 7r/8 andt2 � 7t/8), see Lemma 4.6
Then, withF = (E \ (E1 ∪E2)) ∪W and remembering (34), we argue as in the proo
Lemma 4.5 and we would get by quasiminimality ofE that |E1| = 0 providedε6 is small
enough. This gives a contradiction because|E1| � |E ∩Wr/2(x)|> 0.

Thus let us assume that|E2| < τ |E1|. The other case is similar, exchanging the r
of E1 and E2. The argument is now close to that of the proof of Lemma 4.4.
Lemma 4.3 one can find a Wulff setW ⊂ Wr1(x) so that|W \ E1| = |W \ E| = 0 and
|W | = C|E1| for some universal constantC > 0. Next we have|W | � Cε6(r2 − r1)n
(remember thatr2 − r1 � r/4) hence, ifε6 is small enough, one can find thanks
Lemma 4.6 a Wulff setW ′ � Wr2(x) \ Wr1(x) such that|W ′| = |W |. In particular
W ′ ∩E1 = ∅. On the other hand, we have|E2|< τ |E1| � |W | if τ is small enough. Thu
one can moveW strictly insideWr2(x) until it reaches a new positionW2 betweenW
andW ′ so that|W2 \E1| = |W2 \E| = |E2| (remember thatE ∩Wr2(x) andE1 ∩Wr2(x)
are equivalent). Then we setF = (E \ E2) ∪ W2. By construction we have|F | = |E|.
Arguing as in the Step 3 of the proof of Lemma 4.4 and remembering (34), one g
quasiminimality ofE that |E2| = 0 providedτ and thenε6 are chosen small enough. B
|E2| � |E ∩Wt/2(y)|> 0 and this gives a contradiction and concludes the proof of (3

Step2. We setΩ = W2R(x)
c. It is not hard to see that because of (33), essent

the same conclusions as in Theorem 3.3 hold insideΩ . One must however check that w
are not in a degenerate situation where one would haveE1(Ω) = ∅ and/orE0(Ω) = ∅
and/or where the corresponding setS(Ω) would be empty. HereE1(Ω) = E1 ∩ Ω ,
E0(Ω)=E0 ∩Ω whereE1 andE0 are defined in (22) and (23). SimilarlyS(Ω)= S ∩Ω
whereS is defined as in (24) withε6 in place ofε0 andαβ−1R instead ofR. This follows
from the choice ofR. In fact we even have:∣∣E \W3R(x)

∣∣� |E| − ∣∣(3R)WΓ ∣∣= a − ∣∣(3R)WΓ ∣∣> 0,

hence|E1(Ω)| � |E \W3R(x)|> 0 becauseE1(Ω) turns out to be equivalent toE ∩Ω .
Similarly E0(Ω) is equivalent toEc ∩Ω hence|E0(Ω)| = +∞. On one hand, it follows
that E1(Ω) andE0(Ω) are nonempty open and disjoint sets that both meetW3R(x)

c

hence∂E1(Ω) \ W3R(x) �= ∅ and ∂E0(Ω) \ W3R(x) �= ∅. On the other hand, arguin
as in Theorem 3.3, one can prove thatS(Ω) = ∂E1(Ω) ∩ Ω = ∂E0(Ω) ∩ Ω hence
S(Ω) �= ∅ and evenS(Ω) \W3R(x) �= ∅. Then one can argue as in the rest of the proo
Theorem 3.3 to get the Ahlfors-regularity and the condition B. Note however that, st
speaking, one must handle carefully the localization insideΩ and one gets the condition
property only inside a slightly smaller set, that is, around points inS(Ω) \W3R(x) say.
That is the main reason for the choice ofR which ensures by the previous argument t
S(Ω) \W3R(x) �= ∅.
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Thus let y ∈ S(Ω) \ W3R(x). Note thatWαβ−1R(y) ⊂ Ω . Then letW0 � E0 ∩
h
e can

t the
re
fact

l

ponent
s the

inimal
l

Wαβ−1R(y) andW1 � E1 ∩Wαβ−1R(y) be two Wulff sets given by the condition B wit
radiusCR whereC is a suitable universal constant (recall, as already used, that on
replace balls by Wulff sets in the definition of the condition B). Then we have|W1\E| = 0,
|W0 ∩ E| = 0 and|E1| � |W1| providedε6 is small enough (by choice ofW1, we have
that |W1| is some universal number). Hence, arguing as before, one can moveW1 strictly
insideWαβ−1R(y) so that it reaches an intermediate positionW betweenW1 andW0 with
|W \E| = |E1|. Then we setF = (E \E1)∪W . We have|F | = |E| and

PΓ (F,R
n)� PΓ (E,Rn)− PΓ

(
E1,Rn

)+ CΓ

|W |1/n |W \E|

� PΓ (E,Rn)−CΓ
∣∣E1

∣∣(n−1)/n +C∣∣E1
∣∣

� PΓ (E,Rn)−
(
CΓ −Cε1/n

6

)∣∣E1
∣∣(n−1)/n

� PΓ (E,Rn)−CΓ
∣∣E1

∣∣(n−1)/n
/2

providedε6 is small enough. Note that here we do not have any information abou
trace ofE on the boundary of Wulff sets aroundy and one must argue in a slightly mo
careful way than before to get the first inequality. This follows for instance from the
thatF = E \ E1 on a neighborhood ofWαβ−1R(y)

c, F = E ∪W insideWαβ−1R(y) and
that, on the other hand,E \E1 =E insideWαβ−1R(y) andE ∪W =E on a neighborhood
ofWαβ−1R(y)

c, hence

PΓ (F,R
n)= PΓ

(
E \E1,Wαβ−1R(y)

c
)+PΓ

(
E ∪W,Wαβ−1R(y)

)
= PΓ

(
E \E1,Rn

)+ PΓ (E ∪W,Rn)− PΓ (E,Rn).

Then one uses the usual arguments to estimatePΓ (E \ E1,Rn) and PΓ (E ∪ W,Rn).
Then we conclude as usual, using the quasiminimality ofE to get that|E1| = 0 if ε6 is
chosen small enough. This is not possible because|E ∩Wr/2(x)| > 0 and give the fina
contradiction.

5. Consequences

We end this paper with the proof of Theorems 1.6 and 1.7.

5.1. Connected components

We prove in this section Theorem 1.6 which mainly says that each connected com
of a reduced quasiminimal crystal has an Ahlfors-regular boundary and satisfie
condition B on its own and with universal constants. Thus let us fix a reduced quasim
crystalE ∈ QM as in Definition 1.5 and letA be a connected component ofE. The genera
scheme of the proof is the same as for the proof of Theorem 3.3.
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First we have∂A ⊂ ∂E and ∂E = ∂∗E becauseE is reduced (see Theorem 3.3

y

at the

3.2
to begin

nd

t. One

is that

oose
and remember that by uniqueness in Theorem 1.4,E coincides with the setE1 defined
in (22)). Hence it follows from the Ahlfors-regularity of∂E (we actually need here onl
Lemma 3.1) that

PΓ
(
A,Wr(x)

)
� βHn−1(∂A∩Wr(x)

)
� βHn−1(∂E ∩Wr(x)

)
� βα−1PΓ

(
E,Wr(x)

)
� Crn−1

for anyx ∈ R
n andr � 1 and for some suitable universal constantC > 0.

Forx ∈ R
n andr > 0, we set:

hA(x, r) := r−nmin
{∣∣A∩Wr(x)

∣∣, ∣∣Wr(x) \A∣∣}.
Using similar arguments than in the proof of Theorem 3.3, it is not hard to see th
Ahlfors-regularity of∂A and the condition B forA (note thatA is open becauseE is), will
follow as soon as we show that∂A= SA, where

SA := {
x ∈ R

n: hA(x, r) > ε7 for all r �R
}

for some suitable universal constantsε7> 0 andR � 1. We obviously haveSA ⊂ ∂A.
We note that the value ofR here may be slightly different from that given by Lemma

(even though a suitable choice could be used for both cases) and we only assume
with thatR is smaller than the value given there. Then, since∂A ⊂ ∂E, it follows from
Theorem 3.3 that ∣∣Wr(x) \A∣∣� ∣∣Wr(x) \E∣∣> ε0rn
wheneverx ∈ ∂A⊂ ∂E andr �R.

To bound from below|A ∩Wr(x)| we argue in a similar way than in Section 4.1 a
first prove the following lemma:

Lemma 5.1.There exists a universal constantε8> 0 such that, for anyx ∈ R
n andr �R,∣∣A∩Wr(x)

∣∣� ε8rn ⇒ hA(x, r/2)� hA(x, r)/2.

Proof. The proof will be achieved as usual thanks to a suitable comparison argumen
will try to remove the componentA fromE insideWr(x) (or in a slightly smaller Wulff set)
and then, arguing as in Section 4.5 Step 2, we shall use the condition B outside ofWR(x)

to add the corresponding mass. The main difference with the previous constructions
we only remove here a part ofE.

Thus letε8 � |WΓ |/2 be a small constant to be fixed later and assume thatx ∈ R
n

and r � R are as in the statement. Using Tchebytchev’s inequality and (14), we ch
t ∈ (r/2, r) such that

Hn−1(A∩ ∂Wt (x)
)
� Crn−1hA(x, r)
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for some universal constantC > 0. We first estimate theΓ -perimeter ofE \ (A∩Wt(x)).
ly

l
e

me
n

e
y

SinceE is reduced, we know thatE is open and∂E = ∂∗E, hence one can app
Lemma 2.3 and it follows:

PΓ
(
E \ (A∩Wt(x)

)
,Rn

)= PΓ (E,Rn)− PΓ
(
A∩Wt(x),Rn

)
+ PΓ

(
A∩Wt(x),E

)+ PΓ
(
E \ (A∩Wt(x)

)
,E
)

� PΓ (E,Rn)− PΓ
(
A,Wt(x)

)
+ PΓ

(
A∩Wt(x),E

)+ PΓ
(
E \ (A∩Wt(x)

)
,E
)
.

SinceE andA are open and∂A∩E = ∅, we have∂(A∩Wt(x)) ∩E ⊂ A ∩ ∂Wt (x) and
∂(E \ (A∩Wt(x)))∩E ⊂A∩ ∂Wt(x). By choice oft , it follows:

PΓ
(
A∩Wt(x),E

)+ PΓ
(
E \ (A∩Wt(x)

)
,E
)
� 2βHn−1(A∩ ∂Wt (x)

)
� Crn−1hA(x, r),

and finally

PΓ
(
E \ (A∩Wt(x)

)
,Rn

)
� PΓ (E,Rn)− PΓ

(
A,Wt (x)

)+Crn−1hA(x, r).

Next, arguing as in Section 4.5 Step 2, one can always chooseR universal and smal
enough so that one can findy ∈ ∂E with WR(y) ∩ WR(x) = ∅. Then, rephrasing th
argument in Section 4.5 Step 2, one can move strictly insideWR(y) some Wulff set given
by the condition B to find a Wulff setW � WR(y) whose Lebesgue measure is so
universal number and such that|W \E| = |A∩Wt (x)|, at least ifε8 is small enough. The
we setF = E \ (A ∩Wt(x)) ∪ W . By construction we have|F | = |E| and, arguing as
before,

PΓ (F,R
n)� PΓ

(
E \ (A∩Wt(x)

)
,Rn

)+ CΓ

|W |1/n |W \E|

� PΓ (E,Rn)− PΓ
(
A,Wt (x)

)+Crn−1hA(x, r)+C
∣∣A∩Wt(x)

∣∣
� PΓ (E,Rn)− PΓ

(
A,Wt (x)

)+Crn−1hA(x, r)

for some universal constantC > 0 (recall thatr � 1). On the other hand, we hav
|F �E| � 2|A∩Wt(x)| � CrnhA(x, r)�Cε8. Then, if ε8 is small enough, we get b
the relative isoperimetric inequality for Wulff sets (Proposition 2.8)

g
(|F �E|)� C

∣∣A∩Wt(x)
∣∣(n−1)/n � PΓ

(
A,Wt (x)

)
/2,

and we argue as in Lemma 4.1 to get the conclusion.✷
Then it follows automatically that, for allx ∈ R

n andr �R,∣∣A∩Wr(x)
∣∣� ε9rn ⇒ ∣∣A∩Wr/2(x)

∣∣= 0
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for some suitable universal constantε9> 0 (see the argument in Lemma 4.2). On the other

mber
to

t

inimal
ition
ssume
in

r

th
hand, sinceA is open, one also automatically has

(A)c = {
x ∈ R

n: there existsr > 0 such that
∣∣A∩Wr(x)

∣∣= 0
}
.

Hence we get that for allx ∈ R
n andr �R,∣∣A∩Wr(x)

∣∣� ε9rn ⇒ x ∈ (A)c.

Then, takingε7 = min{ε0, ε9}, it finally easily follows that∂A= SA as wanted.

Remark 5.2.Note that one can also easily see that

A= {
x ∈ R

n: there existsr > 0 such that
∣∣Wr(x) \A∣∣= 0

}
.

To conclude the proof of Theorem 1.6 it remains to give an upper bound for the nu
of connected components ofE. To get this one can for instance apply the condition B
a pointx ∈ ∂A to obtain the existence of a Wulff setW contained inA ∩W1(x) whose
radius is a universal constant. This implies that|A| � |W | �C for some universal constan
C > 0. Since|E| is fixed,|E| = a, we get the required conclusion.

5.2. Unconstrained local quasiminimality condition

This section is devoted to the proof of Theorem 1.7 which asserts that any quasim
crystal with a volume constraint actually satisfies a stronger quasiminimality cond
where admissible perturbations are not required to be volume-preserving. We a
here thatg is nondecreasing and letE be a fixed reduced quasiminimal crystal as
Definition 1.5 (see Remark 5.3 for the general case). Similarly as before we also letR′ � 1
be fixed universal and small enough so that, for anyx ∈ R

n, one has∂E \ B2R′(x) �= ∅.
Then letR �R′ to be fixed universal later and letx ∈ R

n andr �R be fixed. We conside
a compact perturbationF of E insideBr(x) so thatF �E � Br(x).

If |F | � |E|, we choose a Wulff setW such that|F ∩ W | = |E| (with W = R
n if

|F | = |E|) and it follows from the quasiminimality ofE and from Lemma 2.5 that

PΓ (E,R
n)� PΓ (F ∩W,Rn)+ g(∣∣(F ∩W)�E∣∣)� PΓ (F,Rn)+ g

(
2
∣∣Br(x)∣∣),

because ∣∣(F ∩W)�E∣∣� |F �E| + |E \W | � 2
∣∣Br(x)∣∣.

If |F | < |E|, we pick some ballB centered on∂E \ B2R′(x) with radiusR′ and
let W0 � B \E andW1 � E ∩ B be two Wulff sets given by the condition B and wi
radiusCR′ for some suitable universal constantC > 0. We have:

0< |E| − |F | � |F �E| � ∣∣Br(x)∣∣� ∣∣BR(x)∣∣� |W1|
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providedR � R′ is chosen small enough. Then we argue as in the previous sections (see
′

d

f of

e we

s with

ntrol

lems,

ions,
for instance Section 4.5 Step 2) to find a Wulff setW � B in betweenW1 andW0
with |W ′| = |W1| = |W0| and |W ′ \ E| = |E| − |F |. SinceB ∩ Br(x) = ∅ and thus in
particularE andF coincide onB, we have|F ∪W ′| = |E|. According to Lemma 2.6 an
by construction, we have:

PΓ (F ∪W ′,Rn)� PΓ (F,Rn)+ CΓ

|W ′|1/n |W ′ \E| � PΓ (F,Rn)+C
∣∣Br(x)∣∣

for some universal constantC > 0. On the other hand, we have:∣∣(F ∪W ′)�E∣∣� |F �E| + |W ′ \E| � 2
∣∣Br(x)∣∣,

and it follows from the quasiminimality ofE that

PΓ (E,R
n)� PΓ (F ∪W ′,Rn)+ g(∣∣(F ∪W ′)�E∣∣)

� PΓ (F,Rn)+C
∣∣Br(x)∣∣+ g(2∣∣Br(x)∣∣).

Then, taking into account the fact thatE andF coincide on a neighborhood ofBr(x)c,
we get in both cases:

PΓ
(
E,Br(x)

)
� PΓ

(
F,Br (x)

)+ rn−1ω(r),

where

ω(r) := r−(n−1)(C∣∣Br(0)∣∣+ g(2∣∣Br(0)∣∣)).
We have limr→0ω(r) = 0. This is exactly what we want and concludes the proo
Theorem 1.7.

Remark 5.3.The assumption onE to be reduced is not a serious issue here. Otherwis
consider the equivalent reduced quasiminimal crystalE1 given by Theorem 1.4. ThenF
andE1 essentially coincide on a neighborhood ofBr(x)c, that is,|(F �E1) \Br ′(x)| = 0
for somer ′ < r, and the same construction as before applied withE1 in place ofE gives
the required conclusion.
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