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Abstract

The idea of statistical convergence was first introduced by Fast (1951) but the rapid develo
were started after the papers of Šalát (1980) and Fridy (1985). Now a days it has become on
most active area of research in the field of summability. In this paper we define and study sta
analogue of convergence and Cauchy for double sequences. We also establish the relation
statistical convergence and strongly Cesàro summable double sequences.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction

The concept of statistical convergence was first introduced by Fast [4] and also
pendently by Buck [1] and Schoenberg [10] for real and complex sequences. Furth
concept was studied by Šalát [9], Fridy [5], Connor [3] and many others.

Recall that a subsetE of the setN of natural numbers is said to have “natural dens
δ(E) if

δ(E)= lim
n

1

n

∣∣{k � n: k ∈E}∣∣,
where the vertical bars denote the cardinality of the enclosed set.
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The number sequencex = (xk) is said to bestatistically convergent to the number	 if
for eachε > 0,

lim
n

1

n

∣∣{k � n: |xk − 	|� ε
}∣∣= 0;

andx is said to bestatistically Cauchy sequence if for every ε > 0 there exists a numbe
N =N(ε) such that

lim
n

1

n

∣∣{k � n: |xk − xN |� ε
}∣∣= 0.

In this paper we define these two concepts for double sequencesx = (xjk) and prove
some related results, i.e., two-dimensional analogues supported by some interestin
ples.

By the convergence of a double sequence we mean the convergence in Pring
sense [8]. A double sequencex = (xjk)∞j,k=0 is said to beconvergent in the Pringsheim’s
sense if for everyε > 0 there existsN ∈N such that|xjk−L|< ε wheneverj, k �N .L is
called the Pringsheim limit ofx.

A double sequencex = (xjk) is said to beCauchy sequence if for every ε > 0 there
existsN ∈N such that|xpq − xjk|< ε for all p � j �N , q � k �N .

A double sequencex is bounded if there exists a positive numberM such that|xjk|<M
for all j andk, i.e., if

‖x‖(∞,2) = sup
j,k

|xjk|<∞. (1.1)

We will denote the set of all bounded double sequences by	2∞. Note that in contrast to
the case for single sequences, a convergent double sequence need not be bounded

2. Statistical convergence

Let K ⊆ N × N be a two-dimensional set of positive integers and letK(n,m) be the
numbers of(i, j) in K such thati � n andj �m. Then the two-dimensional analogue
natural density can be defined as follows.

Thelower asymptotic density of a setK ⊆N×N is defined as

δ2(K)= lim
n,m

inf
K(n,m)

nm
.

In case the sequence(K(n,m)/nm) has a limit in Pringsheim’s sense then we say t
K has adouble natural density and is defined as

lim
n,m

K(n,m)

nm
= δ2(K).

For example, letK = {(i2, j2): i, j ∈N}. Then

δ2(K)= lim
K(n,m) � lim

√
n
√
m = 0,
n,m nm n,m nm
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i.e., the setK has double natural density zero, while the set{(i,2j): i, j ∈ N} has double
natural density 1/2.

Note that, if we setn = m, we have a two-dimensional natural density considered
Christopher [2].

We define the statistical analogue for double sequencesx = (xjk) as follows.

Definition 2.1. A real double sequencex = (xjk) is said to bestatistically convergent to
the number	 if for eachε > 0, the set{

(j, k), j � n andk �m: |xjk − 	|� ε
}

has double natural density zero. In this case we writest2-limj,k xjk = 	 and we denote th
set of all statistically convergent double sequences byst2.

Remark 1. (a) If x is a convergent double sequence then it is also statistically conve
to the same number. Since there are only a finite number of bounded (unbounded
and/or columns,

K(n,m)� s1n+ s2m,
wheres1 ands2 are finite numbers, which we can conclude thatx is statistically convergen

(b) If x is statistically convergent to the number	, then	 is determined uniquely.
(c) If x is statistically convergent, thenx need not be convergent. Also it is not nec

sarily bounded. For example, letx = (xjk) be defined as

xjk =
{
jk, if j andk are squares,
1, otherwise.

It is easy to see thatst2-lim xjk = 1, since the cardinality of the set{(j, k): |xjk − 1|� ε}
�
√
j
√
k for everyε > 0. Butx is neither convergent nor bounded.

We prove some analogues for double sequences. For single sequences such res
been proved by Šalát [9].

Theorem 2.1. A real double sequence x = (xjk) is statistically convergent to a number 	 if
and only if there exists a subsetK = {(j, k)} ⊆N×N, j, k = 1,2, . . . , such that δ2(K)= 1
and

lim
j,k→∞
(j,k)∈K

xjk = 	.

Proof. Let x be statistically convergent to	. Put

Kr =
{
(j, k) ∈N×N: |xjk − 	|� 1

r

}
and

Mr =
{
(j, k) ∈N×N: |xjk − 	|< 1

}
(r = 1,2, . . .).
r
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Thenδ2(Kr)= 0 and

(1) M1⊃M2⊃ · · · ⊃Mi ⊃Mi+1⊃ · · ·
and

(2) δ2(Mr)= 1, r = 1,2, . . . .

Now we have to show that for(j, k) ∈Mr, (xjk) is convergent to	. Suppose that(xjk)
is not convergent to	. Therefore there isε > 0 such that

|xjk − 	|� ε for infinitely many terms.

Let

Mε =
{
(j, k): |xjk − 	|< ε

}
and ε >

1

r
(r = 1,2, . . .).

Then

(3) δ2(Mε)= 0,

and by (1),Mr ⊂Mε. Henceδ2(Mr)= 0 which contradicts (2). Therefore(xjk) is conver-
gent to	.

Conversely, suppose that there exists a subsetK = {(j, k)} ⊆ N×N such thatδ2(K)
= 1 and limj,k xjk = 	, i.e., there existsN ∈N such that for everyε > 0,

|xjk − 	|< ε, ∀j, k �N.

Now

Kε =
{
(j, k): |xjk − 	|� ε

}⊆N×N− {
(jN+1, kN+1), (jN+2, kN+2), . . .

}
.

Therefore

δ2(Kε)� 1− 1= 0.

Hencex is statistically convergent to	. ✷
Remark 2. If st-limjk xjk = 	, then there exists a sequencey = (yjk) such that limj,k yjk
= 	 andδ2{(j, k): xjk = yjk} = 1, i.e.,

xjk = yjk for almost allj, k (for short a.a.j, k).

Theorem 2.2. The set st2∩ 	2∞ is a closed linear subspace of the normed linear space 	2∞.

Proof. Let x(nm) = (x(nm)jk ) ∈ st2∩	2∞ andx(nm)→ x ∈ 	2∞. Sincex(nm) ∈ st2∩	2∞, there
exist real numbersanm such that

st2- lim
j,k
x
(nm)
jk = anm (n,m= 1,2, . . .).

As x(nm)→ x, for everyε > 0 there existsN ∈N such that

|x(pq)− x(nm)|< ε/3 (2.1)

for everyp � n�N , q �m�N , where| · | denotes the norm in a linear space.
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By Theorem 2.1, there exist subsetsK1 andK2 of N× N with δ2(K1) = δ2(K2) = 1
and

(1) lim
j,k (j,k)∈K1

x
(nm)
jk = anm,

(2) lim
j,k (j,k)∈K2

x
(pq)
jk = apq.

Now the setK1 ∩K2 is infinite sinceδ2(K1 ∩K2)= 1.
Choose(k1, k2) ∈K1 ∩K2. We have from (1) and (2) that∣∣x(pq)k1,k2

− apq
∣∣< ε/3 (2.2)

and ∣∣x(nm)k1,k2
− anm

∣∣< ε/3. (2.3)

Therefore for eachp � n�N andq �m�N we have from (2.1)–(2.3),

|apq − anm|�
∣∣apq − xpqk1,k2

∣∣+ ∣∣xpqk1,k2
− xnmk1,k2

∣∣+ ∣∣xnmk1,k2
− anm

∣∣
<
ε

3
+ ε

3
+ ε

3
= ε.

That is, the sequence(anm) is a Cauchy sequence and hence convergent. Let

(3) lim
n,m

anm = a.

We need to show thatx is statistically convergent toa. Sincex(nm) is convergent tox,
for everyε > 0 there isN1(ε) such that forj, k �N1(ε),∣∣x(nm)jk − xjk

∣∣< ε/3.
Also from (3) we have for everyε > 0 there isN2(ε) such that for allj, k �N2(ε),

|ajk − a|< ε/3.
Again, sincex(nm) is statistically convergent toanm, there exists a setK = {(j, k)} ⊆

N×N such thatδ2(K)= 1 and for everyε > 0 there isN3(ε) such that for allj, k �N3(ε),
(j, k) ∈K,∣∣x(nm)jk − anm

∣∣< ε/3.
Let max{N1(ε),N2(ε),N3(ε)} =N4(ε). Then for a givenε > 0 and for allj, k �N4(ε),

(j, k) ∈K,

|xjk − a|�
∣∣xjk − x(nm)jk

∣∣+ ∣∣x(nm)jk − ajk
∣∣+ |ajk − a|< ε

3
+ ε

3
+ ε

3
= ε.

Thereforex is statistically convergent toa, i.e.,x ∈ st2 ∩ 	2∞.
Hencest2 ∩ 	2∞ is a closed linear subspace of	2∞. ✷

Theorem 2.3. The set st2 ∩ 	2∞ is nowhere dense in 	2∞.
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Proof. Since every closed linear subspace of an arbitrary linear normed spaceS different
from S is a nowhere dense set inS (see [7]), by Theorem 2.2 we need only to show t
st2 ∩ 	2∞ �= 	2∞.

Let the sequencex = (xjk) be defined by

xjk =
{

1, if j andk are even,
0, otherwise.

It is clear thatx is not statistically convergent butx is bounded. Hencest2∩	2∞ �= 	2∞. ✷

3. Statistically Cauchy sequences

In [5], Fridy has defined the concept of statistically Cauchy single sequences. I
section we define statistically Cauchy double sequences and prove some analogue

Definition 3.1. A real double sequencex = (xjk) is said to bestatistically Cauchy if for
everyε > 0 there existN =N(ε) andM =M(ε) such that for allj,p�N , k, q �M, the
set {

(j, k), j � n, k �m: |xjk − xpq |� ε
}

has natural density zero.

Theorem 3.1. A real double sequence x = (xjk) is statistically convergent if and only if x
is statistically Cauchy.

Proof. Let x be statistically convergent to a number	. Then for everyε > 0, the set{
(j, k), j � n, k �m: |xjk − 	|� ε

}
has natural density zero. Choose two numbersN andM such that|xNM − 	|� ε. Now let

Aε =
{
(j, k), j � n, k �m: |xjk − xNM |� ε

}
,

Bε =
{
(j, k), j � n, k �m: |xjk − 	|� ε

}
,

Cε =
{
(j, k), j =N � n, k =M �m: |xNM − 	|� ε

}
.

ThenAε ⊆ Bε ∪ Cε and thereforeδ2(Aε)� δ2(Bε)+ δ2(Cε)= 0. Hencex is statistically
Cauchy.

Conversely, letx be statistically Cauchy but not statistically convergent. Then t
existN andM such that the setAε has natural density zero. Hence the set

Eε =
{
(j, k), j � n, k �m: |xjk − xNM |< ε

}
has natural density 1. In particular, we can write

(∗) |xjk − xNM |� 2|xjk − 	|< ε
if |xjk − 	|< ε/2. Sincex is not statistically convergent, the setBε has natural density 1
i.e., the set{

(j, k), j � n, k �m: |xjk − 	|< ε
}
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has natural density 0. Therefore by (∗), the set{
(j, k), j � n, k �m: |xjk − xNM |< ε

}
has natural density 0, i.e., the setAε has natural density 1 which is a contradiction. He
x is statistically convergent.✷

From Theorems 2.1 and 3.1 we can state the following for double sequences ana
to the result of Fridy [5].

Theorem 3.2. The following statements are equivalent:

(a) x is statistically convergent to 	;
(b) x is statistically Cauchy;
(c) there exists a subsequence y of x such that

lim
jk
yjk = 	.

4. Relation between statistical convergence and strongly Cesàro
summable sequences

The following definitions of Cesàro summable double sequences is taken from [6

Definition 4.1. Let x = (xjk) be a double sequence. It is said to beCesàro summable to 	
if

lim
n,m

1

nm

n∑
j=1

m∑
k=1

xjk = 	.

We denote the space of all Cesàro summable double sequences by(C,1,1).

Similarly we can define the following as in case of single sequences.

Definition 4.2. Let x = (xjk) be a double sequence andp be a positive real number. The
the double sequencex is said to bestrongly p-Cesàro summable to 	 if

lim
n,m

1

nm

n∑
j=1

m∑
k=1

|xjk − 	|p = 0.

We denote the space of all stronglyp-Cesàro summable double sequences byw2
p .

Remark 3. (i) If 0 <p � q <∞, thenw2
q ⊆w2

p (by Hölder’s inequality) and

w2
p ∩ 	2∞ =w2

1 ∩ 	2∞ ⊆ (C,1,1)∩ 	2∞.
(ii) If x is convergent but unbounded thenx is statistically convergent butx need not be

Cesàro nor strongly Cesàro.
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Example 1. Let x = (xjk) be defined as

xjk =
{
k, j = 1, for all k,
j, k = 1, for all j,
0, otherwise.

Then limj,k xjk = 0 but

lim
n,m

1

nm

n∑
j=1

m∑
k=1

xjk = lim
n,m

1

nm

1

2
(m2+ n2+m+ n− 2),

which does not tend to a finite limit. Hencex is not Cesàro. Alsox is not strongly Cesàro
but

lim
n,m

1

nm

∣∣{(j, k): |xjk − 0|� ε
}∣∣= lim

n,m

m+ n− 1

nm
= 0,

i.e.,x is statistically convergent to 0.

(iii) If x is a bounded convergent double sequence then it is also(C,1,1),w2
p andst2.

The following result is analogue of Theorem 2.1 due to Connor [3].

Theorem 4.1. Let x = (xjk) be a double sequence and p be a positive real number. Then

(a) x is statistically convergent to 	 if it is strongly p-Cesàro summable to 	;
(b) w2

p ∩ 	2∞ = st2 ∩ 	2∞.

Proof. (a) LetKε(p)= {(j, k), j � n, k �m: |xjk − 	|p � ε}. Now sincex is strongly
p-Cesàro summable to	,

0← 1

nm

n∑
j=1

m∑
k=1

|xjk − 	|p

= 1

nm

{ ∑
(j,k)∈Kε(p)

|xjk − 	|p +
∑

(j,k)/∈Kε(p)
|xjk − 	|p

}

� 1

nm

∣∣{(j, k), j � n, k �m: |xjk − 	|p � ε
}∣∣ε.

Hencex is statistically convergent to	.
(b) Let Iε(p)= {(j, k), j � n, k �m: |xjk − 	|� (ε/2)1/p} andM = ‖x‖(∞,2) + |	|,

where‖x‖(∞,2) is the sup-norm for bounded double sequencesx = (xjk) given by (1.1).
Sincex is a bounded statistically convergent, we can chooseN =N(ε) such that for all

n,m�N ,

1

nm

∣∣∣∣
{
(j, k), j � n, k �m: |xjk − 	|�

(
ε

2

)1/p }∣∣∣∣< ε

2Mp
.

Now for all n,m�N we have
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nm

n∑
j=1

m∑
k=1

|xjk − 	|p = 1

nm

{ ∑
(j,k)∈Iε(p)

|xjk − 	|p +
∑

(j,k)/∈Iε(p)
|xjk − 	|p

}

<
1

nm
nm

ε

2Mp
Mp + 1

nm
nm

ε

2
= ε.

Hencex is stronglyp-Cesàro summable to	. ✷
Remark 4. Note that if a bounded sequencex is statistically convergent then it is als
(C,1,1) summable but not conversely.

Example 2. Let x = (xjk) be defined by

xjk = (−1)j , ∀k;
then

lim
n,m

1

nm

n∑
j=1

m∑
k=1

xjk = 0,

but obviouslyx is not statistically convergent.

References

[1] R.C. Buck, Generalized asymptotic density, Amer. J. Math. 75 (1953) 335–346.
[2] J. Christopher, The asymptotic density of somek-dimensional sets, Amer. Math. Monthly 63 (1956) 39

401.
[3] J.S. Connor, The statistical and strongp-Cesàro convergence of sequences, Analysis 8 (1988) 47–63.
[4] H. Fast, Sur la convergence statistique, Colloq. Math. 2 (1951) 241–244.
[5] J.A. Fridy, On statistical convergence, Analysis 5 (1985) 301–313.
[6] F. Moricz, Tauberian theorems for Cesàro summable double sequences, Studia Math. 110 (1994) 8
[7] T. Neubrum, J. Smital, T. Salat, On the structure of the spaceM(0,1), Rev. Roumaine Math. Pures Appl. 1

(1968) 337–386.
[8] A. Pringsheim, Zur Ttheorie der zweifach unendlichen Zahlenfolgen, Math. Ann. 53 (1900) 289–321
[9] T. Šalát, On statistically convergent sequences of real numbers, Math. Slovaca 30 (1980) 139–150.

[10] I.J. Schoenberg, The integrability of certain functions and related summability methods, Amer.
Monthly 66 (1959) 361–375.


