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#### Abstract

Ahstract - Starting from a theorem on the distance matrix of a projective linear code, one introduces an axiomatic definition of a strongly reguiar normed space. It is then shown that every such normed space admits a representation by means of a projective code. As a particular case, this yields a one-to-one correspondence between two-weight projective codes over prime fields and some strongly regular gyaphs.


## § 1. Introduction

The Hamming distance plays an important role in the study of linear codes, both for practical reasons, when codes are used for detecting or correcting errors on a noisy channel, and for more theoretical reasons. For instance, as shown by MacWilliams [9], two linear codes are equivalent under generalized permutation on their coordinates, if and only if they are isomorphic as normed spaces, when the Hamming weight is taken as the norm.

In this paper, we define the distance matrix of a code to be the matrix whose ( $i, j$ ) entry is the Hamming distance between the $i^{\text {th }}$ and the $j^{\text {th }}$ code vectors. For some linear codes, called projective codes, it turns out that this matrix satisfies remarkable equations, very similar to those satisfied by the adjacency matrix of a strongly regular grapi (cf. for instance Seidel [15]). Taking these properties as axioms, we introduce the concept of a strongly regular normed space, and we show that every such normed space is isomorphic to some projective code (when the Hamming weight is taken as the rorm).

Some classes of two-weight cyclic codes have bcen discovered by McEliece [12] and Delsarte and Goethals [6]. Ho wever, no systematic investigation of such codes has yet been made. In $\S \S 3$ and 5 of the present paper, we establish a one-to-one correspondence between twoweight projective codes over prime fields and a large class of strongly regular graphs; some results on that subicet will appear in a forthcoming paper. In fact, our derivation of strongly regular graphs from two-weight codes is similar, especially in the binary case, to a method introduced by Goethals and Seidel [8] for quasi-symmetric designs.

The foll rwing notations are used throughout the text: the transpose of a matrix $A$ is denoted by $A^{\mathrm{T}}$; the matrices $I_{n}$ and $J_{n}$ are the unit matrix and the all-one square matrix of order $n$, respectively. The additive group of a linear space $V$ is denoted by $(V,+)$. The notations for group characters are the same as in the author's recent paper on Abelian codes [5].

## §2. Hamming metric of linear codes

We first introcuce some definitions. Let $F=\mathrm{GF}(q)$ be the Galois field of $q$ elements, where $q$ is a prime power, and iet $F^{n}$ denote the $n$-dimensional linear space of all $n$-tuples over $F$. For a vector

$$
a=\left(a^{(1)}, a^{(2)} \ldots . . a^{\left(r^{\prime}\right)}\right), a^{(i)} \in F,
$$

of $F^{n}$, and for an element $\lambda$ in $F$, we define $N(\lambda, a)$ as the number of coordinates $a^{(i)}, 1 \leq i \leq n$, being equal to $\lambda$. As usual, the number of nonzero coordinates

$$
\begin{equation*}
w_{\mathrm{H}}(a)=\sum_{\lambda \neq 0} N(\lambda, a) \tag{1}
\end{equation*}
$$

is called the Hamming weight of $a$. This function $w_{H}$ has the classical properties of a norm. For future use, we now recall them:

Let $V$ be a linear space over $F$, and let $w$ be a mapping from $V$ into $R^{+}$, the set of nonnegative real numbers. Then $w$ is called a norm if it satisfies the three following conditions:
(A1) $\quad(w(a)=0) \Leftrightarrow(a=0), \forall a \in V$,
(A2) $w(a+b) \leq w(a)+w(b), \quad \forall a, b \in V$,
(A3) $w(\lambda a)=w(a), \quad \forall a \in V, \quad \lambda \in F, \quad \lambda \neq 0$.
If $k$ is a positive integer not exceeding $n$, we define an ( $n, k$ ) linear code over $F$ to be a $k$-dimensional subspace of $F^{n}$. The linear code $C$ will be called a projective code if any two of its coordinates are linearly independent or, equivalently, if the minimum weight of the dual code of $C$ is at least equal to three. A generator matrix for such a code is a $k \times n$ matrix, of rank $k$, whose columns correspond to $n$ distinct projective points in $\operatorname{PG}(k-1, q)$. Hence $k \leq n \leq\left(q^{k}-1\right) /(q-1)$ for any $(n, k)$ projective code.

The distance matrix of a code $C$ is the symmetric matrix $D$, of order $v=q^{k}$, given by

$$
D=\left[d_{\mathrm{H}}(a, b) ; a, b \in C\right]
$$

where $d_{\mathrm{H}}(a, b)=w_{\mathrm{H}}(a-b)$ is the Hamming distance between the code vectors $a$ and $b$.

Theorem 1. The distance matrix of any ( $n, \dot{k}$ ) projective code over $F=\mathrm{GF}(q)$ satisfies

$$
\begin{equation*}
D J_{v}=m q^{k-1} J_{v}, \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
D^{2}+\dot{q}^{k-1} D=m(m+1) c_{c}^{k-2} J_{v} \tag{3}
\end{equation*}
$$

with $v=q^{k}, m=n(q-1)$.
Proof. Let $A$ be the $v \times n$ matrix over $F$ whose rows are the vectors of a given ( $n, k$ ) projective code $C$, and let $B$ denote the $v \times m$ matrix

$$
\begin{equation*}
B=\left[A, \omega A, \omega^{2} A, \ldots, \omega^{q-2} A\right] \tag{4}
\end{equation*}
$$

where $\omega$ is a primitive root in $F$.
For $q=p^{e}, p$ prime, $e \geq 1$, we define $\phi$ to be a homomorphic mapping from $(F ;+)$, the additive group of $F$, onto the group of complex $p^{\text {th }}$ roots of unity, so that $\phi$ is a nonprincipal characier of $(F,+)$. It is well known that one has

$$
\sum_{\alpha \in F} \phi(\alpha \lambda)=\left\{\begin{array}{l}
q, \text { if } \lambda=0  \tag{5}\\
0, \text { if } \lambda \neq 0
\end{array}\right.
$$

for any $\lambda$ in $F$.
We first show that the column vectors of the matrix $\phi(B)$ are orthogonal to each other, and to the all-one vector, over the field of complex numbers, i.e.,

$$
\begin{equation*}
\phi\left(-B^{\mathrm{T}}\right) \phi(B)=v I_{y}, \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
\phi\left(-B^{\mathrm{T}}\right)_{v}^{I}=0 \tag{7}
\end{equation*}
$$

where $\phi(X)$ is the matrix whose entries are the $\phi$-inages of the corresponding entries of $X$. Indeed, for $1 \leq i, j \leq m$, the ( $i, j$ ) entry $g_{i, j}$ of the iirst member of (6) is equal to

$$
g_{i, j}=\phi\left(b_{1, j}-b_{1, i}\right)+\phi\left(b_{2, i}-b_{2, i}\right)+\ldots+\phi\left(b_{v, j}-b_{v, i}\right),
$$

where $b_{r, s}$ is the $(r, s)$ entry of $B$. Since $C$ is assumed to be a projective code, the columns of $B$ are not zero, and are distinct from each other. On the other hand, the rows of $B$ form a linear spice over $F$. Hence, for fixed indices $i$ and $j, i \neq j$, it is easily seen that eac' $r$ element of $F$ appears $v / q$ times among the differences $b_{r, j}-\dot{b}_{r, i}, 1 \leq r \leq v$. Ea. (6) then follows from the property (5) of $\phi$. The proof of (7) is very similar.
N...xt, we show that the distance matrix $D$ of the code $C$ is given by

$$
\begin{equation*}
\phi(B) \phi\left(-B^{\mathrm{T}}\right)=m J_{v}-q D \tag{8}
\end{equation*}
$$

Indeed, according to (4) and the definition of $N(\lambda ; a)$, one has the following expression for the: $(i, j)$ entry $h_{i, j}$ of the first member of ( 8 ):

$$
h_{i, j}=\sum_{\lambda \in F} N\left(\lambda, a_{i}-z_{j}\right)\left(\phi(\lambda)+\phi(\omega \lambda)+\ldots+\phi\left(\omega^{q-2} \lambda\right)\right),
$$

where $a_{i}$ is the $i^{\text {th }}$ row of $A$, i.e., the $i^{\text {th }}$ code vector of $C$. From (1) and (5), with $N(0, a)=n-w_{H}(a)$, one readily obtains

$$
h_{i, j}=n(q-1)-q w_{\mathrm{H}}\left(a_{i}-a_{j}\right),
$$

which is equivalent to (8), with $m=n(q-1)$.
Finally, the desired formulas (2) and (3) follow from (6), (7) and (8), by straightforward matrix calculation.

A code $C$ for which the Hamming weight $w_{\mathrm{H}}(a)$ takes $s+1$ distinct values, namely $w_{0}=0, w_{1}, w_{2}, \ldots, w_{s}$, is called an s-weight code, and $w_{1}, w_{g} . \ldots, w_{s}$ are called the weights of $C$. Let $N_{i}$ be the number of code vectors of weight $w_{i}$ in $C$; the following result is an immediate consequence of Theorem 1.

Corollary 1. (Assmus and Mattson [1], MacWilliams [10], Pless [13]). The weight distribution of an $s$-weight ( $n, k$ ) projective code satisfies

$$
\begin{aligned}
& \sum_{i=1}^{s} N_{i} w_{i}=m q^{k-1}, \\
& \sum_{i=1}^{s} N_{i} w_{i}^{2}=m(m+1) q^{k-2} .
\end{aligned}
$$

Proof. Use (2) and the equality between the diagonal elements in both members of (3).

Let us denote by $\operatorname{ML}(k, q)$ any $\left(\left(q^{k}-1\right)^{\prime}(q-1), k\right)$ projective code over $F$. It can be shown that $\operatorname{ML}(k, q)$ is equivalent to the so called maximal length FSR code (cf. Berlekamp [2]). In fact, as shown by MacWilliams [9], $\operatorname{ML}(k, q)$ can be defined, up to equivalence, as the unique 1 -weight projective code of dimension $k$ over $F$, the weight being $w_{1}=q^{k-1}$.

For a subfield $F^{\prime}=\mathrm{GF}\left(q^{\prime}\right)$ of $F$, with $q=q^{\prime t}$, let $\gamma$ be an isomorphic mapping from the field $F$ onto a code $\mathrm{ML}\left(t, q^{\prime}\right)$, both considered as $t$ dimensional spaces over $F^{\prime}$. Then, if $C$ is an $(n, k)$ linear code over $F$, let $C^{\prime}=\gamma(C)$ be the $\gamma$-image of $C$, i.e., the set of vectors

$$
\left(\gamma\left(a^{(1)}\right), \gamma\left(a^{(2)}\right), \ldots, \gamma\left(a^{(n)}\right)\right),
$$

where $a$ is a code vector of $C$. It is easily seen that $C^{\prime}$ is an $\left(n^{\prime}, k^{\prime}\right)$ linear code over $F^{\prime}$, with $n^{\prime}\left(q^{\prime}-1\right)=n(q-1), k^{\prime}=k t$. Moreover, the weights $w_{i}^{\prime}$ of $C^{\prime}$ are given by

$$
w_{i}^{\prime}=w_{i} q / q^{\prime}, \quad i=1,2, \ldots, s,
$$

when $w_{1}, w_{2}, \ldots, w_{s}$ are the weights of $C$. It can also be shown that $C^{\prime}$ is a projt. tive code over $F^{\prime}$ whenever $C$ is a projective code over $F$. In agreemert with this, the reader could verify that the distance matrix $D^{\prime}=q D / q^{\prime}$ of $C^{\prime}$ satisfies (2) and (3), where $q^{q}$ and $k$ are replaced by $q^{\prime}$ and $k^{\prime}$, respec ively, whenever $D$ itself satisfies (2) and (3).

## §3. Graphs derived from two-weight codes

First, we recall a definition due to Seidel [15] for the strongly regular graphs introduced by Bose [4]. The adjacency matix of an undirected graph on $v$ vertices (without loops and multiple edges) is the square matrix $A$, of order $v$, whose elements are $a_{i, i}=0$, and $c_{i, j}=a_{j, i}=$ -1 or +1 , for $i \neq j$, according as the $i^{\text {th }}$ and $j^{\text {th }}$ vertices are adjacent or not. The graph is called strongly regular if its adjacency matrix satisfies the two following equations:

$$
\begin{equation*}
A J_{v}=\rho_{0} J_{v}, \tag{9}
\end{equation*}
$$

$$
\begin{equation*}
\left(A-\rho_{1} I_{v}\right)\left(A-\rho_{2} I_{v}\right)=\left(v-1+\rho_{1} \rho_{2}\right) J_{v} \tag{10}
\end{equation*}
$$

where $\rho_{0}$ is an integer, $1-v<\rho_{0}<v-1$, and $\rho_{1}, \rho_{2}$ are some real numbers. It has been proved (cf. Seide! [15]) that, except for graphs with $\rho_{0}=0, \rho_{1}=-\rho_{2}= \pm v^{1 / 2}$, the eigenvalues $\rho_{1}$ and $\rho_{2}$ of $A$ are odd integers of different signs As usual, we assume $\rho_{2}<0<\rho_{1}$.

Let $C$ be a 2 -weight linear code of dimension $k$ over $F$, and let $w_{1}$, $w_{2}$ be the weights of $C$, with $w_{1}<w_{2}$. To $C$ we associate a graph $\Gamma(C)$, on $v=q^{k}$ vertices, as follows. The vertices of the graph are identified with the code vectors, and two vertices are taken as adjacent or not, according to the Hamming distance between the corresponding vectors being $w_{1}$ or $w_{2}$. The adjacency matrix $A$ of $\Gamma(C)$ is clearly given by

$$
\begin{equation*}
\left(w_{2}-w_{1}\right) A=2 D-\left(w_{1}+w_{2}\right)\left(J_{v}-I_{v}\right), \tag{11}
\end{equation*}
$$

where $D$ is the distance matrix of the code $C$.

Theorem 2. Let C be a 2-weight ( $n, k$ ) projective code over $F$. Then the associated graph $\Gamma(C)$, on $v$ vertices, is strongly regular; the eigenvalues $\rho_{i}$ of its adjacency matrix are given by

$$
\begin{align*}
& \left(w_{2}-w_{1}\right) \rho_{0}=2 m v / q-\left(w_{1}+w_{2}\right)(v-1), \\
& \left(w_{2}-w_{1}\right) \rho_{i}=w_{1}+w_{2}-\left(1+(-1)^{i}\right) v / q, \quad i=1,2,
\end{align*}
$$

with $v=q^{k}, m=n(q-1)$.
Proof. With the above values of $\rho_{0}, \rho_{1}, \rho_{2}$, equations (2) and (3) are transformed into ( 9 ) and (10), when $A$ is defined by (11). This is easiest verified by identification of the corresponding eigenvalues in both members of (11). Hence Theorem 2 is a consequence of Theorem 1 .

Corollary 2. Let C be a 2-weight projective code over $F=\operatorname{GF}\left(p^{e}\right), p$ prime. Then the weights of $C$ are of the form

$$
\begin{equation*}
w_{1}=u p^{t}, \quad w_{2}=(u+1) p^{t}, \tag{14}
\end{equation*}
$$

for suitable integers $u$ and $t, u \geq 1, t \geq 0$.
Proof. From (13), with $q=p^{e}$, we get $\left(w_{2}-w_{1}\right)\left(\rho_{1}-\rho_{2}\right)=2 q^{k-1}$, where the $\rho_{i}$ are the eigenvalues of the adjacency matrix of $\Gamma(C)$. Since $\frac{1}{2}\left(\rho_{1}-\rho_{2}\right)$ is an integer, $w_{2}-w_{1}$ has to be a power of $p$. Hence (14) nollows from (13) with $u=\frac{1}{2}\left(\rho_{1}-1\right)$.

Example 1. Let $n$ be an integer, $2 \leq n \leq q-1$, and let $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ be $n$ distinct nonzero elements of $F$. We take the matrix

$$
K=\left[\begin{array}{cccc}
1 & 1 & & 1 \\
& & & \\
\lambda_{1} & \lambda_{2} & \ldots & \lambda_{n}
\end{array}\right]
$$

as a generator matrix for an ( $n, 2$ ) code $C$ over $F$. Obviously, $C$ is a 2weight projective code, with $w_{1}=n-1, w_{2}=n$. Using Theorem 2, we get the following values for the parameters of the associated strongly regular graph $\Gamma(C)$ on $v=q^{2}$ vertices:

$$
\rho_{0}=(q-1)(q+1-2 n), \rho_{1}=2 n-1, \rho_{2}=2(n-q)-1
$$

In fact, $\Gamma(C)$ is a Latin square graph $L_{n}(q)$ of order $q$ (cf. Bose [4] and Mesner (1/]).

Example 2. Let $C$ be the $(11,5)$ ternary Golay code, i.e., the "unique" $(11,5)$ code over $G F(3)$ having the weights $w_{1}=6, w_{2}=9$ only (cf. Pless [14]). Since $C$ is a projective coade, Theorem 2 produces a strongly regular graph, on $v=243$ vertices, whose parameters are

$$
\rho_{0}=-22, \rho_{1}=5, \quad \rho_{2}=-49 .
$$

In fact, $\Gamma(C)$ is closely related to another graph, on the same number of vertices, recently derived by Berlekamp et al. [3] from the ( 11,6 ) ternary Golay code. This relationship is a particular case of a nice duality existing among graphs associated with 2-weight projective codes; it will be examined in al forthcoming paper.

We conclude this section with two remarks:
Remark 1. For a 2-weight linear code $C$ over $F$, the graph $\Gamma\left(C^{\prime}\right)$ associated to the image $C^{\prime}=\gamma(C)$ of $C$ over $F^{\prime}$ is exactly the same as $\Gamma(C)$, for every subfield $F^{\prime \prime}$ of $F$. Hence considering linear codes over prime fields implies no loss of generality in our construction of graphs from 2 -weight codes.

Remark 2. On the other hand, the additive group of an ( $n, k$ ) linear code over $\operatorname{GF}\left(p^{e}\right), p$ prime, is isomorphic to the elementary Abelian $p$-group; $G_{v}$ of order $v=y^{e k}$. Therefore, a strongly regular graph on $v$ vertices canot be the associated graph of some 2-weight linear code unless the ainomorphism group of the graph contains a regular subgroup isomorphic to $G_{v}$. In §5 of this paper, it will be shown that, in general, this is also a sufficient condition.

## §4. Strongly regular normed spacıs

Let $V$ be a linear space of dimension $k \geq 1$ over $F=\mathrm{GF}(q)$. We make $V$ a normed linear space by defining a norm $w$ over $V$, i.e., a mapping fiom $V$ into $R^{+}$, satisfying the classical axioms (A1), (A2), (A3). In analogy to the concept of a strongly regular graph, the normed space will te called strongly regular if the norm satisfies the following two conditions
(A4) $\sum_{b \in V} w(a-b)=r, \forall a \in V$, $b \in V$

$$
\begin{equation*}
\sum_{c \in V} w(a-c) w(b-c)+s w(a-b)=t, \quad \forall a, b \in V \tag{A5}
\end{equation*}
$$

where $r, s$ and $t$ are some fixed positive real numbers.
An arbitrary choice of one of these parameters implies no loss of generality in the problem, since it merely fixes the "scale" of the norm; here we set $s=q^{k-1}$. On the other hand, adding up both members of (A5), for $b$ running through $V$, we get $r(r+s)=t ?^{k}$, from (A4). Hence, one can write

$$
\begin{equation*}
r=m v / q, \quad s=v / q, \quad t=m(m+1) v / q^{2}, \tag{15}
\end{equation*}
$$

with $v=|V|=q^{k}$, for some positive number $m$. In that standard form, the parameter $n=m /(q-1)$ will be called the length of the normed space, which will now be denoted by ( $V, w, n$ ).

With the definition (15) of $r, s, t$, eqs. (2) and (3) are the matrix form of (A4) and (A5), respectively ( $\mathrm{for} w=w_{\mathrm{H}}, V=C$ ). Hence Theorem 1 can be reformulated as follows:

Theorem 3. Let $C$ be an ( $n, k$ ) projective code over $F$, and let $w_{H}$ denote the Hamming weight. Then $\left(C, w_{\mathrm{H}}, n\right)$ is a strongly reguiar normed space over $F$.

The rest of this section is essentially devoted to the proof of a converse of Theorem 3, asserting that any "abstract" strongly regular normed space admits an associated code $C$ isomorphic to it, when the Hamming weight is taken as the norm.

Theorem 4. Let ( $V, \boldsymbol{w}, n$ ) be a strotgly regular normed space of length $n$ and dimension $k$ over $F$. Then $n$ is an integer, with $k \leq n \leq\left(q^{k}-1\right)$ ) $(q-1)$, and there exists an $(n, k)$ projective code Cover $F$ such that the normed spaces ( $V, w, n$ ) and $\left(C, w_{H}, n\right)$ are isomorphic io each other.

Before we proceed to the proof, we need some material on the correspondence between $F^{k}$ and the elementary Abelian $p$-group $G_{v}$ of or$\operatorname{der} v=q$, with $q=p^{e}, p$ prime. The characters of the group $G_{v}$ are the homome rahis mappings $\psi$ from $G_{v}$ into the group $C_{p}$ of complex $p^{\text {th }}$ roots of unity. It is well known that the characters can be numbered with the elements $x$ of $G_{v}$ in such a way that $\dot{\psi}_{x}(y)=\psi_{y}(x), \forall x, y \in G_{v}$. Asin [5], we adopt the notation of a symmetric inner product, that is

$$
\langle x, y\rangle=\psi_{x}(y), . \forall x, y \in G_{v} .
$$

Lemma 1. Let $\phi$ be a fixed homomorphism from $(F,+)$ onto $C_{p}$. Then, for every isomorphism $\mathbb{L}$ from $G_{v}$ onto $\left(F^{k},+\right)$, there exists one and only one isomorphism $M$, from $G_{v}$ onto ( $F^{k},+$ ), such that

$$
\begin{equation*}
\langle x, y\rangle=\phi\left(L(x) M^{\mathrm{T}}(y)\right), \quad \forall x, y \in G_{\mathrm{v}}, \tag{16}
\end{equation*}
$$

where $M^{\mathrm{T}}(y)$ is the transpose of the row vector $M(y)$ in $F^{k}$.
Proof. Let $N$ be any isomorphism from $G_{v}$ onto $\left(F^{k},+\right)$. Then the map. ping $\psi$ defined by

$$
\psi(x)=: \phi\left(L(x) N^{\mathrm{T}}(y)\right), \quad x \in G_{v},
$$

is a character of $G_{v}$, for every $y$ in $G_{v}$. We denote ihis cnaracter by $\psi(x)=\langle x, A(y)\rangle$ since it only depends on $y ;$ it is readily seen that $A$ is an automorphism of $G_{v}$. Hence the mapping $M$ given ty $\bar{M}(A(y))=N(y)$ is an isomorphism from $G_{v}$ onto ( $F^{k},+$ ) that satisfies (16). Finally, the uniqueness of $M$ results from the fact that $\phi\left(a b^{\mathbf{T}}\right)=\phi\left(a c^{\mathbf{T}}\right)$ cannot hold for all vectors $c$ in $F^{k}$ unless $b=c$.

Definition 1. Let $\omega$ be a primitive root in $F$, and let $L$ be an isomorphism from $G_{v}$ onto $\left(F^{k},+\right.$ ). To $L$ we associate the automorphism $S$ of $G_{v}$ defined by

$$
\begin{equation*}
L(S(x))=\omega L x), \quad \forall x \in G_{v} \tag{17}
\end{equation*}
$$

Obviously, $S^{q-1}$ is the identity and the subsets of transitivity of $G_{v} \backslash\{1\}$ for the group generated by $S$ have cardinality $q-1$. They have the form

$$
\left\{x, S(x), S^{2}(x), \ldots, S^{q-2}(x)\right\}
$$

and are called the $S$-classes of $G_{v}$. (There are $\left(q^{k}-1\right) /(q-1)$ such $S$ classes and their $L$-images are the projective points of $\operatorname{PG}(k-1, q)$ ).

Definition 2. Let $A$ and $A^{\mathrm{T}}$ be two automorphisms of $G_{v}$ satisfying

$$
\begin{equation*}
\langle x, A(y)\rangle=\left\langle y, A^{\mathrm{T}}(x)\right\rangle, \quad \forall x, y \in G_{v} . \tag{18}
\end{equation*}
$$

Then $A^{\mathrm{T}}$ is called the transpose of $A$. It is well known that each automorphism admits exactly one transpose. Moreover, according to (18), one has $\left(A^{\mathrm{T}}\right)^{\mathrm{T}}=A$.

Lemma 2. Let (L, M) be a pair of isomorphisms (from $G_{v}$ onto $\left(F^{\dot{k}},+\right)$ ) satisfying (16). Then (17) is equivalent to

$$
\begin{equation*}
M\left(S^{\mathrm{T}}(y)\right)=\omega M(y), \quad \forall y \in G_{v} \tag{19}
\end{equation*}
$$

and $G_{v} \backslash\{1\}$ can be divided into disjoint $S^{T}$-classes of order $q \cdots 1$ as well as into $S$-classes.

Proof. This is an easy consequence of Lemma 1 and the definition (18) of the transpose.

Proof of Theorem 4. Let $E$ be an isomorphism from $F^{k}$ onto $V$, and $L$ an isomorphism from $G_{v}$ onto ( $F^{k},+$ ). The code $C$ will be defined by means of its generator matrix $K$, in such a manner as to make the following diagram

comnutative, i.e.,

$$
\begin{equation*}
w_{\mathrm{H}}(L(x) K)=\mu(x), \quad \forall x \in G_{v}, \tag{21}
\end{equation*}
$$

with $\mu(x)=w(E L(x))$. The reasoning is rather long and is divided in fcur parts:
(i). Considering $\mu_{\mu}=\Sigma x \mu(x)$ as an element in the group algebra $R G_{v}$ of the group $G_{v}$ over the field $R$ of real numbers, and using (15) with $m=n(q-1)$, one can write (A4), (A5) as

$$
\begin{align*}
& \mu \sigma_{v}=n(q-1) q^{k-1} \sigma_{v},  \tag{22}\\
& \mu^{2}+\mu q^{k-1}=t \epsilon_{v},
\end{align*}
$$

respectively, where $\sigma_{v}$ stands for the sum of all elements of $G_{v}$ over $R$. We now calculate the characters

$$
\begin{equation*}
\langle y, \mu\rangle=\sum_{x \in G_{v}}\langle y, x\rangle \mu(x), \quad y \in G_{v} \tag{24}
\end{equation*}
$$

of $\mu \in R G_{v}$, in the field of complex numbers. By the well-knuwn properties of group characters, we get both equations

$$
\begin{align*}
& \langle 1, \mu\rangle=n(q-1) q^{k-1},  \tag{25}\\
& \langle y, \mu\rangle\left(q^{k-1}+\langle y, \mu\rangle\right)=0, \quad \forall y \neq 1, \tag{26}
\end{align*}
$$

from (22) and (23), respectively. Indeed, $\left\langle y, \sigma_{v}\right\rangle$ is equal to $v$ or to zero, according as $y$ is equal to 1 (the unit of $G_{v}$ ) or not. Let us examine the
inversion formula for group characters, i.e.,

$$
\begin{equation*}
\mu(x)=v^{-1}\left[\sum_{y \in G_{v}}\left\langle x, y^{-1}\right\rangle\langle y, \mu\rangle\right] . \tag{27}
\end{equation*}
$$

According to (26), one has $\langle y, \mu\rangle=0$ or $-q^{k-1}$, for $y \neq 1$. Hence (cf. also (25)), eq. (27) becomes

$$
\begin{equation*}
\mu(x)=q^{-1}\left[n(q-1)-\sum_{y \in H}\left\langle x, y^{-1}\right\rangle\right] \tag{28}
\end{equation*}
$$

where $H$ is the set of elements $y$ in $G_{v} \backslash\{1\}$ with $\langle y, \mu\rangle \neq 0$. In particular, for $x=1$, (28) yields $q \mu(1)=n(q-1)-|H|$. Since $\mu(1)=w(0)=0$, by (A1), this implies $n(q-1)=|H|$.
(ii). On the other hand, let $\omega$ be a primitive root in $F$. Defining $S$ by (17), one verifies, using (A3), that $\mu(S(x))=\mu(x)$, for any $x$ in $G_{v}$. Therefore, one has

$$
\left\langle S^{\mathrm{T}}(y), \mu\right\rangle=\sum_{x \in G_{v}}\langle y, S(x)\rangle \mu(x)=\left\langle y_{,} \mu\right\rangle, \quad \forall y \in G_{v},
$$

by (18) and (24). Hence (cf. Lemma 2) $\langle y, \mu\rangle$ is constant over each $S^{T}$ class of $G_{v}$, so $H$ must be the union of some of these classes. Therefore, the length $n=|H| /(q-1)$ of the normed space must be a positive integer, less than or equal to $\left(q^{k}-1\right) /(q-1)$.
(iii). Next, noting that $y^{-1}$ belongs to the same $S^{\mathrm{T}}$-class $\bar{y}$ as $y$, one can write (28) as follows

$$
\begin{equation*}
\mu(x)=q^{-1}\left[n(q-1)-\sum_{\bar{y} \in \bar{H}} \sum_{z \in \bar{y}}\langle x, z\rangle\right], \tag{29}
\end{equation*}
$$

where $\bar{H}$ denotes the set of $S^{\mathrm{T}}$-classes $\bar{y}$ in $H$. Remembering the definition of an $S$-class, and using Lemma 1 , one has

$$
\begin{equation*}
\sum_{z \in \bar{y}}\langle x, z\rangle=\sum_{i=0}^{q-2}\left\langle S^{i}(x), y\right\rangle=\sum_{i=0}^{q-2} \phi\left(\omega^{i} L(x) M^{\mathrm{T}}(y)\right) \tag{30}
\end{equation*}
$$

for a suitable isomorphism $M$ from $G_{v}$ onto ( $F^{k},+$ ). From (5) it follows that the third member of ( 30 ) is equal to $q-1$ or -1 according as $L(x) M^{\mathrm{T}}(y)$ is zero or not, so (30) yields

$$
\sum_{z \in \bar{y}}\langle x, z\rangle=q-1-q\left|L(x) M^{\mathrm{T}}(y)\right|,
$$

where $|\lambda| \cdot 0$ or 1 , accorcing as $\lambda$ equals zero or not, in $F$. Substituting this in ( 29 ;, one obtains

$$
\begin{equation*}
\mu(x)=\sum_{i=1}^{n}\left|L(x) M^{\mathrm{T}}\left(y_{i}\right)\right| \tag{31}
\end{equation*}
$$

where $\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$ denotes any set of $n$ elements of $G_{v}$ obtained by taking exactly one elemunt in each $S^{\mathrm{T}}$-class $\bar{y}$ of $\bar{H}$.
(iv). Finally, we define $C$ to be the linear code of length $n$ over $F$ generated by the $k \times n$ matrix

$$
K=\left[M^{\mathrm{T}}\left(y_{1}\right), M^{\mathrm{T}}\left(y_{2}\right), \ldots, M^{\mathrm{T}}\left(y_{n}\right)\right]
$$

Since (31) is equivalent to (21), diagram (20) is commutative and it only remains to be shown that $C$ is actually a projective code of dimension $k$. This is an easy consequence of (A1) and Lemma 2; the details are omitted.

Remark 3. Property (A2) ha, not been used in the proof of Theorem 4, so it can be omitted as an ixiorn for strongly regular normed spaces. In fact, (A2) becomes a cons que ice of Theorem 4, since inc Hamming weight $w_{H}$ satisfies it.

Remark 4. According io a theorem of MacWilliarns [9] on the equivalence between linear codes, Theorems 3 and 4 establish a une-to-one correspondence between the classes of nonisomcrphic strongly regular normed spaces of length $n$ and dimension $k$ over $F$, and the classes of inequivalent ( $n, k$ ) projective codes over $F$.

## §5. Two-weight codes derived from graphs

We first show that, in some cases, (A3) is a redundant axiom for strongly regular normed spaces.

Lemma 3. Let $V$ be a $k$-dimensional linear space over $\mathrm{GF}(p), p$ prime, and let $w$ be a mapping from $V$ into the nonnegative rational numbers, satisfying (A1), (A4) and (A5). Then ( $V, w, n$ ) is a strongly regular normed space.

Proof. According to Remark 3, we only need to show that $w$ satisfics (A3). To that end, let us use the first part (depending on (A1), (A4) and (A5) only) of the proof of Theorem 4. The right hand member of (28) belongs to the cyclotomic field $Z_{p}$ of $p^{\text {th }}$ roots of unity and, for an integer $i, 1 \leq i \leq p-1$, we readily get

$$
\mu_{i}(x)=\left(\mu\left(x^{i}\right)\right), \quad \forall x \in G_{v}
$$

where $\mu_{i}(x)$ denotes the $i^{\text {th }}$ conjugate of $\mu(x)$ in $Z_{p}$. Since $\mu(x)$ is assumed to be rational, one must have $\mu_{i}(x)=\mu(x)$; whence $\mu\left(x^{i}\right)=\mu(x)$ or, equivalently,

$$
w(a)=w(i a), \quad \forall a \in V, \quad 1 \leq i \leq p-1 .
$$

This is identical to (A3) for the prime field $F=\mathrm{GF}(p)$, and the lemma is proved.

We now go back to strongly regular graphs and 2-weight codes. The following result is the converse of Theorem 2.

Theorem 5. Let $\Gamma$ be a strongly regular graph on $v=p^{k}$ vertices, $p$ prime. whose adjacency matrix has integral eigenvalues $\rho_{0}, \rho_{1}, \rho_{2}$ with $\rho_{1}>1$. Assume the automorphism group of $\Gamma$ contains a regular subgrcup isomorphic to the elementary Abelian p-group $G_{v}$. Then $\Gamma$ is the c'ssociatco' graph of some 2-weight ( $n, i$ ) projective code, whose length $n$ and whose weights $w_{i}$ are given by

$$
\begin{equation*}
\left(\rho_{1}-\rho_{2}\right)(p-1) n=\rho_{0}+\rho_{1}(v-1) \tag{32}
\end{equation*}
$$

$$
\begin{equation*}
\left(\rho_{1}-\rho_{2}\right) w_{i}=\left(\rho_{1}+(-1)^{i}\right) v / p, \quad i=1,2 \tag{33}
\end{equation*}
$$

Proof. Let $V$ be a $k$-dimensional linear space over the prime field $F=\operatorname{GF}(p)$. Since $G_{v}$ is isomorphic to $(V,+)$, $\mathrm{i}_{\sim}^{\imath}$ is possiole to number the vertices of $\bar{i}$ with the elements of $V$ in such a way that vertex $v_{a}$ becomes ariacent to $v_{b}$ if and only if ${v_{a-b}}$ is adjacent to $v_{0}, \forall a, b \in V$. Indeed, thi, simply means tiat the additive or up of $V$, acting as a regular permutation group on the vertices, transforms the graph $\Gamma$ into itself.

Next, for the positive numbers $w_{i}$ given by (33), one defines a mapping $w$ from $V$ into the nonnegative rational numbers as follov s: one sets $w(0)=0$, and $w(a)=w_{1}$ or $w_{2}$ according as $v_{a}$ is adjacent to $v_{0}$ or not, for $a \in V, a \neq 0$. In other words, $w$ is defined in such a manner that the matrix

$$
\begin{equation*}
D=[w(a-b) ; a, b \in V] \tag{34}
\end{equation*}
$$

satisfies (11), when $A$ is the adjacency matrix of the given graph $\Gamma^{\prime}$. From eqs. (\%) and (10) of a strongly regular graph, it easily follows that 2) satisfier (2) and (3) or, equivalently, (A4) and (A5), with $q=p$, if $n$, $w_{1}$ and $w_{2}$ are given by (32) and (33). Therefore, according to Lemma 3, $(V, w, n)$ is a strongly regular normed space over $F$.

Finally, by Theorem 4, the length $n$ is an integer and there exists a 2 -weight ( $n, k$ ) projective code $C$ over $F$ whose distance matrix is (34). This means that the given graph $\Gamma$ is the associated graph of $C$, so the theorem is proved.

Remark 5. The restrictions on the eigenvalues in the assumptions of Theorem 5 only exclude graphs of one of the following two types: the ladder graphs, for which $\rho_{1}=1$ (cf. Seidel [15]), and the graphs with $v=p^{k}, k \equiv 1$ (mou 2), $\rho_{0}=0, \mu_{1}=-\mu_{2}=n_{1}^{1 / 2}$. Graphs of the second type are known to exist if and only if $p \equiv 1(\bmod 4)$; cf. for instance Goethals and Seidel [7].

We conclude with an illustration of Theorem 5. Goethals and Seidel [8] recently derived a strongly regular graph $\Gamma^{\prime}$ on $v=2048$ vertices from the Golay $(24,12)$ binary code. The eigenvalues of the adjacency matrix of $\Gamma$ are

$$
\rho_{0}=529, \quad \rho_{1}=17, \quad \rho_{2}=-111
$$

Moreover, the automorphism group of $\Gamma$ contains a regular subgroup isomorphic to $G_{v}$. Hence, according to Theorem 5, there exists a 2weight projective code $C$ over $\mathrm{GF}(2)$ whose associated graph is $\Gamma(C)=\Gamma$. Using (32) and (33), with $p=2$, one obtains the following, values for the parameters of $C$

$$
n=276, \quad k=11, \quad w_{1}=128, \quad w_{2}=144 .
$$

The reader familiar with the Golay code will easily find a "direct" construction for such a code.
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