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#### Abstract

A linearized implicit finte difference method for the Korteweg-de Vries equation is proposed and straightforwardly extended to the Kadomtsev-Petviashvili equation. We investıgate the order of accuracy of the method and prove the method to be unconditionally linearly stable. The numerical experiments for the Korteweg-de Vries and the KadomtsevPetviashvilı equations are carried out with various conditions. Numerical results for the collision of two lump type solitary wave solutions to the Kadomtsev-Petviashvilı equation are also reported. (c) 1998 Elsevier Science B V. All rights reserved.
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## 1. Introduction

About a hundred years ago, Korteweg and de Vries [18] derived an equation equivalent to

$$
\begin{equation*}
u_{t}+\left(3 u^{2}\right)_{x}+u_{x x x}=0 \quad(t>0,-\infty<x<\infty) \tag{1.1}
\end{equation*}
$$

to describe approximately the slow evolution of long water waves of moderate amplitude as they propagate under the influence of gravity in one direction in shallow of uniform depth. In 1965, Zabusky and Kruskal discovered the concept of the solitons while studying the results of a numerical computation on the Korteweg-de Vries (KdV) equation (1.1). Since then, there has been considerable interest in solitons and the related soliton equations. Analytical solutions are available for certain nonlinear evolution equations via the Inverse Scattering Transformation (IST) developed by Garder et al. [8]. However, for some other nonlinear equations, no analytical solutions are known and numerical studies are essential in order to develop an understanding of the phenomena.
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Fig 1. Lump solution of the KPI equation.
The two-dimensional KdV, or Kadomtsev-Petviashvili (KP) equation

$$
\begin{equation*}
u_{t x}+\left(3 u^{2}\right)_{x x}+u_{x x x x}-3 \sigma^{2} u_{y y}=0 \quad(t>0,-\infty<x, y<\infty) \tag{1.2}
\end{equation*}
$$

was first introduced by Kadomtsev and Petviashvili [15] in order to study the stability of onedimensional solitons against transverse perturbations. In the case of $\sigma^{2}=1$, Eq. (1.2) is usually called the KPI equation, whereas in the case of $\sigma^{2}=-1$, the KPII equation. The KP equation is the two-dimensional generalization of the KdV equation. It is shown that the choice of the sign of $\sigma^{2}$ is critical with respect to the stability characteristics of line-solitons. For the KPI equation, there exits a lump type soliton solution which decay as $\mathrm{O}\left(1 / r^{2}\right), r^{2}=x^{2}+y^{2}$ when $r \rightarrow \infty$. This lump solution can be expressed as

$$
\begin{equation*}
u(x, y, t)=4 \frac{\left\{-\left[x+\lambda y+3\left(\lambda^{2}-\mu^{2}\right) t\right]^{2}+\mu^{2}(y+6 \lambda t)^{2}+1 / \mu^{2}\right\}}{\left\{\left[x+\lambda y+3\left(\lambda^{2}-\mu^{2}\right) t\right]^{2}+\mu^{2}(y+6 \lambda t)^{2}+1 / \mu^{2}\right\}^{2}} \tag{1.3}
\end{equation*}
$$

which is shown in Fig. 1
It is worth noting that the lump solution takes both positive and negative values and the total mass of this solitary wave, defined by

$$
\begin{equation*}
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u(x, y, t) \mathrm{d} x \mathrm{~d} y \tag{1.4}
\end{equation*}
$$

is identically zero.
The KP equation, a soliton equation important from analytical and numerical point of view, is one of the few known completely integrable equations in the multi-dimensional soliton equations. Thus in the last few years, considerable interest has been focused on the KP equation.

On the basis of the great success in the soliton theory, much efforts have been done to investigations of soliton properties in multi-dimensional systems. Exact solutions describing interactions of quasi-one-dimensional solitons were obtained for systems with two or three spatial dimensions as a straightforward extension of the one-dimensional soliton. Spatially localized solitary wave solutions decaying in all directions are also obtained analytically for some multi-dimensional soliton equations such as the KP equation. But the numerical solution of the multi-dimensional soliton equations
cannot be obtained straightforwardly from that of one-dimensional case and often raises a difficult problem. Although several numerical schemes have been proposed for the KdV equation (see [5, 11. $12,22,26,27,29]$ ), the numerical analysis literature for the KP equation is extremely small. As far as we are aware of, only two kinds of method are reported. These include: the explicit finite diflerence method proposed by Katsis [16]; the pseudo-spectral method developed by Fornberg and Whitham (see [20, 28]).

The purpose of this paper is to develop a finite difference method for multi-dimensional soliton equations. We propose a linearized implicit method for the KdV equation and extend it to the KP equation successfully.

In Section 2 we propose a linearized implicit method for the KdV equation and extend it to the KP equation. Section 3 is devoted to the analysis of these methods with respect to the accuracy, the stability and the numerical dispersion. After considerations on the numerical boundary conditions in Section 4, numerical experiments with various initial conditions for the KdV and KP equations are reported in Section 5. A good agreement is obtained while comparing the analytical and the numerical solutions. We investigate the interaction of two localized solitary waves, which is still unknown analytically. In Section 6, we give a brief summary and further aspects in our future study.

## 2. Linearized implicit methods for the KdV and KP equations

First we introduce some usual finite difference operators and give some of their properties, which will be useful in constructing and analyzing our finite difference schemes. Suppose we wish to solve a partial differential equation with the dependent variable $u(x, y, t)$. For convenience, let us assume that the spacing of the grid points in the $x$-direction is uniform, and given by $\Delta x$, while the spacing of the points in the $y$-direction, also uniform, by $\Delta y$. We approximate the grid value $u(l \Delta x, m \Delta y, n \Delta t)$ by $u_{l, m}^{n}$. We define the central-difference operators as

$$
\begin{align*}
& H_{x} u_{l, m}^{n}=u_{l+1, m}^{n}-u_{l-1, m}^{n},  \tag{2.1}\\
& \delta_{\mathrm{x}} u_{l, m}^{n}=u_{l+\frac{1}{2}, m}^{n}-u_{l-\frac{1}{2}, m}^{n},  \tag{2.2}\\
& \delta_{v} u_{l, m}^{n}=u_{l, m+\frac{1}{2}}^{n}-u_{l, m-\frac{1}{2},}^{n},  \tag{2.3}\\
& \delta_{\imath}^{2} u_{l, m}^{n}=\delta_{x}\left(\delta_{x} u_{l, m}^{n}\right)=u_{l+1, m}^{n}-2 u_{l, m}^{n}+u_{l-1, m}^{n},  \tag{2.4}\\
& \delta_{v}^{2} u_{l, m}^{n}=\delta_{l}\left(\delta_{y} u_{l, m}^{n}\right)=u_{l, m+1}^{n}-2 u_{l, m}^{n}+u_{l, m-1}^{n} . \tag{2.5}
\end{align*}
$$

Furthermore, we introduce higher differences as

$$
\begin{align*}
& \delta_{\mathrm{r}}^{4} u_{l, m}^{n}=\delta_{\mathrm{r}}^{2}\left(\delta_{x}^{2} u_{l, m}^{n}\right)=u_{l+2, m}^{n}-4 u_{l+1, m}^{n}+6 u_{l, m}^{n}-4 u_{l-1, m}^{n}+u_{l-2, m}^{n},  \tag{2.6}\\
& H_{x} \delta_{x}^{2} u_{l, m}^{n}=u_{l+2, m}^{n}-2 u_{l+1, m}^{n}+2 u_{l-1, m}^{n}-u_{l-2, m}^{n} . \tag{2.7}
\end{align*}
$$

Thus partial derivatives are approximated through the finite difference operators as

$$
\begin{align*}
& \left.\frac{\partial u}{\partial x}\right|_{l, m}=\frac{H_{\mathrm{r}} u_{l, m}^{n}}{2 \Delta x}+\mathrm{O}\left(\Delta x^{2}\right),\left.\frac{\partial^{2} u}{\partial x^{2}}\right|_{l, m}=\frac{\delta_{x}^{2} u_{l, m}^{n}}{(\Delta x)^{2}}+\mathrm{O}\left(\Delta x^{2}\right), \\
& \left.\frac{\partial^{2} u}{\partial y^{2}}\right|_{l, m}=\frac{\delta_{y}^{2} u_{l, m}^{n}}{(\Delta y)^{2}}+\mathrm{O}\left(\Delta y^{2}\right),\left.\frac{\partial^{3} u}{\partial x^{3}}\right|_{l, m}=\frac{H_{x} \delta_{x}^{2} u_{l, m}^{n}}{2(\Delta x)^{3}}+\mathrm{O}\left(\Delta x^{2}\right),  \tag{2.8}\\
& \left.\frac{\partial^{4} u}{\partial x^{4}}\right|_{l, m}=\frac{\delta_{x}^{4} u_{l, m}^{n}}{(\Delta x)^{4}}+\mathrm{O}\left(\Delta x^{2}\right)
\end{align*}
$$

### 2.1. Linearized implicit methods for the KdV equation

Keeping a direct extension to the KP equation in mind, we discretize the alternatıve form of the KdV equation proposed by Djidjeli et al. [4]:

$$
\begin{equation*}
u_{t x}+f_{x x}+u_{x x x x}=0 \tag{2.9}
\end{equation*}
$$

where $f=3 u^{2}$. Through the Crank-Nicolson scheme as well as the central-difference formulas (2.1)(2.7), we have

$$
\begin{equation*}
H_{x}\left(u_{l}^{n+1}-u_{l}^{n}\right)+p \delta_{x}^{2}\left(f_{l}^{n}+f_{l}^{n+1}\right)+r \delta_{r}^{4}\left(u_{l}^{n}+u_{l}^{n+1}\right)=0 \tag{2.10}
\end{equation*}
$$

where $p=\Delta t / \Delta x, r=\Delta t /(\Delta x)^{3}, u_{l}^{n} \approx u(l \Delta x, n \Delta t), l=1,2, \ldots, L$. To find $u^{n+1}=\left[u_{1}^{n+1}, u_{2}^{n+1}, \ldots, u_{L}^{n+1}\right]^{\mathrm{T}}$ from $\boldsymbol{u}^{n}$, a set of nonlinear algebraic equations has to be solved. To overcome this difficulty, a way linearizing the implicit scheme (2.10) is presented. The linearized form is obtained by using Taylor's expansion of $f_{l}^{n+1}$ about the $n$th time-level. Thus we apply

$$
f_{l}^{n+1}=f_{l}^{n}+\Delta t\left(\frac{\partial f}{\partial t}\right)_{l}^{n}+\frac{1}{2} \Delta t^{2}\left(\frac{\partial^{2} f}{\partial t^{2}}\right)_{l}^{n}+\cdots
$$

or

$$
\begin{equation*}
f_{l}^{n+1}=f_{l}^{n}+D_{l}^{n} \Delta u_{l}^{n+1}+\mathrm{O}\left(\Delta t^{2}\right) \tag{2.11}
\end{equation*}
$$

where $D_{l}^{n}=(\partial f / \partial u)_{l}^{n}=6 u_{l}^{n}$ and $\Delta u_{l}^{n+1}=u_{l}^{n+1}-u_{l}^{n}$. From (2.11), the nonlinear part in (2.10) can be approximated as

$$
\begin{align*}
f_{l}^{n+1}+f_{l}^{n} & =\left(3 u_{l}^{n}\right)^{2}+\left(3 u_{l}^{n+1}\right)^{2}=2 f_{l}^{n}+D_{l}^{n} \Delta u_{l}^{n+1}+\mathrm{O}\left(\Delta t^{2}\right) \\
& =6 u_{l}^{n+1} u_{l}^{n}+\mathrm{O}\left(\Delta t^{2}\right) . \tag{2.12}
\end{align*}
$$

Substituting (2.12) into (2.10) yields the following penta-diagonal system.

$$
\begin{equation*}
a_{l}^{n} u_{l-2}^{n+1}+b_{l}^{n} u_{l-1}^{n+1}+e_{l}^{n} u_{l}^{n+1}+c_{l}^{n} u_{l+1}^{n+1}+a_{l}^{n} u_{l+2}^{n+1}=d_{l}^{n} \tag{2.13}
\end{equation*}
$$

Here the coefficients are calculated from $\boldsymbol{u}^{n}$ through

$$
a_{l}^{n}=r, \quad b_{l}^{n}=6 p u_{l-1}^{n}-4 r-1, \quad c_{l}^{n}=6 p u_{l+1}^{n}-4 r+1, \quad e_{l}^{n}=6 r-12 p u_{l}^{n}
$$

and

$$
d_{l}^{n}=u_{l+1}^{n}-u_{l-1}^{n}-r\left(u_{l+2}^{n}-4 u_{l+1}^{n}+6 u_{l}^{n}-4 u_{l-1}^{n}+u_{l-2}^{n}\right)
$$

The vector form of Eq. (2.13) can be expressed as

$$
\begin{equation*}
\boldsymbol{A} \cdot \boldsymbol{u}^{n+1}=\boldsymbol{d}^{n} \tag{2.14}
\end{equation*}
$$

with

$$
\boldsymbol{u}^{n+1}=\left[\begin{array}{c}
u_{1}^{n+1} \\
u_{2}^{n+1} \\
\vdots \\
\vdots \\
u_{L-1}^{n+1} \\
u_{L}^{n+1}
\end{array}\right], \quad \boldsymbol{A}=\left[\begin{array}{cccccc}
a_{11} & a_{12} & a_{13} & & & 0 \\
a_{21} & a_{22} & \ddots & \ddots & & \\
a_{31} & \ddots & \ddots & \ddots & \ddots & \\
& \ddots & \ddots & \ddots & \ddots & * \\
& & \ddots & \ddots & \ddots & * \\
0 & & & * & * & a_{L L}
\end{array}\right]
$$

and $\boldsymbol{d}^{n}=\left[d_{1}^{n}, d_{2}^{n}, \ldots, d_{L}^{n}\right]^{\mathrm{T}}$. We have to compute the coefficient matrix $\boldsymbol{A}$ and solve the penta-diagonal system of equations (2.14) at each time step.

### 2.2. Linearized implicit methods for the $K P$ equation

Let us consider how to extend the previously proposed scheme of KdV equation to the conservative form of the KPI equation

$$
\begin{equation*}
u_{t x}+f_{x x}+u_{x x u s}-3 u_{v y}=0 \tag{2.15}
\end{equation*}
$$

where $f$ denotes $3 u^{2}$ in this case, too.
An introduction of the second order finite difference for the term $u_{v v}$ implies a finite difference method to the KP equation given by

$$
\begin{equation*}
H_{\mathrm{r}}\left(u_{l, m}^{n+1}-u_{l, m}^{n}\right)+p \delta_{\mathrm{r}}^{2}\left(f_{l, m}^{n}+f_{l, m}^{n+1}\right)+r \delta_{\mathrm{r}}^{4}\left(u_{l, m}^{n}+u_{l, m}^{n+1}\right)-3 q \delta_{v}^{2}\left(u_{l, m}^{n}+u_{l, m}^{n+1}\right)=0 . \tag{2.16}
\end{equation*}
$$

where $\quad p=\Delta t / \Delta x, \quad q=\Delta t \Delta x /(\Delta y)^{2}, \quad r=\Delta t /(\Delta x)^{3}, \quad u_{l, m}^{n} \approx u(l \Delta x, m \Delta y, n \Delta t), \quad l=1,2, \ldots, L, \quad m=$ $1,2, \ldots, M$.

Similar to the KdV case, the linearized form of (2.16) is obtained through Taylor's expansion. That is, with the notations $D_{l, m}^{n}=(\partial f / \partial u)_{l, m}^{n}=6 u_{l, m}^{n}$ and $\Delta u_{l, m}^{n+1}=u_{l, m}^{n+1}-u_{l, m}^{n}$, the equation

$$
f_{l, m}^{n+1}=f_{l, m}^{n}+D_{l, m}^{n} \Delta u_{l, m}^{n+1}+\mathrm{O}\left(\Delta t^{2}\right)
$$

admits the calculation

$$
\begin{equation*}
f_{l, m}^{n+1}+f_{l, m}^{n}=2 f_{l, m}^{n}+D_{l, m}^{n} \Delta u_{l, m}^{n+1}+\mathrm{O}\left(\Delta t^{2}\right)=6 u_{l, m}^{n+1} u_{l, m}^{n}+\mathrm{O}\left(\Delta t^{2}\right) \tag{2.17}
\end{equation*}
$$

Substitution of (2.17) into (2.16) and some manipulations derive the following linear system of equations:

$$
\begin{equation*}
a_{l, m}^{n} u_{l, m-1}^{n+1}+b_{l, m}^{n} u_{l-2, m}^{n+1}+c_{l, m}^{n} u_{l-1, m}^{n+1}+g_{l, m}^{n} u_{l, m}^{n+1}+e_{l, m}^{n} u_{l+1, m}^{n+1}+b_{l, m}^{n} u_{l+2, m}^{n+1}+a_{l, m}^{n} u_{l, m+1}^{n+1}=d_{l, m}^{n} . \tag{2.18}
\end{equation*}
$$

The coefficients are given by

$$
\begin{array}{ll}
a_{l, m}^{n}=-3 q, \quad b_{l, m}^{n}=r, & c_{l, m}^{n}=6 p u_{l-1, m}^{n}-4 r-1, \\
g_{l, m}^{n}=6 r-12 p u_{l, m}^{n}+6 q, & e_{l, m}^{n}=6 p u_{l+1, m}^{n}-4 r+1,
\end{array}
$$

and

$$
\begin{aligned}
d_{l, m}^{n}= & u_{l+1, m}^{n}-u_{l-1, m}^{n}-r\left(u_{l+2, m}^{n}-4 u_{l+1, m}^{n}+6 u_{l, m}^{n}-4 u_{l-1, m}^{n}+u_{l-2, m}^{n}\right) \\
& +3 q\left(u_{l, m+1}^{n}-2 u_{l, m}^{n}+u_{l, m-1}^{n}\right) .
\end{aligned}
$$

The vector form of (2.18) is

$$
\begin{equation*}
\boldsymbol{A} \cdot \boldsymbol{u}^{n+1}=\boldsymbol{d}^{n} \tag{2.19}
\end{equation*}
$$

with

$$
\boldsymbol{u}^{n+1}=\left[\begin{array}{c}
u_{11}^{n+1} \\
\vdots \\
u_{L 1}^{n+1} \\
u_{12}^{n+1} \\
\vdots \\
\vdots \\
u_{L M}^{n+1}
\end{array}\right], \quad \boldsymbol{A}=\left[\begin{array}{ccccccc}
a_{11} & a_{12} & a_{13} & \cdots & a_{1 M} & & 0 \\
a_{21} & a_{22} & \ddots & \ddots & & \ddots & \\
a_{31} & \ddots & \ddots & \ddots & \ddots & & * \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
a_{M 1} & & \ddots & \ddots & \ddots & \ddots & * \\
& \ddots & & \ddots & \ddots & \ddots & * \\
0 & & * & \cdots & * & * & *
\end{array}\right]
$$

and $\boldsymbol{d}^{n}=\left[d_{11}^{n}, \ldots, d_{L 1}^{n}, d_{12}^{n}, \ldots, d_{L M}^{n}\right]^{\mathrm{T}}$. The coefficient matrix $\boldsymbol{A}$ is a nonsymmetric band one and a very limited number of its elements will be changed depending on the boundary conditions we adopt in the actual computation.

## 3. Analyses of the methods

### 3.1. Order of accuracy

Theorem 1. The local truncation error of linearized implicit method (2.13) to the KdV equatıon is of $\mathrm{O}\left((\Delta x)^{2}+(\Delta t)^{2}\right)$.

Proof. Scheme (2.13) can be rewritten as

$$
\begin{equation*}
\frac{H_{\mathrm{r}}\left(u_{l}^{n+1}-u_{l}^{n}\right)}{2 \Delta x \Delta t}+\frac{\delta_{x}^{2}}{2(\Delta x)^{2}}\left(2 f_{l}^{n}+\Delta t\left(f_{t}\right)_{l}^{n}\right)+\frac{\delta_{\mathrm{r}}^{4}}{2(\Delta x)^{4}}\left(u_{l}^{n}+u_{l}^{n+1}\right)=0 . \tag{3.1}
\end{equation*}
$$

Suppose that the exact solution $u(x, y)$ of KdV Eq. (1.1) is substituted into the left-hand side of the above equation. From Taylor's expansion

$$
u(l \Delta x,(n+1) \Delta t)=u(l \Delta x, n \Delta t)+\Delta t u_{t}(l \Delta x, n \Delta t)+\frac{1}{2}(\Delta t)^{2} u_{t t}(l \Delta x, n \Delta t)+\mathrm{O}\left((\Delta t)^{2}\right)
$$

and Eq. (2.8), we can derive

$$
\begin{align*}
& \left(u_{t}(l \Delta x, n \Delta t)+f_{\mathrm{r}}(l \Delta x, n \Delta t)+u_{x \times r}(l \Delta x, n \Delta t)\right)_{x}+\frac{1}{2} \Delta t\left(u_{t}(l \Delta x, n \Delta t)+f_{\mathrm{r}}(l \Delta x, n \Delta t)\right. \\
& \left.\quad+u_{x x \mathrm{r}}(l \Delta x, n \Delta t)\right)_{t \mathrm{x}}+\mathrm{O}\left((\Delta x)^{2}+(\Delta t)^{2}\right)=0 . \tag{3.2}
\end{align*}
$$

Because $u(l \Delta x, n \Delta t)$ is the exact solution of KdV Eq. (1.1), we obviously have

$$
\begin{equation*}
u_{t}(l \Delta x, n \Delta t)+f_{x}(l \Delta x, n \Delta t)+u_{x x x}(l \Delta x, n \Delta t)=0 \tag{3.3}
\end{equation*}
$$

From Eqs. (3.2) and (3.3), we conclude that the truncation error of our linearized implicit method is of $\mathrm{O}\left((\Delta t)^{2}+(\Delta x)^{2}\right)$.

Theorem 2. The local truncation error of the linearized implicit method (2.18) to the KP equation is of $\mathrm{O}\left((\Delta x)^{2}+(\Delta t)^{2},(\Delta y)^{2}\right)$

Proof. Scheme (2.18) for the KP equation can be rewritten as

$$
\begin{equation*}
\frac{H_{x}\left(u_{l, m}^{n+1}-u_{l, m}^{n}\right)}{2 \Delta x \Delta t}+\frac{\delta_{r}^{2}}{2(\Delta x)^{2}}\left(2 f_{l, m}^{n}+\Delta t\left(f_{t}\right)_{l, m}^{n}\right)+\frac{\delta_{r}^{4}}{2(\Delta x)^{4}}\left(u_{l, m}^{n}+u_{l, m}^{n+1}\right)-\frac{3 \delta_{v}^{2}}{2(\Delta y)^{2}}\left(u_{l, m}^{n}+u_{l, m}^{n+1}\right)=0 \tag{3.4}
\end{equation*}
$$

Substitution of the exact solution $u(x, y, t)$ of the KP Eq. (1.2) into the left-hand side of the above equation, Taylor's expansion for $u(l \Delta x, m \Delta y,(n+1) \Delta t)$ about point $(l \Delta x, m \Delta y, n \Delta t)$ and applications of Eqs. (2.8) gives, after rearrangement,

$$
\begin{align*}
& u_{t x}(l \Delta x, m \Delta y, n \Delta t)+f_{x x}(l \Delta x, m \Delta y, n \Delta t)+u_{\mathrm{rxxr}}(l \Delta x, m \Delta y, n \Delta t)-3 u_{y y}(l \Delta x, m \Delta y, n \Delta t) \\
& \quad+\frac{\Delta t}{2}\left(u_{t \mathrm{x}}(l \Delta x, m \Delta y, n \Delta t)+f_{x x}(l \Delta x, m \Delta y, n \Delta t)+u_{\mathrm{rxxx}}(l \Delta x, m \Delta y, n \Delta t)\right. \\
& \left.\quad-3 u_{y y}(l \Delta x, m \Delta y, n \Delta t)\right)_{t}+\mathrm{O}\left((\Delta x)^{2}+(\Delta t)^{2},(\Delta y)^{2}\right)=0 \tag{3.5}
\end{align*}
$$

Since the equation

$$
u_{t x}(l \Delta x, m \Delta y, n \Delta t)+f_{x x}(l \Delta x, m \Delta y, n \Delta t)+u_{x x x x}(l \Delta x, m \Delta y, n \Delta t)-3 u_{y y}(l \Delta x, m \Delta y, n \Delta t)=0
$$

holds, we can arrive at the conclusion that the linearized implicit scheme for the KP equation has the truncation error of $\mathrm{O}\left((\Delta x)^{2}+(\Delta t)^{2},(\Delta y)^{2}\right)$.

### 3.2 Linear stability analysis

Let us investigate the linear stability of the schemes through the von Neumann method. Our means is first to freeze one variable in the nonlinear convective term, namely, $u u_{x}=\bar{U} u_{x}$ with $\bar{U}=\max |u|$, then to employ the von Neumann analysis for the corresponding linear equation. Although an application of the linear stability analysis to nonlinear equations cannot be rigorously justified, it is found to be effective in practice.

Theorem 3. The linearized implicit finite difference methods for the $K d V$ and $K P$ equations are unconditionally linearly stable.

Proof. First, we consider the linear stability of the linearized implicit method for the KdV equation. Let

$$
\begin{equation*}
u_{l}^{n}=\xi^{n} \mathrm{e}^{\mid \beta l}, \quad \beta=\kappa_{\mathfrak{z}} \Delta x \in[-\pi, \pi] . \tag{3.6}
\end{equation*}
$$

Substituting (3.6) into (2.10) with the frozen velocity $\bar{U}$, together with some manipulations, we have

$$
(\xi-1)\left(\mathrm{e}^{1 \beta}-\mathrm{e}^{-1 \beta}\right)+6 p \bar{U}\left(\mathrm{e}^{1 \beta}+\mathrm{e}^{-1 \beta}-2\right)(\xi+1)+r\left(\mathrm{e}^{21 \beta}-4 \mathrm{e}^{1 \beta}-4 \mathrm{e}^{-1 \beta}+\mathrm{e}^{-21 \beta}+6\right)(\xi+1)=0 .
$$

Thus, we can derive the amplification factor of the method as

$$
\begin{equation*}
\xi=\frac{1-\mathrm{i}(\tan (\beta / 2))[6 p \bar{U}-2 r(1-\cos \beta)]}{1+\mathrm{i}(\tan (\beta / 2))[6 p \bar{U}-2 r(1-\cos \beta)]} \tag{3.7}
\end{equation*}
$$

For the linearized implicit method of the KP equation, we replace $u_{l, m}^{n}$ with $\xi^{n} \mathrm{e}^{1 \beta l} \mathrm{e}^{1 \gamma m}$, where $\beta=\kappa_{x} \Delta x, \gamma=\kappa_{y} \Delta y$ and $\beta, \gamma \in[-\pi, \pi]$. Then after some calculations it can be shown that the amplification factor for the method turns out to be

$$
\begin{equation*}
\xi=\frac{1-\mathrm{i}\left[6 p \bar{U}(1-\cos \beta)-2 r(1-\cos \beta)^{2}-3 q(1-\cos \gamma)\right] / \sin \beta}{1+\mathrm{i}\left[6 p \bar{U}(1-\cos \beta)-2 r(1-\cos \beta)^{2}-3 q(1-\cos \gamma)\right] / \sin \beta} \tag{3.8}
\end{equation*}
$$

Summing up the above results, the amplification factor for these two methods can be expressed as

$$
\begin{equation*}
\zeta=\frac{1-\mathrm{i} A}{1+\mathrm{i} A}, \tag{3.9}
\end{equation*}
$$

where $A$ is a real number. It is easy to see from (3.9) that $|\xi| \equiv 1$ for all $\beta, \gamma$; thus we can say that our methods for the KdV and KP equations are unconditionally linearly stable.

### 3.3. Numerical dispersion

For wave simulations, it is well known that approximations of spatial derivatives by the central differences may lead to a numerical dispersion. We examine the phase properties of the implicit method (2.18) for the KP equation. Substituting a solution of the type $\mathrm{e}^{x^{t}} \mathrm{e}^{1\left(\mu_{1} x+\mu_{1}, y\right)}$ into the frozencoefficient KP equation, we have $\alpha=\mathrm{i}\left(-6 \bar{U} \kappa_{x}+\kappa_{x}^{3}+3 \kappa_{2}^{2} / \kappa_{x}\right)$. Thus the exact amplification factor is given by

$$
G_{\mathrm{e}}=\frac{u(x, t+\Delta t)}{u(x, t)}=\mathrm{e}^{x \Delta t},
$$

which implies the analytic phase $\phi_{e}$ of the KP equation as

$$
\phi_{\mathrm{e}}=\Delta t\left(-6 \bar{U} \kappa_{x}+\kappa_{\mathrm{r}}^{3}+3 \kappa_{v}^{2} / \kappa_{\mathrm{r}}\right) .
$$

Recalling the definitions of $\beta, \gamma, p, q$ and $r$, we obtain

$$
\phi_{\mathrm{e}}=-6 p \bar{U} \beta+r \beta^{3}+3 q \gamma^{2} / \beta
$$

Obviously, the physical dispersion term is equal to $r \beta^{3}$. On the other hand, the numerical phase of this method is given by

$$
\begin{equation*}
\phi=\tan ^{-1} \frac{\Im(\xi)}{\Re(\xi)}=-\tan ^{-1}\left(\frac{2 A}{1-A^{2}}\right) . \tag{3.10}
\end{equation*}
$$

For small $\beta, \gamma$, Taylor's series expansion of $A$ in (3.9) yields

$$
A=3 p \bar{U} \beta+\left(\frac{1}{4} p \bar{U}-\frac{1}{2} r\right) \beta^{3}+\frac{1}{40} p \bar{U} \beta^{5}-\frac{3 q}{2 \beta} \gamma^{2}-\frac{q}{4} \beta \gamma^{2}+\frac{q}{8 \beta} \gamma^{4}+\mathrm{O}\left(\beta^{6}, \gamma^{6} / \beta\right) .
$$

Since we are treating the case with long waves and small $\Delta t$, we can assume $|A|<1$. Again Taylor's series expansion reduces Eq. (3.10) into

$$
\begin{align*}
\phi= & -6 p \bar{U} \beta\left(r-\frac{1}{2} p \bar{U}+18 p^{3} \bar{U}^{3}\right) \beta^{3}+3 q \gamma^{2} / \beta+\left(1458 p^{5} \bar{U}^{5}+\frac{9}{2} p^{3} \bar{U}^{3}-9 p^{2} \bar{U}^{2} r-\frac{1}{10} p \bar{U}\right) \beta^{5} \\
& -\left(9 p^{2} \bar{U}^{2}-\frac{1}{2}\right) q \beta \gamma^{2}-\frac{1}{4} q \gamma^{4} / \beta+\mathrm{O}\left(\beta^{6}, \gamma^{6} / \beta\right) \tag{3.11}
\end{align*}
$$

Hence, the phase error of the implicit method (2.18) is given by

$$
\begin{aligned}
\phi-\phi_{\mathrm{e}}= & \left(-\frac{1}{2} p \bar{U}+18 p^{3} \bar{U}^{3}\right) \beta^{3}+\left(1458 p^{5} \bar{U}^{5}+\frac{9}{2} p^{3} \bar{U}^{3}-9 p^{2} \bar{U}^{2} r-\frac{1}{10} p \bar{U}\right) \beta^{5} \\
& -\left(9 p^{2} \bar{U}^{2}-\frac{1}{2}\right) q \beta \gamma^{2}-\frac{1}{4} q \gamma^{4} / \beta+\mathrm{O}\left(\beta^{6}, \gamma^{6} / \beta\right) .
\end{aligned}
$$

Assume that the small wave numbers in the $x$-direction and $y$-direction are of the same order. Then, the main numerical dispersion terms are $\left(-\frac{1}{2} p \bar{U}+18 p^{3} \bar{U}^{3}\right) \beta^{3},\left(9 p^{2} \bar{U}^{2}-\frac{1}{2}\right) q \beta \gamma^{2}$ and $\frac{1}{4} q \gamma^{4} / \beta$, which implies that the ratio of numerical dispersion due to our scheme to the physical dispersion of KP equation is of order

$$
\begin{align*}
& \mathrm{O}\left(\left(-\frac{1}{2} p \bar{U}+18 p^{3} \bar{U}^{3}\right) / r\right)+\mathrm{O}\left(\left(9 p^{2} \bar{U}^{2}-\frac{1}{2}\right) q / r\right)+\mathrm{O}\left(\frac{1}{4} q / r\right) \\
& \quad=\mathrm{O}\left(\Delta x^{2}, \Delta t^{2}, \Delta x^{4} / \Delta y^{2}, \Delta t^{2} \Delta x^{2} / \Delta y^{2}\right) \tag{3.12}
\end{align*}
$$

In the actual computations, we take $\Delta x$ and $\Delta y$ to be of the same order. Accordingly, the ratio becomes to $\mathrm{O}\left(\Delta x^{2}, \Delta t^{2}\right)$ and the numerical dispersion due to the scheme (2.18) does not exceed the physical dispersion.

## 4. Numerical boundary conditions and their analysis

Since we adopt a finite difference scheme, we have to take a finite domain of numerical computations. Henceforth, our scheme requires additional boundary conditions, which is called numerical boundary conditions The present section is devoted to their analysis.

## 4 1. The employed numerical boundary conditions

For the KdV equation, we make the boundary conditions at the both end points on the $x$-axis. In the following numerical calculations, the problem is solved on a finite domain $R$, whose grid values $u(l \Delta x, n \Delta t)$ are approximated by $u_{l}^{n}, l=1,2, \ldots, L$. At the both end points of $R$ we impose


Fig 2 Discrete grid points near the boundary in $x-y$ plane
the numerical derivatıves $u_{x}$ and $u_{x x}$ should vanish. Hence, introducing artificial grid points for $l=-1,0, L+1$ and $L+2$, we take the following boundary conditions:

$$
\begin{equation*}
u_{-1}^{n}=u_{0}^{n}=u_{1}^{n}, \quad u_{L+2}^{n}=u_{L+1}^{n}=u_{L}^{n} . \tag{4.1}
\end{equation*}
$$

For the KP equation, a proper artificial boundary condition to truncate the infinite physical domain into a finite computational domain is required. However, we restrict ourselves to give the condition in the special cases of one line-soliton motion and the lump type solitary wave, through an estimation of the boundary behaviour of the solutions. On a rectangular computational domain in the $x y$-plane, as shown in Fig. 2, the grid points are denoted with ( $l, m$ ) as in Section 2.2.

For the lump type solitary waves, we take the boundary of the rectangle sufficiently far from the center of the solitary waves. Then, since the lump solitary waves decays in $O\left(1 / r^{2}\right)$ as $r \rightarrow \infty$ ( $r^{2}=x^{2}+y^{2}$ ), the numerical derivatives $u_{x}$ and $u_{x x}$ are set to zero along the boundary line. That is, introducing artificial indices $l=-1,0, L+1$ and $L+2$, for each $n$ and $m(m=1, \ldots, M)$, we impose

$$
\begin{equation*}
u_{-1, m}^{n}=u_{0, m}^{n}=u_{1, m}^{n}, \quad u_{L+2, m}^{n}=u_{L+1, m}^{n}=u_{L, m}^{n} . \tag{4.2}
\end{equation*}
$$

Similarly, introducing artificial indices $m=0, M+1$ and approximating the numerical first derivative $u_{v}$ as zero along the boundary line, we impose for each $n$ and $l(l=1, \ldots, L)$

$$
\begin{equation*}
u_{l, 0}^{n}=u_{l, 1}^{n}, \quad u_{l, M+1}^{n}=u_{l, M}^{n} . \tag{4.3}
\end{equation*}
$$

For the one line-soliton, we take the rectangular boundary parallel to $y$-axis sufficiently far from the center-line of line-soliton. The same boundary conditions as above can be taken for each $n$ and $m$. Along the boundary parallel to the $x$-axis, we take advantage of the global property of the wave front for an estimation for numerical boundary conditions by means of interpolation.

As shown in Fig. 2, suppose that the wave front has an angle with the $x$-axis. The value at the grid-point ( $i, 0$ ) is equal to the value of the point B , which can be estimated by means of the firstorder or the second-order polynomial interpolation based on the set of grid-points $(i, 0)$ and $(i+1,0)$ or of $(i-1,0),(i, 0)$ and $(i+1,0)$, respectively.

### 4.2. Stability checking

In general, for hyperbolic differential equations of higher dimensions there is no effective method for checking influences of numerical boundary conditions on the stability of finite difference schemes. Below we will prove that for the KdV equation the implicit boundary condition (4.1) does not deteriorate the overall stability of the scheme (2.13) via the so-called GKSO theory, which can be found in, e.g., $[10,25]$. However, for the KP equation, although we cannot yet attan a theoretical proof, the numerical results show that the above numerical boundary conditions are not introducing any additional limitations on the time step for stability.

The GKSO theory can be applied to our case as follows. We begin with the frozen-velocity scheme corresponding to (2.13) via the discrete Laplace transform

$$
\tilde{u}_{l}(z)=\frac{\Delta t}{\sqrt{2 \pi}} \sum_{n=-\infty}^{\infty} z^{-n} u_{l}^{n}
$$

which forms the resolvent equation as

$$
\begin{equation*}
\frac{z-1}{z+1}=\frac{-6 p \bar{U}\left(\tilde{u}_{l+1}-2 \tilde{u}_{l}+\tilde{u}_{l-1}\right)+r\left(\tilde{u}_{l+2}-4 \tilde{u}_{l+1}+6 \tilde{u}_{l}-4 \tilde{u}_{l-1}+\tilde{u}_{l-2}\right)}{\tilde{u}_{l+1}-\tilde{u}_{l-1}} . \tag{4.4}
\end{equation*}
$$

Replacing $\tilde{u}_{l}$ by $\kappa^{l}$ for $l \geqslant 0$, we obtain the equation

$$
\begin{equation*}
r(\kappa-1)^{4}-6 p \bar{U} \kappa(\kappa-1)^{2}-\frac{z-1}{z+1} \kappa\left(\kappa^{2}-1\right)=0 \tag{4.5}
\end{equation*}
$$

which stands for the equation for $\kappa$ with the parameter $z$. The GKSO theory suggests that the stability depends on the root of (4.5) with the magnitude less than or equal to unity. However, its left-hand side has the factor $\kappa-1$ regardless of $z$. It is a natural consequence of the linear stability analysis given in Section 3.2. Thus, putting $g(\kappa)$ as the left-hand side divided by $\kappa-1$, we are to count the number of roots whose magnitude is less than or equal to unity for

$$
\begin{equation*}
g(\kappa)=r(\kappa-1)^{3}-6 p \bar{U} \kappa(\kappa-1)-\frac{z-1}{z+1} \kappa(\kappa+1)=0 . \tag{4.6}
\end{equation*}
$$

Due to the employed Laplace transformation, the case of $|z|>1$ should be analyzed. The Möbius transformation $(z-1) /(z+1)$ maps the outer region of the unit disk $\{z ;|z|>1\}$ into the right-hand side of the complex plane. Hence we replace $(z-1) /(z+1)$ by $\xi$ with $\Re \xi>0$ in (4.6).

The question is now to discriminate the number of roots $|\kappa| \leqslant 1$ of the equation

$$
\begin{equation*}
g(\kappa ; \xi)=r(\kappa-1)^{3}-6 p \bar{U} \kappa(\kappa-1)-\xi \kappa(\kappa+1)=0 . \tag{4.7}
\end{equation*}
$$

Introducing

$$
\begin{aligned}
G(\omega) & \equiv(1-\omega)^{3} g\left(\frac{1+\omega}{1-\omega} ; \xi\right) \\
& =8 r \omega^{3}-12 p \bar{U} \omega\left(1-\omega^{2}\right)-2 \xi\left(1-\omega^{2}\right)
\end{aligned}
$$

and noting that the transformation $\omega=(\kappa-1) /(\kappa+1)$ maps the unit circle $|\kappa|=1$ to the imaginary axis of the $\omega$-plane, we can readily deduce that $g$ has no roots of $|\kappa|=1$ under the condition $\Re \xi>0$.

Next, we check the number of roots with the magnitude less than unity. Generally speaking, it can be carried out through repeated Schur transforms for $g$ as a polynomial of $\kappa$. However, since the 1dentity $g(0 ; \xi)=-g^{*}(0 ; \xi)$ where $g^{*}(\kappa ; \xi)$ means the reciprocal polynomial of $g$, the usual criterion for the Schur polynomial does not work. We apply, therefore, a technique of $\varepsilon$-perturbation (e.g. [19], pp. 203-204). That 1 s , for sufficiently small positive $\varepsilon$, the root distribution of $g$ concides with that of the perturbed one given by

$$
\begin{equation*}
\hat{g}(\kappa ; \xi) \equiv g(\kappa ; \xi)+\varepsilon g(0 ; \xi) . \tag{4.8}
\end{equation*}
$$

Thus, repeated Schur transformations for $\hat{g}$ give the sequence of polynomials $\hat{g}_{1}, \hat{g}_{2}$ and $\hat{g}_{3}$ of degree of 2,1 and 0 , respectively, with respect to $\kappa$. Recalling $\Re \xi>0$, we can see $\hat{g}_{1}(0)>0, \hat{g}_{2}(0)<0$ and $\hat{g}_{3}>0$ for sufficiently small positive $\varepsilon$. Consequently we conclude that $g(\kappa ; \xi)$ has two roots inside of the unit disk for $\Re \xi>0$ (Theorem (42.1) of [19]). We denote them by $\kappa_{1}(z)$ and $\kappa_{2}(z)$ by looking back $\xi$ to $z$.

We can discriminate the following cases.
Case 1: When $\kappa_{1}(z)$ and $\kappa_{2}(z)$ are distinct, substitution of the type of solution $\tilde{u}_{l}=\alpha_{1} \kappa_{1}(z)^{l}+$ $\alpha_{2} \kappa_{2}(z)^{l}$ into the implicit boundary condition (4.1) yields

$$
\alpha_{1} \kappa_{1}(z)^{-1}+\alpha_{2} \kappa_{2}(z)^{-1}=\alpha_{1}+\alpha_{2}=\alpha_{1} \kappa_{1}(z)+\alpha_{2} \kappa_{2}(z)
$$

which cannot be satisfied unless either $\kappa_{1}(z)=1$ or $\kappa_{2}(z)=1$.
Case 2: When $\kappa_{1}(z)=\kappa_{2}(z)$, the type of solution $\tilde{u}_{l}=\left(\alpha_{1}+\alpha_{2} l\right) \kappa_{1}(z)^{l}$ implies the identities

$$
\left(\alpha_{1}-\alpha_{2}\right) \kappa_{1}(z)^{-1}=\alpha_{1}=\left(\alpha_{1}+\alpha_{2}\right) \kappa_{1}(z)
$$

which cannot be satisfied unless $\kappa_{1}(z)^{2}=1$.
Henceforth we can assert that none of the solutions mentioned above exist under our assumptions. Therefore we have

Theorem 4. The implicit method (2.13) for the KdV equation wth boundary conditions (4.1) is linearly stable

## 5. Numerical experiments

To illustrate the effectiveness of our linearized implicit difference methods, we will give several numerical examples.

### 5.1. KdV equation

Numerical computation for the KdV equation has been repeated in many literature. However, we will describe only two cases to show the powerfulness of the method.


Fig 3 Numencal solution of single soliton using scheme (2 13) with $\Delta x=0.2$ and $\Delta t=0.05$.

### 5.1.1. Single soliton case

We computed solutions of the KdV equation (2.9) subject to the following conditions: the initial condition

$$
\begin{equation*}
u(x, 0)=2 \kappa^{2} \operatorname{sech}^{2}\left(\kappa\left(x-x_{0}\right)\right) \quad(0 \leqslant x \leqslant 30) \tag{5.1}
\end{equation*}
$$

and the boundary condition (4.1). Eq. (2.9) with (5.1) has the theoretical solution

$$
\begin{equation*}
u(x, t)=2 \kappa^{2} \operatorname{sech}^{2}\left(\kappa\left(x-4 \kappa^{2} t-x_{0}\right)\right) \tag{5.2}
\end{equation*}
$$

Eq. (5.2) represents a single soliton moving in the positive $x$-direction.
The parameters were taken to be $\kappa=1.0, x_{0}=7.0$ for the numerical experiment. Fig. 3 shows the numerical solution for $0 \leqslant x \leqslant 30$ and $0 \leqslant t \leqslant 4.0$.

### 5.1.2. Soliton interaction

The interaction of two solitons is also studied. The boundary conditions are the same as above and the initial condition is given by

$$
\begin{equation*}
u(x, 0)=2 \sum_{i=1}^{2} \kappa_{l}^{2} \operatorname{sech}^{2}\left(\kappa_{l}\left(x-x_{l}\right)\right) \quad(0 \leqslant x \leqslant 30) \tag{5.3}
\end{equation*}
$$

in which $\kappa_{1}=1.0, \kappa_{2}=1 / \sqrt{2}, x_{1}=7.0$ and $x_{2}=12.0$. The numerical solution is shown in Fig. 4. One soliton with larger amplitude $2 \kappa_{1}^{2}$ is placed initially at $x_{1}$, while another with amplitude $2 \kappa_{2}^{2}$ at $x_{2}$. As is well known, a soliton with large amplitude has a greater velocity than another with smaller amplitude. Consequently, as time increases, the larger soliton catches up with the smaller one until the smaller one is in the process of being absorbed, i.e., having lost its solitary wave identity. The overlapping process continues while the larger soliton has overtaken the smaller one. Eventually, the interaction has completed to make the larger soliton separated completely from the smaller one.


Fig. 4 Numerical solution of two soliton interaction using scheme (2 13) with $\Delta x=0.2$ and $\Delta t=0.05$

### 5.2. KP equation

The KP equation is numerically solved with our method (2.18). In particular, a collision phenomenon of two lump-type solitons shows an attractive result.

### 5.2.1. One line-soliton

We computed solutions of the KPI equation subject to the following initial conditions

$$
\begin{equation*}
u(x, y, 0)=2 \kappa^{2} \operatorname{sech}^{2}\left\{\kappa\left[x+\lambda y-x_{0}\right]\right\} \tag{5.4}
\end{equation*}
$$

and the boundary conditions as discussed in Section 4.1. The equation with (5.4) has the theoretical solution

$$
\begin{equation*}
u(x, y, t)=2 \kappa^{2} \operatorname{sech}^{2}\left\{\kappa\left[x+\lambda y-\left(4 \kappa^{2}-3 \lambda^{2}\right) t-x_{0}\right]\right\} \tag{5.5}
\end{equation*}
$$

which represents one line-soliton propagating with the velocity $4 \kappa^{2}-3 \lambda^{2}$ in the direction with the angle of $\tan ^{-1}(-\lambda)^{-1}$ to the positive $x$-axis.

The parameters were taken to be $\kappa=1.0, \lambda=-1 / \sqrt{2}$ and $x_{0}=6.0$ for the experiment, which was carried out on the domain $[0,20] \times[0,10]$. The errors in the $L_{\infty}$-norm and two of the conservative quantities $I_{1}=\iint u(x, y) \mathrm{d} x \mathrm{~d} y$ and $I_{2}=\frac{1}{2} \iint u^{2}(x, y) \mathrm{d} x \mathrm{~d} y$ are computed and compared. Table 1 exhibits the results. Here, $L_{\infty}=\max \left|\tilde{u}_{l, m}-u_{l, m}\right|$, where $\tilde{u}_{l, m}$ and $u_{l, m}$ are the numerical and the exact solutions, respectively, at the grid point $(l, m) . E_{1}=\left(\bar{I}_{1}-I_{1}\right) / I_{1}$ and $E_{2}=\left(\bar{I}_{2}-I_{2}\right) / I_{2}$ indicate the relative errors of the approximate values in the conserved quantities. Here $\bar{I}_{1}$ and $\bar{I}_{2}$ stand for the counterparts of $I_{1}$ and $I_{2}$, respectively, by the approximate solution of the KP equation. Simpson's rule was employed for the numerical quadrature of the integrals.

We assume that Table 1 shows an obedience of the conservation laws in the KP equation numerically. The profiles in Figs. 5 and 6 show the initial condition and the numerical solution at

Table 1
Errors in the norm and the conservative quantities for the linearized implicit method (2.18)

| $\Delta x$ | $\Delta y$ | $\Delta t$ | $t$ | $L_{\infty}$ | $E_{1}$ | $E_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 01 | 0.1 | 0.05 | 1.0 | 00029 | -00019 | -0.0033 |
| 01 | 0.1 | 005 | 20 | 0.0028 | -00066 | -0.0072 |
| 01 | 0.1 | 01 | 1.0 | 00090 | 0.0077 | -00185 |
| 01 | 01 | 01 | 2.0 | 0.0088 | -0.0228 | -0.0311 |
| 01 | 02 | 0.05 | 1.0 | 0.0050 | -0.0019 | -00025 |
| 01 | 02 | 0.05 | 2.0 | 0.0052 | -0.0062 | -0.0056 |
| 01 | 02 | 01 | 1.0 | 00148 | -0.0075 | -00176 |
| 0.1 | 0.2 | 01 | 2.0 | 0.0188 | -00229 | -0.0299 |
| 0.2 | 01 | 0.05 | 10 | 0.0068 | -0.0028 | -0.0011 |
| 02 | 01 | 0.05 | 20 | 00090 | -0.0008 | -0.0054 |
| 0.2 | 01 | 01 | 1.0 | 0.0127 | -0.0089 | -0.0153 |
| 02 | 01 | 0.1 | 2.0 | 00132 | -0.0183 | -0.0227 |
| 02 | 02 | 005 | 10 | 0.0120 | -0.0028 | 0.0018 |
| 0.2 | 02 | 0.05 | 2.0 | 00134 | -00004 | 00072 |
| 02 | 0.2 | 01 | 10 | 00205 | -00087 | -00144 |
| 0.2 | 02 | 01 | 2.0 | 00239 | -00182 | -0.0213 |



Fig 5. Inital condition of Eq (54)
time $t=2.0$ (with second-order polynomial interpolation boundary condition), respectively. A good agreement can be seen between the numerical and the theoretical solutions.

### 5.2.2. Two line-soliton interaction

The interaction of two line-solitons were also investigated. We take the initial condition

$$
\begin{equation*}
u(x, y, 0)=2 \sum_{i=1}^{2} \kappa_{l}^{2} \operatorname{sech}^{2}\left\{\kappa_{l}\left[x+\lambda_{l} y-x_{0, l}\right]\right\} \tag{5.6}
\end{equation*}
$$



Fig. 6. Numerical solution of one line-soliton at tıme $t=20(\Delta x=0.2, \Delta y=02, \Delta t=005)$
and the exact boundary condition. We carried out the computation on the domain $[0,30] \times[0,3]$. The initial condition (5.6) corresponds to two line-solitons, each with amplitude $2 \kappa_{l}^{2}$ placed initially at $x=x_{0,2}$ and moving with velocity $v_{i}=4 \kappa_{t}^{2}-3 \lambda_{i}^{2}$ along the $x$-axis $(i=1,2)$. With a proper selection of the parameters, we can have positive and negative velocities to imply a collision of two line-soliton on the $x-y$ plane.

The parameters $\kappa_{1}=1.0, \kappa_{2}=1 / \sqrt{2}, \lambda_{1}=-1 / \sqrt{3}, \lambda_{2}=-1.0$, and $x_{0.1}=6.0, x_{0,2}=11.0$ were taken for the numerical experiment from $t=0$ to $t=4.5$ allowing a collision to take place. The initial condition (5.6) is plotted in Fig. 7, which shows two wave pulses, with the larger on the left. As indicated above, the larger line-soliton on the left moves with a velocity 3.0 to the positive $x$-direction and the smaller one on the right moves with a velocity 1.0 to the negative $x$-direction. Consequently, as time goes on, these two line-solitons get close and collide with each other. Fig. 8 shows the profile at $t=3.0$.

By $t=4.5$, the two line-solitons have separated completely and restored their original shape. This is seen in Fig. 9.

### 5.2.3. Lump type soliton

The lump type initial conditions used for the KPI equation is

$$
\begin{equation*}
u(x, y, 0)=4 \frac{\left\{-\left(x-x_{0}\right)^{2}+\mu^{2}\left(y-y_{0}\right)^{2}+1 / \mu^{2}\right\}}{\left\{\left(x-x_{0}\right)^{2}+\mu^{2}\left(y-y_{0}\right)^{2}+1 / \mu^{2}\right\}^{2}} \tag{5.7}
\end{equation*}
$$

We adopt the boundary conditions (4.2) and (4.3) as discussed above. We computed in a rectangle $[0,20] \times[0,20]$ with the parameters $\mu^{2}=1.0, x_{0}=10.0, y_{0}=10.0$.

According to (1.3), this lump type pulse will move to the positive $x$-direction with velocity $3 \mu^{2}$. Fig. 10 shows the initial condition of (5.7), while Figs. 10 and 11 give the numerical solution at times $t=\frac{1}{2}$ and $t=1.0$, respectively. Stable propagation of the lump type solitary wave was observed without any deformation.


Fig 7. Initial condition of Eq (5.6).


Fig 8. Numerical solution of two line-soliton interaction at $t=3.0$.
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Fig 9. Numerical solution of two line-soliton mteraction at $t=45$.


Fig. 10 Profile of the lump type solitary wave in Eq (57)


Fig. 11. Numerical solution of the lump type solitary wave at time $t=\frac{1}{2}$


Fig. 12. Numerical solution of the lump type solitary wave at time $t=1.0$.


Fig. 13 Profile of two lump type pulses at time $t=0$

Collision of two lump type solitary waves was also examined in the same way. We adopt the following initial conditions:

$$
\begin{equation*}
u(x, y, 0)=4 \sum_{t=1}^{2} \frac{\left\{-\left(x-x_{0, t}\right)^{2}+\mu_{t}^{2}\left(y-y_{0, t}\right)^{2}+1 / \mu_{t}^{2}\right\}}{\left\{\left(x-x_{0, t}\right)^{2}+\mu_{t}^{2}\left(y-y_{0, t}\right)^{2}+1 / \mu_{t}^{2}\right\}^{2}} \tag{5.8}
\end{equation*}
$$

with the parameters: $x_{0,1}=10.0, x_{0,2}=18.0, y_{0,1}=y_{0,2}=10.0, \mu_{1}^{2}=1.5, \mu_{2}^{2}=0.75$. This is shown in Fig. 13. Recalling the lump type solitary wave solution of KPI equation in (1.3), the higher lump type soliton on the left will move with the velocity 4.5 in the positive $x$-direction, while the lower one on the right moving in the same direction with velocity $\frac{9}{4}$. Hence, as time goes on, there will be a collision between two pulses. Because the pulse centers of the two localized pulses are situated on the same line with $y=$ const., Kawahara called this kind of collision as "direct collision" [14]. Figs. $14-16$ show the contour curves of the colliding pulses. It is very amazing that the pulses undergo "inelastic collision", i.e., they interact with each other and after the collision the amplitudes of pulses become almost equal, and the pulses move in the opposite direction along the $y$-axis, while keeping the total momentum be zero as before. The ripples observed in the figures have not yet reasonably explained. In the future, we are to pursue it numerically as well as analytically.

## 6. Summary and further aspects

A linearized implicit finite difference method, based on the technique developed by Djidjeli, et al. [4], for the KdV equation was proposed. Moreover, the main work in the present paper is a direct and successful extension of this scheme to the KP equation. Analysis was carried out to the linearized implicit scheme for the both equations. It yielded the following merits.
(i) The order of accuracy was established as $\mathrm{O}\left((\Delta t)^{2}+(\Delta x)^{2}\right)$ and $\mathrm{O}\left((\Delta t)^{2}+(\Delta x)^{2},(\Delta y)^{2}\right)$ for the KdV and KP equations, respectively.
(ii) Unconditional linear stability was proven.
(iii) Numerical dispersion was shown to be sufficiently small.


Fig. 14. Contour curve of two pulses at tıme $t=0$.


Fig. 15. Contour curve of two pulses at time $t=20$ (numerical solution).


Fig. 16. Contour curve of two pulses at tıme $t=40$ (numerical solution).

We carried out many numerical computations with various initial conditions, most of which are based on the analytical results via the inverse scattering transformation (IST). Numerical boundary conditions were proposed and partially justified through a theoretical analysis. The numerical results were consistent with the theory and gave a good agreement to the analytical solutions. As a conclusion, our methods for the KdV and KP equations are effective. By applying our scheme to the KP equation, the collision of two lump type solitary pulses, whose behavior is still analytically unknown, was attained. This numerical experiment shows the powerfulness of the numerical means in the study of nonlinear soliton equations. The two lump type solitary waves were observed to undergo "inelastic collision", keeping the total momentum conserved. The reason why the two lump pulses behave so is an interesting topic we are to pursue for.

A future work is expected to find a proper numerical boundary conditions for the general case and to extend the linearized implicit method to the Zakharov-Kuznetsov (ZK) equation, the Benney equation and other multi-dimensional soliton equations with nonlinear convective term.

## Acknowledgements

The authors are very grateful to the anonymous referee for valuable comments and suggestions, which leads to an improvement on the earlier draft. We would also like to thank Professors T. Torii and T. Kawahara for their helpful comments.

## References

[1] M J Ablowitz, P A Clarkson, Solıtons, Nonlınear Evolution Equations and Inverse Scattering, Cambrıdge Unıv Press, Cambridge, 1991.
[2] M J Ablowitz, J Villarroel, Solution to the time dependent Schrodinger and the Kadomtsev-Petviashvili equations, Phys Rev Lett., to appear.
[3] A G. Bratsos, Ph.D Thesis, Brunel Unıversity, 1993, Chapter 5
[4] K Djidjel, W G Price, E H Twizell, Y. Wang, Numerical methods for the solution of the third- and fifth-order dispersive Korteweg-de Vnes equations, J. Comput. Appl Math 58 (1995) 307-336
[5] B Fornberg, G.B. Whitham, A numerical and theoretical study of certain nonlinear wave phenomena, Phil Trans Roy Soc London 289 (1978) 373-404.
[6] N.C Freeman, J J C. Nımmo, Soliton solutions of the Korteweg-de Vries and the Kadomtsev-Petviashvili equations the Wronskian technique, Proc Roy. Soc London A 389 (1983) 319-329.
[7] N.C Freeman, Soliton solution of non-linear evolution equation, IMA J Appl Math 32 (1984) 125-145
[8] C S Gardner, J M Greene, M D. Kruskal, R M Miura, Methods for solving the Kortweg-de Vries equation, Phys Rev Lett 19 (1967) 1095-1097
[9] C R Gilson, J.J.C. Nımmo, Lump solutions of the BKP equation, Phys. Lett. A 147 (1990) 472-476
[10] B Gustafsson, H-O Kreıss, J. Oliger, Time Dependent Problems and Difference Methods, Wiley, New York, 1995
[11] K Goda, On instability of some finite difference schemes for the Korteweg-de Vries equation, J Phys Soc Japan 39 (1975) 229-236
[12] IS Greig, J LL Morris, A hopscoth method for the Korteweg-de Vries equation, J Comput Phys 20 (1976) 64-80
[13] R Hırota, Soliton Mathematics through Dırect Method, Iwanamı Publ, 1980 (in Japanese)
[14] H Iwasakı, S Toh, T Kawahara, Cylındrical quası-solitons of the Zakharov-Kuznetsov equation, Physica D 43 (1990) 293-303
[15] B B. Kadomtsev, V.I. Petviashvilı, On the stability of solitary waves in a weakly dispersive media, Sov Phys Dokl 15 (1970) 539-541
[16] C Katsis, T.R Akylas, On the excitation of long nonlınear water waves by a moving pressure distribution, Part 2, Three-dımensional effects, J Fluid Mech 177 (1987) 49-65
[17] T Kawahara, From Sohton to Chaos, Asakura Publ, 1993 (in Japanese)
[18] D.J. Korteweg, G de Vries, On the change of form of long waves advancing in a rectangular canal, and a new type of long statınary waves, Philos Mag. Ser 539 (1895) 422-443
[19] M. Marden, Geometry of Polynomials, Amer Math. Soc, Providence, RI, 1966
[20] A.A. Minzonı, N.F. Smyth, Evolution of lump solutions for the KP equation, Wave Motion 24 (1996) 291-305
[21] M. Remorssenet, Waves Called Solitons, Spring, Berlın, 1994
[22] J M. Sanz-Serna, I Christie, Petrov-Galerkin methods for nonlınear dispersive waves, J Comput. Phys. 39 (1981) 94-102.
[23] M Sato, Soliton equations as dynamical systems on a infinite dimensional grassman manıfolds, RIMS Kokyuroku 439 (1981) 30-46.
[24] J. Satsuma, $N$-soliton solution of the two-dımensional Korteweg-de Vrıes equation, J Phys Soc Japan 40 (1976) 286-291
[25] JC Strikwerda, Finite Difference Schemes and Partial Dıfferential Equations, Wadsworth \& Brooks/Cole, Pacific Grove, 1989.
[26] T.R. Taha, M J Ablowitz, Analytical and numerical aspects of certain nonlinear evolution equations Part 3 Numerical Korteweg-de Vries equation, J. Comput Phys 55 (1984) 231-253
[27] A C Vilegenthart, On finite dıfference methods for the Korteweg-de Vries equation, J. Eng. Math 5 (1971) 137-155
[28] X P Wang, M.J. Ablowitz, H Segur, Wave collapse and instability of a generalized Kadomtsev-Petviashvili equation, Physica D 78 (1994) 241-265
[29] N.J. Zabusky, M D. Kruskal, Interaction of "solitons" in a collisionless plasma and the recurrence of intial states, Phys. Rev. Lett 15 (1965) 240-243


[^0]:    * Corresponding author. E-mal: a41794a@nucc.cc.nagoya-u.ac jp.

