# Finite Commutative Chain Rings 

Xiang-dong Hou<br>Department of Mathematics and Statistics, Wright State University, Dayton, Ohio 45435<br>E-mail: xhou@euler.math.wright.edu<br>Communicated by Dieter Jungnickel

Received January 21, 2000; revised October 19, 2000; published online June 11, 2001


#### Abstract

A commutative ring with identity is called a chain ring if all its ideals form a chain under inclusion. A finite chain ring, roughly speaking, is an extension over a Galois ring of characteristic $p^{n}$ using an Eisenstein polynomial of degree $k$. When $p \nmid k$, such rings were classified up to isomorphism by Clark and Liang. However, relatively little is known about finite chain rings when $p \mid k$. In this paper, we allowed $p \mid k$. When $n=2$ or when $p \| k$ but $(p-1) \nmid k$, we classified all pure finite chain rings up to isomorphism. Under the assumption that $(p-1) \nmid k$, we also determined the structures of groups of units of all finite chain rings. © 2001 Academic Press
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## 1. INTRODUCTION

All rings considered in this paper are commutative with identity unless specified otherwise. A ring is called a chain ring if all its ideals form a chain under inclusion. Finite chain rings are precisely finite local rings whose maximal ideals are principal. As pointed out by Clark and Liang [3], finite chain rings arise in algebraic number theory as quotient rings of rings of integers in number fields [10] and in geometry as coordinatizing rings of Hjelmslev planes [9]. More references on the role of finite chain rings in Hjelmslev planes and Klingenberg planes can be found in [2, 15]. Recently, finite chain rings have been used in various constructions of partial difference sets, relative difference sets, and bent functions [6, 7, 11, 12]. One of the properties of finite chain rings that make them useful in those combinatorial constructions is that every finite chain ring has a "non-degenerate" character [7]. Chain rings (without the finiteness condition), also known as valuation rings, play a central role in module theory [4, 5]. Noncommutative chain
rings (defined in the same way) are useful in the structure of certain types of noncommutative rings. (See, for example, [1].)

The main concerns of this paper are two basic questions about finite chain rings: their classification and their groups of units.

All finite chain rings can be obtained through the following construction. We refer the reader to [13, pp. 307-308, 339-349] for the proofs of the claims in the construction. Let $p$ be a prime, $n, r>0$, and $f \in \mathbb{Z}_{p^{n}}[x]$ a monic polynomial of degree $r$ whose image in $\mathbb{Z}_{p}[x]$ is irreducible. Then $G R\left(p^{n}, r\right)=\mathbb{Z}_{p^{n}}[x] /(f)$ is a ring whose structure depends only on $p, n$, and $r$. $G R\left(p^{n}, r\right)$ is called a Galois ring of characteristic $p^{n}$ and rank $r$ [8, 14]. $G R\left(p^{n}, r\right)$ is a local ring whose maximal ideal is $p G R\left(p^{n}, r\right)$. Every finite chain ring is of the form

$$
\begin{equation*}
G R\left(p^{n}, r\right)[x] /\left(g, p^{n-1} x^{t}\right) \tag{1.1}
\end{equation*}
$$

where $g \in G R\left(p^{n}, r\right)[x]$ is an Eisenstein polynomial of degree $k$, i.e., $g=x^{k}-p\left(a_{k-1} x^{k-1}+\cdots+a_{0}\right)\left(a_{i} \in G R\left(p^{n}, r\right)\right.$ and $a_{0}$ is a unit of $\left.G R\left(p^{n}, r\right)\right)$, $t=k$ when $n=1$, and $1 \leq t \leq k$ when $n \geq 2$. The integers $p, n, r, k, t$ are called the invariants of the chain ring in (1.1) [3]. A basic problem, which seems to be very difficult, is to classify finite chain rings with fixed invariants up to isomorphism. We call the finite chain ring in (1.1) a pure finite chain ring if $g=x^{k}-p a_{0}$. When $p \nmid k$, Clark and Liang [3] classified all pure finite chain rings with fixed invariants $p, n, r, k, t$ up to isomorphism. Moreover, they showed that when $p \nmid k$, every finite chain ring is pure [3]. Thus all finite chain rings with invariants $p, n, r, k, t$ are classified up to isomorphism when $p \nmid k$. However, when $p \mid k$, little is known about the isomorphims classes of finite chain rings, even if the finite chain rings are pure. In this paper, we will allow $p \mid k$. The first main result of this paper is a classification of pure finite chain rings with invariants $p, n, r, k, t$ up to isomorphism when $n=2$ or when $p \| k$ but $(p-1) \nmid k$. $\left(p \| k\right.$ means $p \mid k$ but $p^{2} \nmid k$.) In particular, the numbers of isomorphism classes of pure finite chain rings in these cases are given.

The group of units of a finite commutative local ring is an essential piece of information about the structure of the ring. In general, the structure of such a group of units is difficult to determine. For Galois rings, the structures of their groups of units are known [13, pp. 322-323]. But for finite chain rings, such structures are not known. As the second main result of this paper, we will determine the structure of the group of units of a finite chain ring with invariants $p, n, r, k, t$ under the assumption $(p-1) \nmid k$.

The paper is organized as follows. In Section 2, we review some basic facts about Galois rings and finite chain rings to be used in the sequel. In Section 3, we classify all pure finite chain rings under the assumptions described earlier. Section 4 deals with multiplicative orders of elements in $1+m$, where $m$ is the maximal ideal of a finite chain ring. In Section 5, we determine the structure of the group of units of an arbitrary finite chain ring with $(p-1) \nmid k$.

## 2. GALOIS RINGS AND FINITE CHAIN RINGS

We refer the reader to [13, pp. 322-323, 339-349] for the proofs of the facts about Galois rings and finite chain rings quoted in this section.

The Galois ring $G R\left(p^{n}, r\right)$ is a local ring with maximal ideal $p G R\left(p^{n}, r\right)$ and $G R\left(p^{n}, r\right) / p G R\left(p^{n}, r\right)=G F\left(p^{r}\right)$. Its multiplicative group (group of units) $G R\left(p^{n}, r\right)^{*}$ contains a unique cyclic subgroup $T^{*}$ of order $p^{r}-1$. $T=T^{*} \cup\{0\}$ is called the Teichmüller set of $G R\left(p^{n}, r\right)$ and it forms a system of coset of representatives of $G R\left(p^{n}, r\right) / p G R\left(p^{n}, r\right)$. Every element $a \in G R\left(p^{n}, r\right)$ has a unique $p$-adic expansion

$$
\begin{equation*}
a=\xi_{0}+p \xi_{1}+\cdots+p^{n-1} \xi_{n-1} \quad\left(\xi_{i} \in T\right) \tag{2.1}
\end{equation*}
$$

The map

$$
\begin{array}{cccc}
\sigma: & G R\left(p^{n}, r\right) & \rightarrow & G R\left(p^{n}, r\right) \\
\xi_{0}+p \xi_{1}+\cdots+p^{n-1} \xi_{n-1} & \mapsto & \xi_{0}^{p}+p \xi_{1}^{p}+\cdots+p^{n-1} \xi_{n-1}^{p} \tag{2.2}
\end{array}
$$

is called the Frobenius map of $G R\left(p^{n}, r\right) . \sigma$ is an automorphism of $G R\left(p^{n}, r\right)$ of order $r$ and $\operatorname{Aut}\left(G R\left(p^{n}, r\right)\right)=\langle\sigma\rangle$. We have

$$
\begin{equation*}
G R\left(p^{n}, r\right)^{*}=T^{*} \cdot\left(1+p G R\left(p^{n}, r\right)\right) \cong T^{*} \times\left(1+p G R\left(p^{n}, r\right)\right) \tag{2.3}
\end{equation*}
$$

where

$$
1+p G R\left(p^{n}, r\right) \cong \begin{cases}\mathbb{Z}_{p^{n-1}}^{r}, & \text { if } p \text { is odd, or if } p=2 \text { and } n \leq 2  \tag{2.4}\\ \mathbb{Z}_{2} \times \mathbb{Z}_{2^{n-2}} \times \mathbb{Z}_{2^{n-1}}^{r-1}, & \text { if } p=2 \text { and } n \geq 3\end{cases}
$$

It follows easily from (2.4) that if $p$ is odd or if $p=2$ and $n \leq 2$,

$$
\begin{equation*}
\left(1+p G R\left(p^{n}, r\right)\right)^{p^{i}}=1+p^{i+1} G R\left(p^{n}, r\right), \quad i \geq 0 \tag{2.5}
\end{equation*}
$$

Let $R$ be the finite chain ring in (1.1) with invariants $p, n, r, k, t$. The maximal ideal of $R$ is $x R$ and the nilpotency of $x$ is $(n-1) k+t$. $R$ has the same residue field as $G R\left(p^{n}, r\right): R / x R=G R\left(p^{n}, r\right) / p G R\left(p^{n}, r\right)=G F\left(p^{r}\right)$. Every element $y \in R$ can be written as

$$
\begin{equation*}
y=a_{0}+a_{1} x+\cdots+a_{k-1} x^{k-1}, \quad a_{i} \in G R\left(p^{n}, r\right) \tag{2.6}
\end{equation*}
$$

where $a_{0}, \ldots, a_{t-1}$ are unique and $a_{t}, \ldots, a_{k-1}$ are unique modulo $p^{n-1} G R\left(p^{n}, r\right)$. The group of units $R^{*}$ of $R$ also has a similar decomposition:

$$
\begin{equation*}
R^{*}=T^{*} \cdot(1+x R) \cong T^{*} \times(1+x R) \tag{2.7}
\end{equation*}
$$

However, the structure of the multiplicative group $1+x R$ is more interesting than that of $1+p G R\left(p^{n}, r\right)$, as we will see in Section 5 . Note that when $n=1$, $R=G F\left(p^{r}\right)[x] /\left(x^{k}\right)$. Such rings need no classification.

## 3. CLASSIFICATION OF PURE FINITE CHAIN RINGS

Lemma 3.1. Let

$$
\begin{align*}
& R=G R\left(p^{n}, r\right)[x] /\left(x^{k}-p u, p^{n-1} x^{t}\right)  \tag{3.1}\\
& S=G R\left(p^{n}, r\right)[x] /\left(x^{k}-p v, p^{n-1} x^{t}\right) \tag{3.2}
\end{align*}
$$

be two pure finite chain rings, where $n \geq 2,1 \leq t \leq k, u, v \in G R\left(p^{n}, r\right)^{*}$, and let $\bar{u}, \bar{v}$ be the images of $u, v$ in $G R\left(p^{n}, r\right) / \operatorname{ann}(p)=G R\left(p^{n-1}, r\right)$. Then $R \cong S$ if and only if there exists a $\rho \in \operatorname{Aut}\left(G R\left(p^{n-1}, r\right)\right)$ such that in the ring $R / \operatorname{ann}(p)=G R\left(p^{n-1}, r\right)[x] /\left(x^{k}-p \bar{u}, p^{n-2} x^{t}\right)$, the equality

$$
\begin{equation*}
\bar{u}^{-1} \rho(\bar{v})=z^{k} \tag{3.3}
\end{equation*}
$$

holds for some $z \in G R\left(p^{n-1}, r\right)[x] /\left(x^{k}-p \bar{u}, p^{n-2} x^{t}\right)$.
Proof. By Lemma 4 of [3], $R \cong S$ if and only if there is a $\psi \in \operatorname{Aut}\left(G R\left(p^{n}, r\right)\right)$ such that $x^{k}-p \psi(v)$ has a root in $R$.

Necessity. Since $R \cong S$, there exits an automorphism $\psi$ of $\operatorname{Aut}\left(G R\left(p^{n}, r\right)\right)$ and an element $w \in R$ with $w^{k}=p \psi(v)$. Write $w=x z$ for $z \in R$. Then

$$
\begin{equation*}
p \psi(v)=x^{k} z^{k}=p u z^{k} \tag{3.4}
\end{equation*}
$$

There is a natural isomorphism $\overline{()}: \operatorname{Aut}\left(G R\left(p^{n}, r\right)\right) \rightarrow \operatorname{Aut}\left(G R\left(p^{n-1}, r\right)\right)$ such that for any $f \in \operatorname{Aut}\left(G R\left(p^{n}, r\right)\right)$, the diagram

commutes, where the vertical maps are the natural homomorphisms. Let $\rho=\bar{\psi}$. Then (3.4) implies that in $R / \operatorname{ann}(p), \bar{u}^{-1} \rho(\bar{v})=z^{k}$.

Sufficiency. Trace back the proof of necessity.
Lemma 3.2. Let

$$
\begin{equation*}
R=G R\left(p^{n}, r\right)[x] /\left(x^{k}-p u, p^{n-1} x^{t}\right) \tag{3.6}
\end{equation*}
$$

where $n \geq 2,1 \leq t \leq k, u \in G R\left(p^{n}, r\right)^{*}$.
(i) if $p \nmid k$, then

$$
\begin{equation*}
\left(R^{*}\right)^{k} \cap G R\left(p^{n}, r\right)^{*}=\left(G R\left(p^{n}, r\right)^{*}\right)^{k} . \tag{3.7}
\end{equation*}
$$

(ii) If $p \| k,(p-1) \nmid k$ and $n \geq 3$ or $n=2$ but $t>k / p$, then

$$
\begin{equation*}
\left(R^{*}\right)^{k} \cap G R\left(p^{n}, r\right)^{*}=\left(G R\left(p^{n}, r\right)^{*}\right)^{k} . \tag{3.8}
\end{equation*}
$$

(iii) If $p \| k,(p-1) \nmid k, n=2$, and $t \leq k / p$, then

$$
\begin{equation*}
\left(R^{*}\right)^{k} \cap G R\left(p^{2}, r\right)^{*}=\left(T^{*}\right)^{k} \cdot\left(1+p G R\left(p^{2}, r\right)\right), \tag{3.9}
\end{equation*}
$$

where $T^{*}$ is a the unique cyclic subgroup of order $p^{r}-1$ of $G R\left(p^{2}, r\right)^{*}$
Proof. (i) By (2.3) and (2.7), it suffices to show that $(1+x R)^{k} \cap$ $\left(1+p G R\left(p^{n}, r\right)\right)=\left(1+p G R\left(p^{n}, r\right)\right)^{k}$. But since $1+x R$ and $1+p G R\left(p^{n}, r\right)$ are $p$-groups and $p \nmid k$, we have

$$
\begin{align*}
& (1+x R)^{k} \cap\left(1+p G R\left(p^{n}, r\right)\right)=(1+x R) \cap\left(1+p G R\left(p^{n}, r\right)\right) \\
& \quad=1+p G R\left(p^{n}, r\right)=\left(1+p G R\left(p^{n}, r\right)\right)^{k} \tag{3.10}
\end{align*}
$$

(ii) Again, by (2.3) and (2.7), it suffices to show that

$$
\begin{equation*}
(1+x R)^{p} \cap\left(1+p G R\left(p^{n}, r\right)\right)=\left(1+p G R\left(p^{n}, r\right)\right)^{p} . \tag{3.11}
\end{equation*}
$$

Assume that $\left(1+x^{b} \varepsilon\right)^{p} \in 1+p G R\left(p^{n}, r\right)$, where $b>0, \varepsilon \in R^{*}$. We want to show that $\left(1+x^{b} \varepsilon\right)^{p} \in\left(1+p G R\left(p^{n}, r\right)\right)^{p}$. If $b \geq k$, we have $\left(1+x^{b} \varepsilon\right)^{p} \in$ $(1+p R)^{p} \subset \quad 1+p^{2} R$. Thus $\quad\left(1+x^{b} \varepsilon\right)^{p} \in\left(1+p^{2} R\right) \cap\left(1+p G R\left(p^{n}, r\right)\right)$ $=1+p^{2} G R\left(p^{n}, r\right)=\left(1+p G R\left(p^{n}, r\right)\right)^{p}$. Therefore, we may assume that $0<b<k$. Under this assumption, we will show that $\left(1+x^{b} \varepsilon\right)^{p}=1$. Writing

$$
\begin{align*}
\left(1+x^{b} \varepsilon\right)^{p} & =1+p x^{b} \varepsilon+\frac{p(p-1)}{2} x^{2 b} \varepsilon^{2}+\cdots+x^{p b} \varepsilon^{p} \\
& =1+p x^{b}\left(\varepsilon+\frac{(p-1)}{2} x^{b} \varepsilon^{2}+\cdots\right)+x^{p b} \varepsilon^{p} \\
& =1+p x^{b} \varepsilon^{\prime}+x^{b p} \varepsilon^{p} \quad\left(\varepsilon^{\prime} \in R^{*}\right) \\
& =1+x^{b+k} \eta+x^{b p} \varepsilon^{p} \quad\left(\eta \in R^{*}\right) \tag{3.12}
\end{align*}
$$

it suffices to show that $x^{b+k} \eta+x^{b p} \varepsilon^{p}=0$. Note that $x^{b+k} \eta+x^{b p} \varepsilon^{p} \in$ $p G R\left(p^{n}, r\right)$, since $\left(1+x^{b} \varepsilon\right)^{p} \in 1+p G R\left(p^{n}, r\right)$. Also note that $b+k \neq b p$ since $(p-1) \nmid k$.

Case 1. $b+k<b p$. Then

$$
\begin{equation*}
p G R\left(p^{n}, r\right) \ni x^{b+k} \eta+x^{b p} \varepsilon^{p}=p x^{b} \eta^{\prime} \quad \text { for some } \eta^{\prime} \in R^{*} . \tag{3.13}
\end{equation*}
$$

We must have $p x^{b}=0$ since $0<b<k$.
Case 2. $b+k>b p$.
Case 2.1. $b p \neq k$. Then $b p=a k+c$, where $a \geq 0,0<c<k$, and

$$
\begin{equation*}
p G R\left(p^{n}, r\right) \ni x^{b+k} \eta+x^{b p} \varepsilon^{p}=x^{b p} \eta^{\prime}=p^{a} x^{c} \eta^{\prime \prime} \quad\left(\eta^{\prime}, \eta^{\prime \prime} \in R^{*}\right) . \tag{3.14}
\end{equation*}
$$

Thus $p^{a} x^{c}=0$ since $0<c<k$.
Case 2.2. $\quad b p=k$. Then we have

$$
\begin{equation*}
p G R\left(p^{n}, r\right) \ni x^{b+k} \eta+x^{b p} \varepsilon^{p}=p u\left(x^{b} \eta+\varepsilon^{p}\right) \tag{3.15}
\end{equation*}
$$

Write $\varepsilon=z+x^{i} \delta, \quad z \in G R\left(p^{n}, r\right)^{*}, \delta \in R^{*}, i>0$. Then

$$
\begin{align*}
p G R\left(p^{n}, r\right) & \ni p u\left(x^{b} \eta+\varepsilon^{p}\right) \\
& =p u\left(x^{b} \eta+z^{p}+p x^{i} \delta^{\prime}+x^{i p} \delta^{p}\right) \quad\left(\delta^{\prime} \in R^{*}\right)  \tag{3.16}\\
& =p u z^{p}+p u\left(x^{b} \eta^{\prime}+x^{i p} \delta^{p}\right) \quad\left(\eta^{\prime} \in R^{*}\right) .
\end{align*}
$$

Note that $b \neq i p$. (Otherwise, $k=b p=i p^{2}$, which is a contradiction.) Thus

$$
\begin{equation*}
p G R\left(p^{n}, r\right) \ni p u\left(x^{b} \eta^{\prime}+x^{i p} \delta^{p}\right)=p x^{\min (b, i p)} \eta^{\prime \prime}, \quad \eta^{\prime \prime} \in R^{*} . \tag{3.17}
\end{equation*}
$$

Since $0<\min (b, i p)<k$, (3.17) happens only when $n=2$ and $\min (b, i p) \geq t$. In particular, $k / p=b \geq t$, which is contradictory to the assumption.
(iii) Also by (2.3) and (2.7), it suffices to show that

$$
\begin{equation*}
(1+x R)^{p} \supset 1+p G R\left(p^{2}, r\right) \tag{3.18}
\end{equation*}
$$

Every element of $1+p G R\left(p^{2}, r\right)$ is of the form $1+p u \varepsilon^{p}$ for some $\varepsilon \in T$, where $T$ is the Teichmüller set of $G R\left(p^{2}, r\right)$. We have

$$
\begin{align*}
(1+x R)^{p} & \ni\left(1+x^{k / p} \varepsilon\right)^{p} \\
& =1+p x^{k / p} \varepsilon^{\prime}+x^{k} \varepsilon^{p} \quad\left(\varepsilon^{\prime} \in R\right)  \tag{3.19}\\
& =1+p u \varepsilon^{p},
\end{align*}
$$

where $p x^{k / p}=0$ since $k / p \geq t$.
Theorem 3.3. Let

$$
\begin{equation*}
R(u)=G R\left(p^{n}, r\right)[x] /\left(x^{k}-p u, p^{n-1} x^{t}\right), \tag{3.20}
\end{equation*}
$$

where $n \geq 2,1 \leq t \leq k, u \in G R\left(p^{n}, r\right)^{*}$. Assume that one of the following conditions holds.
(i) $n=2$;
(ii) $p \nmid k, n \geq 3$;
(iii) $p \| k$, $(p-1) \nmid k$, and $n \geq 4$ or $n=3$ but $t>k / p$;
(iv) $p \| k,(p-1) \nmid k, n=3$, and $t \leq k / p$.

Define a subgroup $G \subset G R\left(p^{n-1}, r\right)^{*}$ as

$$
G= \begin{cases}\left(G R\left(p^{n-1}, r\right)^{*}\right)^{k}, & \text { if (i) or (ii) or (iii) holds }  \tag{3.21}\\ \left(T^{*}\right)^{k} \cdot\left(1+p G R\left(p^{2}, r\right)\right), & \text { if (iv) holds }\end{cases}
$$

where $T^{*}$ is the unique cyclic subgroup of $p^{r}-1$ of $G R\left(p^{n-1}, r\right)$. Let $\operatorname{Aut}\left(G R\left(p^{n-1}, r\right)\right)$ act on $G R\left(p^{n-1}, r\right)^{*} / G$ in the obvious way. Then the natural
homomorphism

$$
\begin{equation*}
\overline{(\quad)}: G R\left(p^{n}, r\right)^{*} \rightarrow G R\left(p^{n-1}, r\right)^{*} / G \tag{3.22}
\end{equation*}
$$

induces a bijection

$$
\begin{equation*}
[R(u)] \quad \mapsto \quad[\bar{u}], \quad u \in G R\left(p^{n}, r\right)^{*} \tag{3.23}
\end{equation*}
$$

between the isomorphism classes of pure finite chain rings with invariants $p, n, r$, $k$, $t$, and the $\operatorname{Aut}\left(G R\left(p^{n-1}, r\right)\right)$-orbits in $G R\left(p^{n-1}, r\right)^{*} / G$.

Proof. Under conditions (ii), (iii), or (iv), the conclusion follows from Lemmas 3.1 and 3.2. To be more specific, assume, for example, condition (iii). By Lemma 3.1, $R(u) \cong R(v) \quad\left(u, v \in G R\left(p^{n}, r\right)^{*}\right)$ if and only if there is a $\rho \in \operatorname{Aut}\left(G R\left(p^{n-1}, r\right)\right)$ such that in $G R\left(p^{n-1}, r\right)$,

$$
\begin{equation*}
\bar{u}^{-1} \rho(\bar{v}) \in\left[G R\left(p^{n-1}, r\right)[x] /\left(x^{k}-p \bar{u}, p^{n-2} x^{t}\right)\right]^{k} \cap G R\left(p^{n-1}, r\right)^{*}, \tag{3.24}
\end{equation*}
$$

where $\bar{u}$ and $\bar{v}$ are the images of $u$ an $v$ in $G R\left(p^{n-1}, r\right)$. According to Lemma 3.2, the right hand side of (3.24) is $\left(G R\left(p^{n-1}, r\right)^{*}\right)^{k}$. Thus $R(u) \cong R(v)$ if and only if $\bar{u}$ and $\bar{v}$ are in the same $\operatorname{Aut}\left(G R\left(p^{n-1}, r\right)\right)$-orbit of $G R\left(p^{n-1}, r\right)^{*} /\left(G R\left(p^{n-1}, r\right)^{*}\right)^{k}$.

Under condition (i), the conclusion follows from Lemma 3.1 and the fact that

$$
\begin{equation*}
\left[\left(G R(p, r)[x] /\left(x^{t}\right)\right)^{*}\right]^{k} \cap G R(p, r)^{*}=\left(G R(p, r)^{*}\right)^{k} . \tag{3.25}
\end{equation*}
$$

Corollary 3.4. Let $p, n, r, k, t$ be as in Theorem 3.3 and let $d=\left(k, p^{r}-1\right)$. Then the number of isomorphism classes of pure finite chain rings with invariants $p, n, r, k, t$ is

$$
\begin{array}{ll}
\frac{1}{r} \sum_{i=0}^{r-1}\left(p^{i}-1, d\right), & \text { under conditions (i), (ii), or (iv), } \\
\frac{1}{r} \sum_{i=0}^{r-1}\left(p^{i}-1, d\right) p^{(i, r)}, & \text { under condition (iii). } \tag{3.26}
\end{array}
$$

Here conditions (i)-(iv) are the ones in Theorem 3.3.
Proof. Let $T$ and $\sigma$ be the Teichmüller set and Frobenius map of $G R\left(p^{n-1}, r\right)$ respectively. First assume condition (iii). In the notation of Theorem 3.3, we have

$$
\begin{align*}
G R\left(p^{n-1}, r\right)^{*} / G & =\left(T^{*} /\left(T^{*}\right)^{k}\right) \times\left[\left(1+p G R\left(p^{n-1}, r\right)\right) /\left(1+p G R\left(p^{n-1}, r\right)\right)^{k}\right] \\
& =\left(T^{*} /\left(T^{*}\right)^{k}\right) \times\left[\left(1+p G R\left(p^{n-1}, r\right)\right) /\left(1+p^{2} G R\left(p^{n-1}, r\right)\right)\right] . \tag{3.27}
\end{align*}
$$

(Note that since $p \| k, \quad\left(1+p G R\left(p^{n-1}, r\right)\right)^{k}=\left(1+p G R\left(p^{n-1}, r\right)\right)^{p}=$ $1+p^{2} G R\left(p^{n-1}, r\right)$.) Identify $T^{*} /\left(T^{*}\right)^{k} \quad$ as $\quad \mathbb{Z}_{d} \quad$ and identify
$\left(1+p G R\left(p^{n-1}, r\right)\right) /\left(1+p^{2} G R\left(p^{n-1}, r\right)\right)$, as a set, as $T$. Then the action of $\sigma$ on $G R\left(p^{n-1}, r\right)^{*} / G=\mathbb{Z}_{d} \times T$ is given by

$$
\begin{equation*}
\sigma(a, \xi)=\left(p a, \xi^{p}\right), \quad(a, \xi) \in \mathbb{Z}_{d} \times T \tag{3.28}
\end{equation*}
$$

For each $0 \leq i<r-1$, the number of elements in $\mathbb{Z}_{d} \times T$ fixed by $\sigma^{i}$ is

$$
\begin{equation*}
\left(p^{i}-1, d\right) \cdot\left[\left(p^{i}-1, p^{r}-1\right)+1\right]=\left(p^{i}-1, d\right) p^{(i, r)} \tag{3.29}
\end{equation*}
$$

Thus by the Burnside Lemma, the number of $\langle\sigma\rangle$-orbits in $\mathbb{Z}_{d} \times T$ is

$$
\begin{equation*}
\frac{1}{r} \sum_{i=0}^{r-1}\left(p^{i}-1, d\right) p^{(i, r)} \tag{3.30}
\end{equation*}
$$

The proof of (3.26) under conditions (i), (ii), and (iv) is similar. One only has to note that in these cases,

$$
\begin{equation*}
G R\left(p^{n-1}, r\right)^{*} / G=T^{*} /\left(T^{*}\right)^{k} \tag{3.31}
\end{equation*}
$$

Remark. Let $d \mid\left(p^{r}-1\right)$. By a result of [3],

$$
\begin{equation*}
\frac{1}{r} \sum_{i=0}^{r-1}\left(p^{i}-1, d\right)=\sum_{c \mid d} \frac{\phi(c)}{\tau(c)} \tag{3.32}
\end{equation*}
$$

where $\phi(c)$ is the Euler function and $\tau(c)$ is the smallest number $m>0$ such that $p^{m}-1 \equiv 0(\operatorname{mode} c)$. Both sides of (3.32) are the number of orbits when $\mathbb{Z}_{r}$ acts on $\mathbb{Z}_{d}$ through

$$
\begin{align*}
\mathbb{Z}_{r} \times \mathbb{Z}_{d} & \rightarrow \mathbb{Z}_{d} \\
(i, a) & \mapsto p^{i} a . \tag{3.33}
\end{align*}
$$

The left hand side of (3.32) is independent of $r$ as long as $d \mid\left(p^{r}-1\right)$. This fact can also be seen directly without using (3.32). Actually, for any integers $s>0$, $(1 / s r) \sum_{i=0}^{s r-1}\left(p^{i}-1, d\right)=(1 / r) \sum_{i=0}^{r-1}\left(p^{i}-1, d\right)$.

## 4. THE ORDER OF AN ELEMENT IN $1+x R$

Let

$$
\begin{equation*}
R=G R\left(p^{n}, r\right)[x] /\left(g, p^{n-1} x^{t}\right) \tag{4.1}
\end{equation*}
$$

be a finite chain ring with invariants $p, n, r, k, t$, where $t=k$ when $n=1$, $1 \leq t \leq k$ when $n \geq 2$, and
$g=x^{k}-p\left(a_{k-1} x^{k-1}+\cdots+a_{0}\right), \quad a_{i} \in G R\left(p^{n}, r\right), a_{0} \in G R\left(p^{n}, r\right)^{*}$.
The invariants $p, n, r, k, t$ will be fixed throughout this section. For $c \geq 1$ and $l \geq 0$, let

$$
\begin{equation*}
h_{c, l}=\min \left\{c p^{i}+(l-i) k: 0 \leq i \leq l\right\} . \tag{4.3}
\end{equation*}
$$

Clearly, $h_{c, l}$ is increasing with respect to both $c$ and $l$.
Lemma 4.1. Let $c \geq 1$.
(i) If $k$ is not of the form $c(p-1) p^{s}(s \geq 0)$ and $\varepsilon \in R^{*}$, then for all $l \geq 0$,

$$
\begin{equation*}
\left(1+x^{c} \varepsilon\right)^{p^{l}}=1+x^{h_{c, l}} \varepsilon_{l}, \quad \varepsilon_{l} \in R^{*} \tag{4.4}
\end{equation*}
$$

(ii) If $k$ is not of the form $c(p-1) p^{s}(s \geq 0)$, or if $r>1$, or if $a_{0} \not \equiv-1$ $\left(\bmod p G R\left(p^{n}, r\right)\right)$, where $a_{0}$ is as in (4.2), then the exponent of the multiplicative group $1+x^{c} R$ is $p^{L}$ where $L$ is the smallest $l$ such that $h_{c, l} \geq(n-1) k+t$.

Proof. (i) We use induction on $l$. Condition (4.4) trivially holds for $l=0$. Assuming (4.4), we have

$$
\begin{align*}
\left(1+x^{c} \varepsilon\right)^{p^{t+1}} & =\left(1+x^{h_{c, l}} \varepsilon_{l}\right)^{p} \\
& =1+p x^{h_{c, l}} \varepsilon_{l}+\frac{p(p-1)}{2} x^{2 h_{c, l}} \varepsilon_{l}^{2}+\cdots+x^{p h_{c, l}} \varepsilon_{l}^{p} \\
& =1+p x^{h_{c, l}}\left(\varepsilon_{l}+\frac{p-1}{2} x^{h_{c, l}} \varepsilon_{l}^{2}+\cdots\right)+x^{p h_{c, l}} \varepsilon_{l}^{p}  \tag{4.5}\\
& =1+p x^{h_{c, 1}} \varepsilon^{\prime}+x^{p h_{c, l} \varepsilon^{\prime \prime}} \quad\left(\varepsilon^{\prime}, \varepsilon^{\prime \prime} \in R^{*}\right) \\
& =1+x^{k+h_{c, l}} \varepsilon^{\prime \prime \prime}+x^{p h_{c, l}} \varepsilon^{\prime \prime} \quad\left(\varepsilon^{\prime \prime \prime} \in R^{*}\right) .
\end{align*}
$$

Note that $k+h_{c, l} \neq p h_{c, l}$. (Otherwise, $k=(p-1) h_{c, l}$, which force $h_{c, l}=c p^{l}$ according to (4.3). Then $k=c(p-1) p^{l}$, which contradicts the assumption on k.) Therefore,

$$
\begin{equation*}
\left(1+x^{c} \varepsilon\right)^{p^{l+1}}=1+x^{\min \left\{k+h_{c, l, l} p p_{c, l}\right\}} \varepsilon_{l+1}, \quad \varepsilon_{l+1} \in R^{*} \tag{4.6}
\end{equation*}
$$

Since

$$
\begin{align*}
\min & \left\{k+h_{c, l}, p h_{c, l}\right\} \\
= & \min \left\{c p^{0}+(l+1) k, \quad c p^{1}+l k, \ldots, c p^{l}+k,\right. \\
& \left.p\left(c p^{0}+l k\right), \ldots, p\left(c p^{l-1}+k\right), c p^{l+1}\right\} \\
= & \min \left\{c p^{0}+(l+1) k, c p^{1}+l k, \ldots, c p^{l}+k, c p^{l+1}\right\} \\
= & h_{c, l+1} \tag{4.7}
\end{align*}
$$

we have proved (4.4) for $l+1$.
(ii) From the proof of (i), it is easy to see that

$$
\begin{equation*}
\left(1+x^{c} R\right)^{p^{l}} \subset 1+x^{h_{c, l}} R \quad \text { for all } l \geq 0 \tag{4.8}
\end{equation*}
$$

Thus $\left(1+x^{c} R\right)^{p^{L}} \subset 1+x^{h_{c, L}} R=\{1\}, \quad$ since $\quad h_{c, L} \geq(n-1) k+t \quad$ and $(n-1) k+t$ is the nilpotency of $x$. It remains to prove that there is a $u \in R$
such that

$$
\begin{equation*}
\left(1+x^{c} u\right)^{p^{L-1}} \neq 1 \tag{4.9}
\end{equation*}
$$

If $k$ is not of the form $c(p-1) p^{s}$, (4.9) follows from (4.4) with $u=1$. Now assume that $k=c(p-1) p^{s}$ for some $s \geq 0$. Because of the assumption on $r$ and $a_{0}$, the inequality $a_{0}^{-1} y+y^{p} \neq 0$ in $G R\left(p^{n}, r\right) / p G R\left(p^{n}, r\right)=G F\left(p^{r}\right)$ has a solution $y \in G F\left(p^{r}\right)^{*}$. Lift $y$ to $\bar{y} \in T^{*}=T \backslash\{0\}$, where $T$ is the Teichmüller set of $G R\left(p^{n}, r\right)$. Then $a_{0}^{-1} \bar{y}+\bar{y}^{p} \in G R\left(p^{n}, r\right)^{*}$. Let $\sigma$ be the Frobenius map of $\operatorname{GR}\left(p^{n}, r\right)$ and choose $u=\sigma^{-s}(\bar{y})$. We will show that for all $l \geq 0$,

$$
\begin{equation*}
\left(1+x^{c} u\right)^{p^{l}}=1+x^{h_{c, l}} \varepsilon_{l}, \quad \varepsilon_{l} \in R^{*} . \tag{4.10}
\end{equation*}
$$

(Note that (4.9) follows from (4.10) immediately.) It is easy to see that for $0 \leq l \leq s+1, h_{c, l}=c p^{l}$ and that

$$
\begin{equation*}
\left(1+x^{c} u\right)^{p^{l}}=1+x^{c p^{l}} \varepsilon_{l}, \quad \varepsilon_{l} \equiv u^{p^{l^{\prime}}} \quad(\bmod x R), \quad 0 \leq l \leq s \tag{4.11}
\end{equation*}
$$

(The proof of (4.11) is the same as that of (i).) We then have

$$
\begin{align*}
\left(1+x^{c} u\right)^{p^{s+1}} & =\left(1+x^{c p^{s}} \varepsilon_{s}\right)^{p} \\
& =1+p x^{c p^{s}} \eta+x^{c p^{s+1}} \varepsilon_{s}^{p} \quad\left(\eta \equiv \varepsilon_{s}(\bmod x R)\right) \\
& =1+x^{c p^{s}+k} a_{0}^{-1} \eta^{\prime}+x^{c p^{s+1}} \varepsilon_{s}^{p} \quad\left(\eta^{\prime} \equiv \varepsilon_{s}(\bmod x R)\right) \\
& =1+x^{c p^{s+1}}\left(a_{0}^{-1} \eta^{\prime}+\varepsilon_{s}^{p}\right) . \tag{4.12}
\end{align*}
$$

In $R / x R$,

$$
\begin{align*}
a_{0}^{-1} \eta^{\prime}+\varepsilon_{s}^{p} & =a_{0}^{-1} \varepsilon_{s}+\varepsilon_{s}^{p} \\
& =a_{0}^{-1} u^{p^{s}}+u^{p^{s+1}} \\
& =a_{0}^{-1} \bar{y}+\bar{y}^{p} \\
& \neq 0 \tag{4.13}
\end{align*}
$$

Thus

$$
\begin{equation*}
\left(1+x^{c} u\right)^{p+1}=1+x^{c p^{s+1}} \varepsilon_{s+1}=1+x^{h_{c, s+1}} \varepsilon_{s+1}, \quad \varepsilon_{s+1} \in R^{*} \tag{4.14}
\end{equation*}
$$

For $l>s+1$, starting with (4.14) and again by the same proof as that of (i), one can show that

$$
\begin{equation*}
\left(1+x^{c} u\right)^{p^{l}}=1+x^{h_{c, l}} \varepsilon_{l}, \quad \varepsilon_{l} \in R^{*} \tag{4.15}
\end{equation*}
$$

The proof of (ii) is now complete.
For $c \geq 1$, let

$$
\begin{equation*}
\alpha(c)=\text { the smallest } l \text { such that } h_{c, l} \geq(n-1) k+t . \tag{4.16}
\end{equation*}
$$

Then we have the following corollary.
Corollary 4.2. Let $c \geq 1$,
(i) If $k$ is not of the form $c(p-1) p^{s}(s \geq 0)$ and $\varepsilon \in R^{*}$, then the multiplicative order of $1+x^{c} \varepsilon$ is $p^{\alpha(c)}$.
(ii) If $k$ is not of the form $c(p-1) p^{s}(s \geq 0)$, or if $r>1$, or if $a_{0} \not \equiv-1$ $(\bmod x R)$, then the exponent of the multiplicative group $1+x^{c} R$ is $p^{\alpha(c)}$.

In the next two lemmas, we calculate $h_{c, l}$ and $\alpha(c)$ explicitly.
Lemma 4.3. For $c \geq 1$, let

$$
\begin{equation*}
l(c)=\max \left\{0,\left[\log _{p}\left(\frac{k}{(p-1) c}\right)\right]\right\} . \tag{4.17}
\end{equation*}
$$

Then

$$
h_{c, l}= \begin{cases}c p^{l}, & \text { if } 0 \leq l \leq l(c),  \tag{4.18}\\ c p^{\iota(c)}+(l-l(c)) k, & \text { if } l>l(c) .\end{cases}
$$

Proof. The proof relies on the fact that the function $f(x)=c p^{x}+(l-x) k$ is decreasing for $x$ to the left of a certain point and is increasing for $x$ to the right of the point. (The critical number, which is of no use in this proof, is actually $\log _{p} k-\log _{p}(c \ln p$ ).) Note that (4.18) is obvious for $l=0$. Thus we assume $l \geq 1$.

Case 1. $\quad l(c)=0$. Then $k \leq(p-1) c$. For $l \geq 1$, we have

$$
\begin{equation*}
c p^{0}+l k \leq c p^{1}+(l-1) k \tag{4.19}
\end{equation*}
$$

Thus

$$
\begin{equation*}
h_{c, l}=\min \left\{c p^{i}+(l-i) k: 0 \leq i \leq l\right\}=c p^{0}+l k . \tag{4.20}
\end{equation*}
$$

Case 2. $\quad l(c)>0$. Then

$$
\begin{equation*}
(p-1) c p^{\imath(c)-1}<k \leq(p-1) c p^{\imath(c)} \tag{4.21}
\end{equation*}
$$

For $1 \leq l \leq l(c), c p^{l} \leq c p^{l-1}+k$. Then

$$
\begin{equation*}
h_{c, l}=\min \left\{c p^{i}+(l-i) k: 0 \leq i \leq l\right\}=c p^{l} . \tag{4.22}
\end{equation*}
$$

For $l>l(c)$,

$$
\begin{equation*}
c p^{\imath(c)}+(l-l(c)) k<c p^{\imath(c)-1}+(l-l(c)+1) k \tag{4.23}
\end{equation*}
$$

and

$$
\begin{equation*}
c p^{i(c)}+(l-l(c)) k \leq c p^{i(c)+1}+(l-l(c)-1) k . \tag{4.24}
\end{equation*}
$$

Thus

$$
\begin{equation*}
h_{c, l}=\min \left\{c p^{i}+(l-i) k: 0 \leq i \leq l\right\}=c p^{\imath(c)}+(l-l(c)) k . \tag{4.25}
\end{equation*}
$$

Lemma 4.4.

$$
\alpha(c)= \begin{cases}l(c)+n-1+\left\lceil\frac{t-c p^{\prime(c)}}{k}\right\rceil, & \text { if } 1 \leq c<(n-1) k+t  \tag{4.26}\\ 0 & \text { if } c \geq(n-1) k+t\end{cases}
$$

Proof. The conclusion is obvious for $c \geq(n-1) k+t$. Thus assume $1 \leq c<(n-1) k+t$. First, we claim that

$$
\begin{equation*}
c p^{\prime(c)-1}<(n-1) k+t \tag{4.27}
\end{equation*}
$$

If $l(c)=0,(4.27)$ is obvious. If $l(c)>0$, by (4.17),

$$
\begin{equation*}
(p-1) c p^{\prime(c)-1}<k \tag{4.28}
\end{equation*}
$$

which implies (4.27). By (4.27) and (4.18), we see that $h_{c, l} \geq(n-1) k+t$ implies $l \geq l(c)$. Thus by (4.18),

$$
\begin{align*}
h_{c, l} & \geq(n-1) k+t \\
& \Leftrightarrow l \geq l(c) \text { and } c p^{\prime(c)}+(l-\imath(c)) k \geq(n-1) k+t \\
& \Leftrightarrow l \geq l(c) \text { and } l \geq l(c)+n-1+\left\lceil\frac{t-c p^{\imath(c)}}{k}\right\rceil . \tag{4.29}
\end{align*}
$$

The proof will be complete after proving

$$
\begin{equation*}
n-1+\frac{t-c p^{i(c)}}{k}>-1 \tag{4.30}
\end{equation*}
$$

Assume the contrary of (4.30). Then

$$
\begin{equation*}
c p^{\prime(c)} \geq n k+t \tag{4.31}
\end{equation*}
$$

In particular, $l(c)>0$ since $c<(n-1) k+t$. Then by (4.28), $c p^{\iota(c)}<k p /$ $(p-1) \leq 2 k$, which is a contradiction to (4.31)

## 5. THE GROUP OF UNITS

Let

$$
\begin{equation*}
R=G R\left(p^{n}, r\right)[x] /\left(g, p^{n-1} x^{t}\right) \tag{5.1}
\end{equation*}
$$

be a finite chain ring with invariants $p, n, r, k, t$, where $t=k$ when $n=1$ and $1 \leq t \leq k$ when $n \geq 2$, and $g \in G R\left(p^{n}, r\right)[x]$ is an Eisenstein polynomial of degree $k$. Since $R^{*} \cong T^{*} \times(1+x R)((2.7))$, to determine the structure of the
group of units of $R^{*}$ of $R$, it suffices to determine that of the multiplicative group $1+x R$.

Let $\alpha(c)(c \geq 1)$ be defined by (4.16). Since $h_{c, l}$ (defined in (4.3)) is increasing with respect to $c, \alpha(c)$ is decreasing with respect to $c$. From the definitions of $\alpha(c)$ and $h_{c, l}$, it is also clear that $\alpha((n-1) k+t)=0$ and $\alpha((n-1) k+$ $t-1)>0$. Thus

$$
\begin{equation*}
\alpha(1) \geq \alpha(2) \geq \cdots \geq \alpha((n-1) k+t-1)>\alpha((n-1) k+t)=0 \tag{5.2}
\end{equation*}
$$

For each $0 \leq j \leq \alpha(1)$, let

$$
\begin{equation*}
e_{j}=|\{c: 1 \leq c \leq(n-1) k+t, \alpha(c)=j\}| . \tag{5.3}
\end{equation*}
$$

Note that $e_{0}=1$ and $e_{0}+\cdots+e_{\alpha(1)}=(n-1) k+t$.
Theorem 5.1. Assume that $(p-1) \nmid k$, Then

$$
\begin{equation*}
\left.1+x R \cong \mathbb{Z}_{p}^{r\left(e_{1}-e_{2}\right)} \times \mathbb{Z}_{p^{2}}^{r\left(e_{2}-e_{3}\right)} \times \cdots \times \mathbb{Z}_{p^{2(1)-1}}^{r\left(e_{(1)}-1\right.}-e_{\alpha(1)}\right) \times \mathbb{Z}_{p^{\alpha(1)}}^{\left.r_{\alpha(1)}\right)} . \tag{5.4}
\end{equation*}
$$

(Note that (5.4) implies that $e_{1} \geq e_{2} \geq \cdots \geq e_{\alpha(1)}$.)
Proof. For each $c \geq 1$ and $\varepsilon \in R^{*}$, by Corollary 4.2, $o\left(1+x^{c} \varepsilon\right)=p^{\alpha(c)}$. Thus for each $0 \leq j \leq \alpha(1)$,

$$
\begin{align*}
\left\{y \in 1+x R: y^{p^{j}}\right. & =1\}=\left\{1+x^{c} \varepsilon: \alpha(c) \leq j, \varepsilon \in R^{*}\right\} \\
& =1+x^{1+e_{\alpha(1)}+\cdots+e_{j+1}} R \tag{5.5}
\end{align*}
$$

since the smallest integer $c$ such that $\alpha(c) \leq j$ is $1+e_{\alpha(1)}+\cdots+e_{j+1}$. In particular,

$$
\begin{align*}
\left|\left\{y \in 1+x R: y^{p^{j}}=1\right\}\right| & =p^{r\left[(n-1) k+t-\left(1+e_{\alpha(1)}+\cdots+\varepsilon_{j+1}\right)\right]} \\
& =p^{r\left[e_{1}+\cdots+e_{j}\right]}, \quad \text { for } 0 \leq j \leq \alpha(1) \tag{5.6}
\end{align*}
$$

Isomorphism (5.4) follows from (5.6) through straightforward counting arguments.

Theorem 5.1 shows that the group of units of a finite chain ring is more interesting than that of a Galois ring (cf. (2.4)). Next, we look at some concrete examples of Theorem 5.1.

Example 5.2. Let $(p, n, r, k, t)=(5,3, r, 5,1) .(n-1) k+t=11$. Using (4.26), one can quickly determine that

$$
\begin{equation*}
(\alpha(1), \ldots, \alpha(11))=(3,2,2,2,2,1,1,1,1,1,0) \tag{5.7}
\end{equation*}
$$

Thus $e_{1}=5, e_{2}=4, e_{3}=1$, and

$$
\begin{equation*}
R^{*} \cong \mathbb{Z}_{5^{r-1}} \times \mathbb{Z}_{5}^{r} \times \mathbb{Z}_{5^{2}}^{3 r} \times \mathbb{Z}_{5^{3}}^{r} \tag{5.8}
\end{equation*}
$$

Example 5.3. $\quad \operatorname{Let}(p, n, r, k, t)=(3,2, r, 19,3) .(n-1) k+t=22 . \mathrm{By}(4.26)$,

$$
\begin{equation*}
(\alpha(1), \ldots, \alpha(22))=(3,3,2,2,2,2,2,1, \ldots, 1,0) \tag{5.9}
\end{equation*}
$$

Thus $e_{1}=14, e_{2}=5, e_{3}=2$, and

$$
\begin{equation*}
R^{*} \cong \mathbb{Z}_{3^{r}-1} \times \mathbb{Z}_{3}^{9 r} \times \mathbb{Z}_{3^{2}}^{3 r} \times \mathbb{Z}_{3^{3}}^{2 r} \tag{5.10}
\end{equation*}
$$

Theorem 5.1 also shows that when $(p-1) \nmid k$, the structure of the group of units of a finite chain ring is completely determined by its invariants $p, n, r, k$, $t$. However, this is not the case when $(p-1) \mid k$.

## Example 5.4. Let

$$
\begin{align*}
& R=\mathbb{Z}_{3^{2}}[x] /\left(x^{2}-3\right),  \tag{5.11}\\
& S=\mathbb{Z}_{3^{2}}[x] /\left(x^{2}-6\right) \tag{5.12}
\end{align*}
$$

Both $R$ and $S$ are finite chain rings with invariants $(p, n, r, k, t)=(3,2,1,2,2)$. $(n-1) k+t=4$. For each $a \in R$,

$$
\begin{align*}
& (1+x a)^{3}=1+3 x a+x^{3} a^{3}=1+3 x\left(a+a^{3}\right)  \tag{5.13}\\
& (1+x a)^{3^{2}}=1 \tag{5.14}
\end{align*}
$$

Thus

$$
\begin{align*}
\left|\left\{y \in 1+x R: y^{3}=1\right\}\right| & =\left|\left\{1+x a: a+a^{3} \equiv 0(\bmod x R)\right\}\right| \\
& =|\{1+x a: a \equiv 0(\bmod x R)\}| \\
& =\left|1+x^{2} R\right| \\
& =3^{2} . \tag{5.15}
\end{align*}
$$

(Note that $1+a^{2} \neq 0$ in $R / x R=G F(3)$.) Therefore

$$
\begin{equation*}
1+x R \cong \mathbb{Z}_{3} \times \mathbb{Z}_{3^{2}} \tag{5.16}
\end{equation*}
$$

Similarly, for each $b \in S$,

$$
\begin{equation*}
(1+x b)^{3}=1+3 x b+x^{3} b^{3}=1+3 x\left(b-b^{3}\right)=1 \tag{5.17}
\end{equation*}
$$

since $b-b^{3}=0$ in $S / x S=G F(3)$. Thus

$$
\begin{equation*}
1+x S \cong \mathbb{Z}_{3}^{3} \tag{5.18}
\end{equation*}
$$
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