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#### Abstract

In this paper, we use smoothing splines to deal with numerical differentiation. Some heuristic methods for choosing regularization parameters are proposed, including the $L$ curve method and the de Boor method. Numerical experiments are performed to illustrate the efficiency of these methods in comparison with other procedures.
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## 1. Introduction

Numerical differentiation is the problem of approximating the derivatives of a certain function. It frequently arises in practice as well as in theory. For example, the inverse problem of calculating engineering loads from strain data requires the second-order differentiation of bending moment of a beam, [1]. Other examples can be found e.g. in [2-6] and the references therein.

Suppose that $f(x)$ is a function defined on $[0,1]$. Often we obtain the values of $f(x)$ at particular points by measurement which encounters unavoidable errors. Hence let us denote the measured function by $f^{\delta}(x)$, where the so-called noise level $\delta>0$ is such that $\left\|f-f^{\delta}\right\|<\delta$, ( $\|\cdot\|$ is a certain norm, e.g., the $L^{2}$-norm). From $f^{\delta}$, we aim to approximate the derivatives of $f$ of some orders. This problem, which we call numerical differentiation, is well-known to be ill-posed in the sense of Hadamard. This means that a small noise in the measured data, i.e., small $\delta$, may cause intolerable errors in the computed derivatives.

Various techniques have been proposed for stable numerical differentiation (see [2-11] for further references and surveys). We can classify them into two groups:
(1) Methods which are based on knowledge or good estimate of the noise level $\delta$.
(2) Methods which do not require knowledge of $\delta$, but seek to extract this information from the nature of the problem and the data.

Methods in the second group are often called heuristic methods. Since the noise level $\delta$ or prior information about the exact solution is not always available, it is pragmatic to develop heuristic methods for choosing regularization parameters. In the literature, there are a number of such methods such as the $L$-curve method [12,13] and the generalized cross validation method (GCV for short) [3] which have been demonstrated to be fairly satisfactory. However, for numerical differentiation,

[^0]the use of such methods is rather sparse. To the best of our knowledge, the most comprehensive analysis is the use of GCV in [3].

For numerical differentiation, smoothing splines are recognized to be useful objects. A breakthrough in using smoothing splines was made with the work of Schoenberg and Reinsch in 1960s (see [14] and references therein). They proved that the minimizer of problem (1) (see Section 2) is a spline of order $2 k$. After that, there were some papers dealing with the issue of choosing the regularization parameter. One of the most prominent methods is the generalized cross validation method (GCV) which was investigated thoroughly by Craven and Wahba (see [3]). Another popularly cited paper was due to Hanke and Scherzer [4]. In their paper, with the choice $\alpha=\delta^{2}$, they proved the convergence result for using cubic smoothing spline to approximate derivatives. Following this paper, several authors dealt with higher smoothing splines with the same parameter choice, e.g., [6]. Parallel to the development of using splines is the implementation in Matlab with the Spline Toolbox by de Boor [15]. In this toolbox, the author implemented the procedure for choosing the regularization parameter by the discrepancy principle and remarkably, the heuristic method based on trace balance which we call later the ad hoc procedure, or the de Boor method. The users can also find various applications of splines in this toolbox.

In this paper, we are particularly interested in heuristic methods for choosing regularization parameters in smoothing splines. By working with the Matlab program, especially the Spline Toolbox of de Boor [15] and the Regularization Toolbox [12] by Hansen, we see the possibility of using smoothing splines for numerical differentiation with heuristic strategies for choosing the regularization parameters, including the $L$-curve method and the so-called ad hoc procedure (or de Boor method). We implement the L-curve method (which makes use of the regularization package of Hansen) for smoothing splines and modify the idea of trace balance of de Boor for higher smoothing splines. We also combine these methods to choose more suitable regularization parameters.

This paper is organized as follows. In Section 2, we formulate the problem and recall some well-known results on smoothing splines. Section 3 illustrates these results by examining the cases when $k=2$ and 3 and devises some heuristic methods for choosing the regularization parameters, including the $L$-curve method and the de Boor method. Numerical examples are presented in Section 4. In the course of experiments, we find these methods satisfactory and, in some cases, even better than methods using knowledge of the noise level.

## 2. Preliminaries

Let us formulate the problem of smoothing splines and state some previous results (see [6]). Suppose that $y=y(x)$ is a function from $[0,1]$ into $\mathbb{R}$. Let $n$ be a natural number,

$$
\Delta=\left\{0=x_{0}<x_{1}<x_{2}<\cdots<x_{n}=1\right\}
$$

a grid on $[0,1]$, and $\delta$ a given constant which indicates the level of noise in the data. Denote step sizes by

$$
h_{i}=x_{i+1}-x_{i}, \quad i=0,1,2, \ldots, n-1
$$

Next, by measurement, we have a number of noisy samples $y_{i}$ of the values $y\left(x_{i}\right)$ satisfying

$$
\left|y_{i}-y\left(x_{i}\right)\right| \leq \delta, \quad i=0,1,2, \ldots, n
$$

From these samples, we aim to construct approximations of the function, as well as its derivatives of some orders. To this end, we seek for a solution of the variational problem

$$
\begin{equation*}
\Phi(f)=\frac{1}{n-1} \sum_{j=1}^{n-1}\left(y_{j}-f\left(x_{j}\right)\right)^{2}+\alpha \int_{0}^{1} f^{(k)}(x)^{2} d x=\min ! \tag{1}
\end{equation*}
$$

over the admissible set

$$
\Lambda=\left\{f \in H^{k}(0,1), f(0)=y_{0}, f(1)=y_{n}\right\}
$$

where the Sobolev space $H^{k}(0,1)$ is defined by (see, $[2,3,5,6]$ )

$$
H^{k}(0,1)=\left\{f \in C^{k-1}[0,1], f^{(k-1)}(x)=a+\int_{0}^{x} \psi(s) d s, a \in \mathbb{R}, \psi \in L^{2}(0,1)\right\}
$$

Here $\alpha>0$, called a regularization parameter, controls the infidelity of the computed function to the data, presented by the term $\frac{1}{n-1} \sum_{j=1}^{n-1}\left(y_{j}-f\left(x_{j}\right)\right)^{2}$ and its roughness, represented by the term $\int_{0}^{1} f^{(k)}(x)^{2} d x$. The minimizer, denoted by $f_{\alpha}$, turns out to be a spline of order $2 k$. Its derivatives with respect to some suitable $\alpha$ are then used to approximate the derivatives (up to order $k-1$ ) of the original function. Observe that, for $\alpha=0$, the minimizer $f_{0}$ is the spline that interpolates the data while, as $\alpha \rightarrow \infty$, the minimizers approach the straight line that best fits the data.

Sometimes the noise level $\delta$ can be estimated accurately. However, in general, we can neither estimate this quantity nor understand its behavior. This motivates computational methods which do not depend on the knowledge the noise level.

Problem (1) was investigated thoroughly in [6] (see also [4]). It is stated that the minimizer $f_{*}$ can be given by

$$
\begin{equation*}
f_{*}(x)=c_{j, 1}+c_{j, 2} x+\cdots+c_{j, 2 k} x^{2 k}, \quad x \in\left[x_{j}, x_{j+1}\right) \tag{2}
\end{equation*}
$$

for $j=0,1, \ldots, n-1$, where the $2 k n$ parameters $c_{j, l}$ are determined by solving the following system of linear equations

$$
\begin{cases}f_{*}^{(i)}\left(x_{j}+\right)-f_{*}^{(i)}\left(x_{j}-\right)=0, & \text { for } i=0,1,2, \ldots, 2 k-2, j=1, \ldots, n-1,  \tag{3}\\ f_{*}^{(2 k-1)}\left(x_{j}+\right)-f_{*}^{(2 k-1)}\left(x_{j}-\right)=\frac{y_{j}-f_{*}\left(x_{j}\right)}{\alpha(-1)^{k}(n-1)} & \text { for } j=1, \ldots, n-1, \\ f_{*}^{(k+j)}(0)=f_{*}^{(k+j)}(1)=0 & \text { for } j=0,1, \ldots, k-2, \\ f_{*}(0)=y_{0}, f_{*}(1)=y_{n} . & \end{cases}
$$

Theorem 2.1 (Wang et al. [6]). Suppose that $f_{*}$ satisfies (2) and (3). Then $f_{*}$ is a minimizer of $\Phi(f)$ over $\Lambda$. Moreover, $\Phi(f)$ has a unique minimizer.

Theorem 2.2 (Wang et al. [6]). Problem (2)-(3) is uniquely solvable.

## 3. Some heuristic methods for choosing the regularization parameter

To illustrate the theoretical results on smoothing splines, as well as to make the use of some heuristic methods more intuitive, we investigate the special cases when $k=2$ and 3.
3.1. Cubic smoothing splines for approximating the first-order derivative $(k=2)$

For $k=2$ the minimizer of problem (1) turns out to be a cubic spline. We adapt the notations used by de Boor [16, pp. 235-239] in describing this spline. The minimizer takes the form

$$
f(x)=a_{i}+b_{i}\left(x-x_{i}\right)+c_{i}\left(x-x_{i}\right)^{2}+d_{i}\left(x-x_{i}\right)^{3}, \quad x \in\left[x_{i}, x_{i+1}\right), i=0,1, \ldots, n-1
$$

The smoothness at grid points yields
(i) $c_{i+1}-c_{i}=3 h_{i} d_{i}$;
(ii) $b_{i+1}-b_{i}=2 h_{i} c_{i}+3 h_{i}^{2} d_{i}$;
(iii) $a_{i+1}-a_{i}=h_{i} b_{i}+h_{i}^{2} c_{i}+h_{i}^{3} d_{i}$;
for $i=0,1, \ldots, n-2$.
By simple calculations, we obtain a linear system for $a_{i}$ and $c_{i}$, namely

$$
\left\{\begin{array}{l}
h_{i-1} c_{i-1}+2\left(h_{i-1}+h_{i}\right) c_{i}+c_{i+1} h_{i+1}=3\left(\frac{a_{i-1}}{h_{i-1}}-\left(\frac{1}{h_{i-1}}+\frac{1}{h_{i}}\right) a_{i}+\frac{a_{i+1}}{h_{i}}\right) \\
c_{0}=c_{n}=0 ; \quad i=1,2, \ldots, n-2
\end{array}\right.
$$

Denote the vectors

$$
\mathbf{a}=\left(a_{0}, a_{1}, \ldots, a_{n}\right)^{t} ; \quad \mathbf{c}=\left(c_{1}, c_{2}, \ldots, c_{n-1}\right)^{t}
$$

and the matrices

$$
\begin{aligned}
& R=\left(\begin{array}{ccccc}
2\left(h_{0}+h_{1}\right) & h_{1} & 0 & \cdots & 0 \\
h_{1} & 2\left(h_{1}+h_{2}\right) & h_{2} & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & h_{n-3} & 2\left(h_{n-3}+h_{n-2}\right) & h_{n-2} \\
0 & \cdots & 0 & h_{n-2} & 2\left(h_{n-2}+h_{n-1}\right)
\end{array}\right), \\
& Q=\left(\begin{array}{ccccc}
\left(-\frac{1}{h_{0}}-\frac{1}{h_{1}}\right) & \frac{1}{h_{1}} & 0 & \cdots & 0 \\
\frac{1}{h_{1}} & \left(-\frac{1}{h_{1}}-\frac{1}{h_{2}}\right) & \frac{1}{h_{2}} & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & \frac{1}{h_{n-3}} & \left(-\frac{1}{h_{n-3}}-\frac{1}{h_{n-2}}\right) & \frac{1}{h_{n-2}} \\
0 & 0 & \cdots & \frac{1}{h_{n-2}} & \left(-\frac{1}{h_{n-2}}-\frac{1}{h_{n-1}}\right) \\
0 & 0 & \cdots & 0 & \frac{1}{h_{n-1}}
\end{array}\right) .
\end{aligned}
$$

Then

$$
R \mathbf{c}=3 Q^{t} \mathbf{a}
$$

It is easy to see that $R$ is a symmetric positive matrix of order $n-1$ and $Q$ is a tridiagonal matrix of the size $(n+1) \times(n-1)$. In addition, the characteristic of the minimizer gives

$$
\left\{\begin{array}{l}
c_{0}=c_{n}=0 \\
d_{i+1}-d_{i}=\frac{1}{6 \alpha(n-1)}\left(y_{i}-a_{i}\right), \quad i=0,1, \ldots, n-2
\end{array}\right.
$$

In combination with ( i ), this yields

$$
\frac{c_{i}}{h_{i}}-c_{i+1}\left(\frac{1}{h_{i}}+\frac{1}{h_{i+1}}\right)+\frac{c_{i+2}}{h_{i+1}}=\frac{1}{2 \alpha(n-1)}\left(y_{i}-a_{i}\right)
$$

for $i=0,1, \ldots, n-2$.
We write these equations in the matrix form

$$
2 \alpha Q \mathbf{c}=D^{-2}(\mathbf{y}-\mathbf{a})
$$

where $D=\operatorname{diag}(\sqrt{n-1}, \ldots, \sqrt{n-1})$, i.e., the diagonal matrix with $(\sqrt{n-1}, \ldots, \sqrt{n-1})$ as its diagonal, in agreement with notations used by de Boor [16, pp. 235-239]. Also we denote $p=1 /(\alpha+1)$ or,

$$
\begin{equation*}
\alpha=\frac{1-p}{p} \quad \text { for } p \in(0,1] \tag{4}
\end{equation*}
$$

For convenience, we rewrite the system defining $\mathbf{a}$ and $\mathbf{c}$ as

$$
\left\{\begin{array}{l}
R \mathbf{c}=3 Q^{t} \mathbf{a}, \\
2(1-p) Q \mathbf{c}=p D^{-2}(\mathbf{y}-\mathbf{a})
\end{array}\right.
$$

Substituting $\mathbf{c}=3 R^{-1} Q^{t} \mathbf{a}$ into the second equation, we get

$$
\begin{equation*}
\left(6 Q R^{-1} Q^{t}+\frac{p}{1-p} D^{-2}\right)(\mathbf{y}-\mathbf{a})=6 Q R^{-1} Q^{t} \mathbf{y} \tag{5}
\end{equation*}
$$

In terms of $\mathbf{c}$, this takes the form

$$
\begin{equation*}
\left(6(1-p) Q^{t} D^{2} Q+p R\right) \mathbf{c}=3 p Q^{t} \mathbf{y} \tag{6}
\end{equation*}
$$

Recall that the variational problem (1) for $k=2$, and using (4), now becomes

$$
p \frac{1}{n-1} \sum_{i=1}^{n-1}\left(y_{i}-f\left(x_{i}\right)\right)^{2}+(1-p) \int_{0}^{1} f^{\prime \prime}(x)^{2} d x=\min !
$$

or,

$$
p S(f)+(1-p) T(f)=\min !
$$

where

$$
\begin{equation*}
S(f)=\frac{1}{n-1} \sum_{i=1}^{n-1}\left(y_{i}-f\left(x_{i}\right)\right)^{2}, \quad T(f)=\int_{0}^{1} f^{\prime \prime}(x)^{2} d x \tag{7}
\end{equation*}
$$

Denote the unique solution of this problem corresponding to $p$ by $f_{p}$. We expect the monotone behavior of $S\left(f_{p}\right)$ and $T\left(f_{p}\right)$, as $p$ varies from $0^{+}$to $1^{-}$, as the standard Tikhonov regularization does. In fact, the following lemma indicates that this is the case.

Lemma 3.1. As p goes from $0^{+} \rightarrow 1^{-}, S\left(f_{p}\right)$ is monotonically decreasing, while $T\left(f_{p}\right)$ is monotonically increasing.
Proof. The decisive trick is based on the positiveness of $R$. Let $0<p<q<1$ and denote by $\mathbf{a}_{p}, \mathbf{a}_{q}$ the column vectors of $\left(f_{p}\left(x_{i}\right)\right)$ and $\left(f_{q}\left(x_{i}\right)\right)$ for $i=0,1, \ldots, n$. So are $\mathbf{c}_{p}, \mathbf{c}_{q}$ defined by the equations defining $f_{p}, f_{q}$. Then

$$
\begin{aligned}
& \left(6 Q R^{-1} Q^{t}+\frac{p}{1-p} D^{-2}\right)\left(\mathbf{y}-\mathbf{a}_{p}\right)=6 Q R^{-1} Q^{t} \mathbf{y} \\
& \left(6 Q R^{-1} Q^{t}+\frac{q}{1-q} D^{-2}\right)\left(\mathbf{y}-\mathbf{a}_{q}\right)=6 Q R^{-1} Q^{t} \mathbf{y}
\end{aligned}
$$

Setting $\mathbf{z}_{p}=\mathbf{y}-\mathbf{a}_{p}, \mathbf{z}_{q}=\mathbf{y}-\mathbf{a}_{q}$ and subtracting side by side the equations above yield

$$
\begin{aligned}
& \left(6 Q R^{-1} Q^{t}+\frac{p}{1-p} D^{-2}\right)\left(\mathbf{z}_{p}-\mathbf{z}_{q}\right)+\frac{p-q}{(1-p)(1-q)} D^{-2} \mathbf{z}_{q}=\mathbf{0} \\
& \left(6 Q R^{-1} Q^{t}+\frac{p}{1-p} D^{-2}\right)\left(\mathbf{z}_{p}-\mathbf{z}_{q}\right)=\frac{q-p}{(1-p)(1-q)} D^{-2} \mathbf{z}_{q}
\end{aligned}
$$

It follows that

$$
\left(\mathbf{z}_{p}-\mathbf{z}_{q}\right)^{t}\left(6 Q R^{-1} Q^{t}+\frac{p}{1-p} D^{-2}\right)\left(\mathbf{z}_{p}-\mathbf{z}_{q}\right)=\frac{q-p}{(1-p)(1-q)}\left(\mathbf{z}_{p}-\mathbf{z}_{q}\right)^{t} D^{-2} \mathbf{z}_{q}
$$

Note that $6 Q R^{-1} Q^{t}+\frac{p}{1-p} D^{-2}$ is positive definite. Since $q-p>0$, we have

$$
\left(\mathbf{z}_{p}-\mathbf{z}_{q}\right)^{t} D^{-2} \mathbf{z}_{q} \geq 0
$$

or,

$$
\mathbf{z}_{p}^{t} D^{-2} \mathbf{z}_{q} \geq \mathbf{z}_{q}^{t} D^{-2} \mathbf{z}_{q}
$$

Applying the Schwarz inequality, we conclude that

$$
\mathbf{z}_{p}^{t} D^{-2} \mathbf{z}_{p} \geq \mathbf{z}_{q}^{t} D^{-2} \mathbf{z}_{q}
$$

This is exactly the inequality $S\left(f_{p}\right) \geq S\left(f_{q}\right)$.
The second part follows straightforward from the first one. In fact, since $f_{p}$ minimizes the functional $p S(f)+(1-p) T(f)$, we have

$$
p S\left(f_{p}\right)+(1-p) T\left(f_{p}\right) \leq p S\left(f_{q}\right)+(1-p) T\left(f_{q}\right)
$$

It follows that

$$
p\left(S\left(f_{p}\right)-S\left(f_{q}\right)\right) \leq(1-p)\left(T\left(f_{q}\right)-T\left(f_{p}\right)\right)
$$

Therefore, $T\left(f_{p}\right)-T\left(f_{q}\right) \leq 0$ since $S\left(f_{p}\right)-S\left(f_{q}\right) \geq 0$ by the first part. This completes the proof.
Lemma 3.2. In terms of $\mathbf{c}$, the quantities $S\left(f_{p}\right)$ and $T\left(f_{p}\right)$ have the representations

$$
\begin{equation*}
S\left(f_{p}\right)=4\left(\frac{1-p}{p}\right)^{2} \mathbf{c}^{t} Q^{t} D^{2} Q \mathbf{c} ; \quad T\left(f_{p}\right)=\frac{1}{6} \mathbf{c}^{t} R \mathbf{c} \tag{8}
\end{equation*}
$$

Proof. Recall that

$$
2 \alpha Q \mathbf{c}=D^{-2}(\mathbf{y}-\mathbf{a}) \quad \text { or, } \quad \mathbf{y}-\mathbf{a}=2 \alpha D^{2} Q \mathbf{c}
$$

Hence

$$
S\left(f_{p}\right)=(\mathbf{y}-\mathbf{a})^{t} D^{-2}(\mathbf{y}-\mathbf{a})=4 \alpha^{2} \mathbf{c}^{t} Q^{t} D^{2} Q \mathbf{c}
$$

For any straight line $l$ defined on $[0, h]$, i.e., $l(\lambda)=l(0)+(l(h)-l(0)) \lambda / h$, for $\lambda \in[0, h]$, we have

$$
\int_{0}^{h} l(\lambda)^{2} d \lambda=\frac{h}{3}\left(l(0)^{2}+l(0) l(h)+l(h)^{2}\right)
$$

Therefore,

$$
T\left(f_{p}\right)=\sum_{j=1}^{n} \int_{x_{j-1}}^{x_{j}} f_{p}^{\prime \prime}(x)^{2} d x=\frac{1}{3} \sum_{j=0}^{n-1} h_{j}\left(c_{j}^{2}+c_{j} c_{j+1}+c_{j+1}^{2}\right)
$$

It can be immediately verified that

$$
T\left(f_{p}\right)=\frac{1}{6} \mathbf{c}^{t} R \mathbf{c}
$$

Substituting $\alpha=\frac{1-p}{p}$ yields the desired conclusions.

At this moment, note that for $p=0$, the $\operatorname{minimizer} f_{0}$ is the straight line that best fits the data; for $p=1$ the $\operatorname{minimizer} f_{1}$ is the spline that interpolates the data. We should choose $p$ inside $(0,1)$ in order to seek for a balance between the infidelity and the roughness of computed solutions. In other words, it is a compromise between $S\left(f_{p}\right)$ and $T\left(f_{p}\right)$. Lemma 3.1 gives a possibility for using the $L$-curve method for choosing $p$. (See [12,13] for a thorough analysis and perspective.)

Another idea was due to de Boor in Spline Toolbox for Use with Matlab [15], code csaps. In view of Eq. (6), he suggested to choose $p$ such that

$$
p \operatorname{Trace}(R)=6(1-p) \operatorname{Trace}\left(Q^{t} D^{2} Q\right)
$$

where, for a matrix $M$, $\operatorname{Trace}(M)$ is the sum of all entries on the diagonal of $M$. It, again, can be understood as an attempt to mediate between $T\left(f_{p}\right)$ and $S\left(f_{p}\right)$. Indeed, these quantities have close relationships, as observed in Lemma 3.2. An advantage of this choice is that it is cheap in the sense of computational cost. In contrast, the implementation of the $L$-curve method requires computing the curvature of the curve $\left(S\left(f_{p}\right), T\left(f_{p}\right)\right)$ on a log-log scale. It is more complicated and computationally expensive as well.

### 3.2. Smoothing splines for approximating the second-order derivative $(k=3)$

In order to use smoothing splines to approximate high-order derivatives, we naturally raise their order. In this section, we deal with the problem of approximation of the second-order derivative. We choose $k=3$ and proceed as follows (see also [6]).

For simple calculation, we use the uniform grid on [0, 1], i.e.,

$$
0=x_{0}<x_{1}<x_{2}<\cdots<x_{n}=1, \quad x_{i}=i / n, \quad i=0,1, \ldots, n ; h=1 / n
$$

The minimizer of the functional can be constructed piecewisely by

$$
f(x)=a_{i}+b_{i}\left(x-x_{i}\right)+c_{i}\left(x-x_{i}\right)^{2}+d_{i}\left(x-x_{i}\right)^{3}+e_{i}\left(x-x_{i}\right)^{4}+f_{i}\left(x-x_{i}\right)^{5}, \quad x \in\left[x_{i}, x_{i+1}\right), i=0,1, \ldots, n-1 .
$$

Similar to Section 3.1, we obtain the linear system for a, c, e (see [6]):

$$
\left\{\begin{array}{l}
J \mathbf{c}=2 h^{2} K \mathbf{e}, \\
\mathbf{z}+G \mathbf{a}+\frac{h^{4}}{15} H \mathbf{e}=\frac{h^{2}}{3} K \mathbf{c}, \\
\frac{24 \alpha}{h^{2}} G \mathbf{e}=\mathbf{a}-\mathbf{y},
\end{array}\right.
$$

where

$$
\begin{aligned}
& J=\left(\begin{array}{cccc}
-1 & 1 & 0 & \cdots \\
1 & -2 & 1 & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
\cdots & 1 & -2 & 1 \\
\cdots & 0 & 1 & -1
\end{array}\right), \quad K=\left(\begin{array}{ccc}
5 & 1 & 0 \\
1 & 4 & 1 \\
\cdots \\
\cdots & \cdots & \cdots \\
\cdots \\
\cdots & 1 & 4 \\
\cdots & 0 & 1 \\
5
\end{array}\right), \\
& G=\left(\begin{array}{cccc}
-2 & 1 & 0 & \cdots \\
1 & -2 & 1 & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
\cdots & 1 & -2 & 1 \\
\cdots & 0 & 1 & -2
\end{array}\right), \quad H=\left(\begin{array}{cccc}
26 & 7 & 0 & \cdots \\
7 & 16 & 7 & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
\cdots & 7 & 16 & 7 \\
\cdots & 0 & 7 & 26
\end{array}\right), \\
& \mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{n-1}\right)^{t}, \quad \mathbf{c}=\left(c_{1}, c_{2}, \ldots, c_{n-1}\right)^{t}, \\
& \mathbf{y}
\end{aligned}=\left(y_{1}, y_{2}, \ldots, y_{n-1}\right)^{t}, \quad \mathbf{z}=\left(y_{0}, 0, \ldots, 0, e_{2}, \ldots, e_{n-1}\right)^{t}, .
$$

By simple arguments, we can show that $-J,-G$ are nonnegative and $K, H$ are positive. Set

$$
A=2 h^{4} K-\frac{h^{4}}{5} J K^{-1} H-\frac{72 \alpha}{h^{2}} J K^{-1} G^{2}, \quad \mathbf{B}=3\left(J K^{-1} G \mathbf{y}+J K^{-1} \mathbf{z}\right)
$$

Then

$$
\mathbf{e}=A^{-1} \mathbf{B}, \quad \mathbf{c}=\frac{3}{h^{2}} K^{-1}\left(\mathbf{z}+G \mathbf{a}+\frac{h^{4}}{15} H \mathbf{e}\right), \quad \mathbf{a}=\mathbf{y}+\frac{24 \alpha}{h^{2}} G \mathbf{e} .
$$

The variational problem (1) for $k=3$, and using (4), now has the form

$$
p \frac{1}{n-1} \sum_{i=1}^{n-1}\left(y_{i}-f\left(x_{i}\right)\right)^{2}+(1-p) \int_{0}^{1} f^{\prime \prime \prime}(x)^{2} d x=\min !
$$



Fig. 1. (a) The exact and the computed first-order derivatives and (b) the error between the numerical and the exact first-order derivatives.
or,

$$
p S\left(f_{p}\right)+(1-p) T_{1}\left(f_{p}\right)=\min !,
$$

where $T_{1}(f)=\int_{0}^{1} f^{\prime \prime \prime}(x)^{2} d x$.
The following lemma can be proved in the same way as in the proof of Lemma 3.1.
Lemma 3.3. As $p$ goes from $0^{+} \rightarrow 1^{-}, S\left(f_{p}\right)$ is monotonically decreasing, while $T_{1}\left(f_{p}\right)$ is monotonically increasing.
The crucial part of regularization is to choose an appropriate regularization parameter $p$. Similar to the previous section, we can implement the $L$-curve method to obtain a suitable $p$. Experiments, however, show that it is likely to undersmooth, i.e., the selected $p$ is too close to 1 .

Motivated by the idea of de Boor in [15], we choose $p$ as follows.
Rewrite the equation for $\mathbf{e}$

$$
\left(p h^{4} A_{1}+\frac{1}{h^{2}}(1-p) A_{2}\right) \mathbf{e}=p \mathbf{B}
$$

with

$$
A_{1}=2 K-\frac{1}{5} J K^{-1} H ; \quad A_{2}=72 J K^{-1} G^{2} .
$$

The regularization parameter is then obtained so that

$$
p h^{4} \operatorname{Trace}\left(A_{1}\right)=\frac{(1-p)}{h^{2}} \operatorname{Trace}\left(A_{2}\right),
$$

or, explicitly,

$$
p=1 /\left(1+h^{6} \operatorname{Trace}\left(A_{1}\right) / \operatorname{Trace}\left(A_{2}\right)\right) .
$$

This strategy, again, is likely to undersmooth the solution since the term $h^{6}$, which decays rapidly as $n$ increases, will give $p$ too close to 1 . Indeed, in our experience, this $p$ is good for small noise levels (typically $\leq 10^{-3}$ or $0.1 \%$ ), but it undersmooths the computed solutions if the magnitude of errors is larger. As a refinement, we suggest to choose $p$ by

$$
p=1 /\left(1+h^{4} \operatorname{Trace}\left(A_{1}\right) / \operatorname{Trace}\left(A_{2}\right)\right) .
$$

This choice, which we call the de Boor method, keeps $p$ not too close to 1 . Numerical results show that it can be a good candidate for the regularization parameter.


Fig. 2. (a) The exact and the computed second-order derivatives, and (b) the error between the numerical and the exact second-order derivatives.


Fig. 3. The exact and the computed first-order derivatives using (a) the de Boor method, and (b) the $L$-curve method, in the case $a=0.9 ; b=1.0 ; c=1.1$.

## 4. Numerical results

The following examples are executed in Matlab. The grid size is $n=20$. Note that for implementation of the de Boor method, $n$ should not be large, otherwise $p$ is nearly identical to 1 . To implement the $L$-curve method, we make use of the Regularization Toolbox by Hansen [12] which is available in the MathWorks.com. We use some strategies to choose the regularization parameter including the $L$-curve method [12,13]; the generalized cross validation method [3]; the method based on balance of traces suggested by de Boor which we called the ad hoc procedure, or the de Boor method [15, Sections 2.2-2.3]; the choice $\alpha=\delta^{2}$ [4,6]; the discrepancy principle (see code csaps in Spline Toolbox [15]). In our context, by the discrepancy principle, we understand the strategy which chooses $p$ such that $S\left(f_{p}\right)=\delta^{2}$. While the first three methods do not require knowledge of the noise level, the last two depend on a good estimate of $\delta$. Convergence rates, as $n \rightarrow \infty$ and $\delta \rightarrow 0$, of the last method were examined in $[4,6]$.

Example 4.1 (Figs. 1 and 2). We approximate the first and second derivatives of the function

$$
f(x)=\exp (x) \sin (\pi x), \quad x \in[0,1]
$$

Here the step size is $h=1 / n=1 / 20$. Noise is added to the exact data through the rand function in Matlab as er $=$ $10^{-2} * \operatorname{rand}(\operatorname{size}(\mathbf{x}))$ which yields the noise level $\delta=10^{-2}$, where $\mathbf{x}$ is the vector of grid points. We use both the de Boor method and the one based on taking $\alpha=\delta^{2}$ as in [4,6]. Although the information about the noise level is not used, the former method appears to be more satisfactory than the latter. The results can be observed in Figs. 1 and 2.


Fig. 4. The exact and the computed second-order derivatives using (a) the de Boor method, and (b) the $L$-curve method, in the case $a=0.9$; $b=1.1$; $c=1.0$.


Fig. 5. (a) Computed first-order derivatives of the function $f(x)=\sinh (x)$ using various methods, and (b) the error between the numerical and the exact first-order derivatives. The noise level is $\delta=10^{-2}$.

Example 4.2 (Detection of Discontinuity, Figs. 3 and 4). Consider the following function:

$$
f(x)= \begin{cases}a & \text { if } 0 \leq x<1 / 3  \tag{9}\\ b & \text { if } 1 / 3 \leq x<2 / 3 \\ c & \text { if } 2 / 3 \leq x \leq 1\end{cases}
$$

We test for two cases, namely, $a=0.9 ; b=1.0 ; c=1.1$, and $a=0.9 ; b=1.1 ; c=1.0$. These are discontinuous functions whose jumps are different in both values and senses. As in [5], we aim to detect points of discontinuity of the function via approximations of its (first-order) derivative. If the graph of the derivative clearly reveals some peaks, this may indicate points of discontinuity. In our experiments, the noise level is $\delta=10^{-3}$, i.e., $1 \%$ the jumps at discontinuous points.

The $L$-curve method, in our experience, seems to undersmooth the computed solutions as it chooses $p$ almost identical to 1 . This is consistent with the general analysis presented in [11]. As a result, its use for detecting discontinuous points is less favorable; see Figs. 3(b) and 4(b). In contrast, the strategy suggested by de Boor, which we call the de Boor method or the ad hoc procedure, yields more satisfactory results; see Figs. 3(a) and 4(a).

In dealing with functions like the one in case $a=0.9 ; b=1.1 ; c=1.0$, the $L$-curve method even fails; see Fig. 4(b).
The last two examples (see Figs. 5-7) are devoted to a comparison of some strategies for choosing the regularization parameter.


Fig. 6. The same as Fig. 5, but the noise level is $\delta=10^{-3}$.


Fig. 7. The same as Fig. 5, but for the function $f(x)=\exp (x)$.

Example 4.3 (Figs. 5 and 6). We approximate the first-order derivative of the function $f(x)=\sinh (x)$ in the interval $[0,1]$. The noise levels are $\delta=10^{-2}$ in Fig. 5 and $\delta=10^{-3}$ in Fig. 6.

Example 4.4 (Fig. 7). Similar to Example 4.3, but for $f(x)=\exp (x)$ in the interval [ 0,1 ]. The noise level is $\delta=10^{-2}$.
The regularization parameters produced by the $L$-curve method $p_{1}$ and the de Boor method $p_{2}$ sometimes seem to be too close to 1 alternately. Therefore, the computed solutions, although close to the exact ones, are less smooth compared with other methods. So we may think about the possibility to compromise between the two strategies in order to get a more appropriate regularization parameter $p$. Here we simply choose $p=\left(p_{1}+p_{2}\right) / 2$. This can produce favorable solutions in most cases. In Figs. 5-7, the solid line represents the error of the solution with respect to this combination.

Finally, it is worth noting that the computed solutions in the presented examples display a mismatch at the end points in comparison with the exact solutions. This is due to the constraints on the end conditions in the formulation of problem (1).

## 5. Conclusion

In this paper, we use smoothing splines to approximate the derivatives of functions from their discrete data. We also go a further step in using computed derivatives to predict the discontinuity. The main goal was to investigate some methods for choosing regularization parameters which do not require knowledge of the noise level. Inspired by the idea of the $L$-curve
by Hansen and the balance of traces by de Boor, we suggested some useful strategies named the de Boor method (or the ad hoc procedure) and the $L$-curve method. Numerical experiments are performed for the approximations of the first and second derivatives. In many cases, they yield very good results, even better than some methods that use knowledge of the noise level. Still there are examples incompatible with these choices. We believe that these methods can be improved and a more rigorous analysis can be carried out in the future.
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