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ABSTRACT The mechanism of site-specific recognition of DNA by proteins has been a long-standing issue. The DNA
glycosylaseMutY, for instance, must find the rare 8-oxoguanine-adeninemismatches among the large number of basepairs in the
DNA. This protein has a [4Fe-4S] cluster, which is highly conserved in species as diverse as Escherichia Coli andHomo sapiens.
The mixed-valent nature of this cluster suggests that charge transfer may play a role in MutY’s function. We have studied the
energetics of the charge transfer inBacillus stearothermophilusMutY-DNA complex usingmultiscale calculation including density
functional theory and molecular dynamics. The [4Fe-4S] cluster in MutY is found to undergo 21 to 31 oxidation when coupling to
DNA through hole transfer, especially when MutY is near an oxoguanine modified base (oxoG). Employing the Marcus theory for
electron transfer, we find near optimal Frank-Condon factors for electron transfer from MutY to oxoguanine modified base. MutY
has modest selectivity for oxoguanine over guanine due to the difference in oxidation potential. The tunneling matrix element is
significantly reduced with the mutation R149W, whereas the mutation L154F reduces the tunneling matrix element as well as the
Frank-Condon factor. Both L154F and R149W mutations are known to dramatically reduce or eliminate repair efficiency. We
suggest a scenario where the charge transfer leads to a stabilization of the specific binding conformation, which is likely the
recognition mode, thus enabling it to find the damaged site efficiently.

INTRODUCTION

Through the life of any organism, DNA is always subject to

various types of damage, such as the direct misincorporation

of bases occurring during genetic replication or the chemical

modification of the polynucleotide from oxidative damage

(1). To protect DNA from the potential deleterious and mu-

tagenic effects of such damage, various DNA glycosylases

exist in the organism to initiate base excision repair by cata-

lyzing excision of damaged bases from DNA (2,3). The task

of efficiently locating damaged bases from the overwhelming

excess of native bases on the genome by the repair proteins

becomes a challenging search problem (4,5). It is widely

believed that proteins can search the target sites rapidly

through a combination of one-dimensional diffusion along

DNA segments and three-dimensional hopping among DNA

segments (6). Concerning the one-dimensional diffusion

process, however, the proteins need to have direct contact

with the bases to recognize the damaged sites. Interrogating

each basepair thoroughly could make the search process slow

and inefficient. To solve the problem, a potential explanation

involving two search modes with different diffusion rates

during the one-dimensional diffusion process has been sug-

gested (4,7); the protein can do fast sliding on the DNA with

nonspecific binding while scanning the ‘‘normal’’ segments

of the genome and be in the recognitionmode through specific

binding when near the target sites. The transition between the

specific binding mode and the nonspecific-binding mode is

accompanied by a conformational change (8,9). However,

whether such a switch is purely stochastic or is caused by a

specific trigger as the target site is approached remains un-

clear.

Recently, electron transfer has been hypothesized to play

a role in the sensing of DNA damage by MutY (10). MutY is

a DNA glycosylase in Escherichia coli that recognizes the
8-oxoguanine:adenine andG:A (to a lesser extent)mismatches

(11–15) and removes adenine from theDNA. Like some other

DNA base excision repair proteins, such as endonuclease III

(16), MutY contains an [4Fe-4S] cluster with undetermined

function. The [4Fe-4S] cluster is highly conserved in diverse

species from Bacillus stearothermophilus to humans and

must have biological relevance. Interestingly, the [4Fe-4S]

cluster is not crucial to the stability of MutY; the protein is

capable of folding without the cluster. However, the cluster is

critical for DNA binding and catalysis (17). In solutions, the

stable charge state of the cluster in MutY is [4Fe-4S]21. Ex-

periments by Barton’s group showed the enhancement of the

tendency for the cluster to go from the 21 charge state to the

31 charge state with MutY bound to DNA-modified gold

electrode (10). This inspired them to propose the idea ofMutY

working in pairs as redox couples to sense DNA damaged

sites with theDNAbeing an intermediate for electron transfer.

For electron transfer to be relevant to DNA repair, the rate

from the donor to acceptor should be faster than the diffusion

rate of the protein along the DNA. This is virtually ensured if

the transfer is quantum mechanically coherent.

The fact that hole transport is easier in DNA than excess

electron transport and that the oxoguanine has lower oxida-

tion energy than even guanine means that oxoguanines are

likely to act as traps for any excess holes in DNA (18). Here

we study the energetics of charge transfer in BsMutY-DNA
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complexes (19), where the trapped hole is then transferred to

the MutY, using multiscale calculations including quantum

mechanical (QM) calculation, molecular dynamics (MD),

and the electron transfer pathway method. We find low en-

ergy barriers for hole transfer from oxoguanine to MutY,

which suggests that MutY can switch from a 21 to a 31
charge state in the vicinity of oxoguanine with a bound hole.

We also find that MutY has slight selectivity for oxoguanine

over guanine due to the lower oxidation energy of ox-

oguanine. Also, the electron transfer rates are reduced in

BsMutY mutations R149W and L154F compared to wild-

type MutY, which is consistent with the observations of re-

duced DNA binding and glycosylase activities with these two

mutations in human MutY homolog (hMYH) (20). With the

[4Fe-4S] cluster in the 31 state, MutY should be more tightly

bound to DNA. This should stabilize the specific binding

conformation over the nonspecific binding conformation and

allow the protein to stay in a recognition mode, finding the

target site until it detaches from the DNA.

THEORETICAL METHODS

Marcus theory

The theoretical framework of the electron transfer process is based upon

Marcus theory (21). The electron transfer rate is given by

ket ¼ 2p

Z
jHDAj2ðFCÞ;

where the electron tunneling matrix element HDA describes the donor-

acceptor interaction associated with electron tunneling. Assuming the energy

functions of the initial state and the final state have quadratic dependence of

the reaction coordinate and the Marcus parabolas of the two states have the

same curvature (Fig. 1), the Frank-Condon (FC) factor describing the effects

associatedwith nuclear tunneling andwith the thermally activated barrier can

be expressed as

FC ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4plkBT

p e
�ðDG0 1 lÞ2

4lkBT

with DG0 being the free energy change, and l being the reorganization

energy associated with the nuclear relaxation.

In our study, the tunneling matrix element HDA is estimated by the

electron tunneling pathway strategy (22), which has been successful in un-

derstanding the electronic coupling in electron transfer proteins like cyto-

chrome c2 (23,24). We calculate the FC factor with the QM treatment for the

[4Fe-4S] cluster and the MD treatment for the rest of the protein, DNA, and

the water environment. To minimize the wild fluctuations of the free energy

calculated directly in MD, we perform free energy perturbation method (25)

to calculate the free energy change and reorganization energy of the charge

transfer from MutY to DNA. For the calculation of MD, we take the crystal

structure of the BsMutY-DNA complex (19) (1RRQ in the Protein Data

Bank) as the initial structure and carry out MD for 1 ns after energy mini-

mization.

Electron tunneling pathway

The electron tunneling matrix element is determined by the tunneling energy

and the geometry of the bridge between the donor and acceptor. To calculate

the donor electron coupling through the bridge, all the bridge orbitals near the

HOMO (the highest occupied molecular orbital) close in energy to the tun-

neling energy need to be included. The contribution of all these bridge states

leads to an exponential decay of coupling with distance. Because of the need

to include all states and the difficulty of conducting QM calculation on such

large many-body systems, simple models have been developed to include the

specific nature of the through-bond and through-space electronic interactions

in the bridges without losing the essential physics of the tunneling problem.

Based upon the through-bond and through-space decay process, the tun-

neling pathway strategy has been built to estimateHDA (26,27), which can be

expressed as

HDA ¼ A
Y
i

eCðiÞ
Y
j

eHðjÞ
Y
k

eSðkÞ:

Here A is a prefactor that depends upon details of the interaction between the

donor or acceptor with the first or the last bond of the tunneling pathway, and

e is the decay factor per unit. With the pathway strategy, any protein structure

defines a network of pathway decay parameters; every pair of atoms is

connected through a covalent bond (C), a hydrogen bond (H), or through

space (S). The decay factors corresponding to each connection type have

been determined by experiments or simple estimates (28,29) with eC ¼ 0:6;

eH ¼ 0:62e�1:7ðR�2:8Þ; and eS ¼ 0:6e�1:7ðR�1:4Þ; where R is the distance

between atoms in units of Å. Here the decay factor through the hydrogen

bond arises from approximating the hydrogen bond as two stretched covalent

bonds. These values for tunneling factors have been successfully used in

understanding interprotein electron transfer in proteins like cytochrome c2
(23,24). Although larger electron coupling through the hydrogen bond (0.51

for the prefactor of eH) was found in some experiments (30), this will not

change our results qualitatively but will strengthen the role of the hydrogen

bond on the tunneling rate, as indicated in later discussion. Based upon the

pathway strategy, we use the tunneling pathway program HARLEM (de-

veloped by I. V. Kurnikov, http://www.kurnikov.org/harlem_main.html) to

find the best pathway and estimate the optimal electron tunneling rate in the

MutY-DNA complex.

QM/MD calculations

In our calculation, the system is divided into two parts, with the inner shell

treated quantum mechanically and the outer shell treated classically. The

FIGURE 1 The schematics of energy

surfaces for electron transfer in the

MutY-DNA complex. In the initial state,

the [4Fe-4S] cluster in MutY is in 21
charge state, and a hole is located at the

DNAbase; in the final state, the [4Fe-4S]

cluster is in 31 charge state, and the

DNA base is neutral. Using Marcus the-

ory, three different regimes appear in our

calculation: (a) the electron transfer from awild-typeMutY to the oxoguanine in the nonrepair position inDNA is near the optimal region; (b) the electron transfer

from a wild-type MutY to the guanine in the nonrepair position is in the inverted region; and (c) the MutY mutation L154F causes the electron transfer to the

oxoguanine in the nonrepair position to be in the normal region.
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inner shell includes the donor and acceptor. The donor consists of the [4Fe-

4S] cluster and the side chains (-S-CH2-) of the four cysteine residues con-

nected to the cluster, and the acceptor is the single guanine/8-oxoguanine

base in DNA. There have been enormous theoretical efforts made to estimate

the reduction potential of the [4Fe-4S] cluster (31,32) and single nucleobase

(33–36). Here, we use the atomic-based density functional theory program

SIESTA (37) to calculate the energy difference between the two charge states

of the donor/acceptor. The initial structure is taken from the crystal structure,

and the geometry optimization is carried out until the atomic force is ,0.04

eV/Å. The calculated energy differences using SIESTA are in good agree-

ment with experimental and other calculated results (see Table S1 in Sup-

plementary Material, Data S1 for more details).

To incorporate the contribution of the outer shell, we obtain the atomic

charges of the quantum part by fitting to the electrostatic potential (38)

calculated from the QM calculation. The calculated atomic charges are then

used as parts of the force field, with other parameters which were used in

studies of similar structures (39–41), for the residues of the inner shell for the

subsequent classical treatment of the whole protein-DNA complex. With the

fixed optimized structure of the [4Fe-4S] cluster from SIESTA, we carried

out the free energy calculation for the MutY-DNA complex using the MD

package AMBER 8 with the PARM99 force field (42,43) and with a TIP3P

water model (44). The system is equilibrated at constant pressure P ¼ 1 atm

and at a temperature T¼ 300K. The periodic boundary condition is assumed,

and the long-range electrostatic interactions are treated by the particle mesh

Ewald method (45). The total of 1 ns of MD is simulated for the system with

365 residues in the MutY-DNA complex and 14,630 water molecules. Fi-

nally, we replace the inner shell contribution of the free energy change cal-

culated by the MD with the QM results. In other words, the total energy

difference between two charge states can be expressed as

DH ¼ DHMD

all � DHMD

in 1DHQM

in ;

where DHMD
all is the energy difference obtained from the MD simulation for

the whole protein-DNA complex, DHMD
in is the energy difference obtained

from the MD simulation for the inner shell itself, and DHQM
in is the energy

difference obtained from the QM calculation for the inner shell.

Free energy perturbation

The free energy change between two states can be obtained by the sum of the

adiabatic work of transition between the two states (25). The Hamiltonian of

the transition state can be expressed as

HðhÞ ¼ ð1� hÞH0 1hH1;

where H0 is the Hamiltonian of the initial state, H1 is the Hamiltonian of the

final state, and 0#h# 1 is the parameter associated with the reaction

coordinate. The free energy change between the two states is then given by

DG
0 ¼

Z 1

0

�
@H

@h

�
h

dh;

where Ææh indicates the thermal average at reaction coordinate with param-

eter h.

Assuming that the energy surface of the initial state has the same curvature

of the Marcus parabolas as that of the energy surface of the final state,

Æð@HÞ=ð@hÞæh ¼ ÆH1 � H0æh is a linear function of h. It is a good approx-

imation to calculate for a few different transition states instead of integrating

over infinitesimal steps to get the free energy change. Hence, the reorgani-

zation energy can be obtained by the calculations at the initial and final

coordinates, i.e., h ¼ 0 and h ¼ 1; and is given by

l ¼ 1

2

�
@H

@h

�
h¼0

�
�
@H

@h

�
h¼1

 !
:

This relation was used in studies of the reorganization energy using the

linear response approximation approach (23,46,47), and more details about

this method can be found in Data S1. We also note that the thermal variations

of DG0 and l due to the actual fluctuations about the optimized geometry of

the [4Fe-4S] cluster will cancel out as long as the fixed optimized geometry

of the cluster in the MD simulation is close to the corresponding zero-point

geometry.

RESULTS AND DISCUSSION

Electron tunneling pathway

Using the electron tunneling pathway method, we estimate

the optimal (peak FC factor) electron tunneling rates from

MutY to DNA for snapshots taken every 2 ps and average the

rates over the final 600 ps in the MD run. The time depen-

dence of the root mean-square deviation of the atomic co-

ordinates of the backbone of the protein and DNA in the

complex indicates that the system is equilibrated after 400 ps

(Fig. 2). The best tunneling pathway found, as shown in

Fig. 3, is from the [4Fe-4S] cluster through Cys-198, Arg-149

to the closest DNA base (A17), with the average donor-ac-

ceptor distance being 18.2 Å. The Arg-149 has a hydrogen-

bonding interaction with the phosphate group of DNA, which

provides a good tunneling bridge. Due to the fluctuations of

the structures, the electron tunneling rate can fluctuate around

the order of 106 s�1; as shown in Fig. 2 b. According to the

histograms of the tunneling rates in Fig. 4, most of the states

have tunneling rates between 0:53 106 s�1 and 43 106 s�1;
and in some occasions up to 83 106s�1: The time depen-

dence of the optimal electron tunneling rate, however, shows

bound fluctuations in the 1-ns MD simulation. Assuming the

fluctuations of the complex keep bounded over a longer

timescale, it is reasonable to study the dynamics of the system

from the 1-ns MD simulation. Over the timescale of the

electron tunneling, the fluctuations of the structures are av-

eraged out, and the average physical values are those which

become relevant. As shown in Table 1, the average optimal

electron tunneling rate of the pathway from Fe to A17 in

DNA is kmax ¼ 23 106 s�1; which is well within the rate of

the protein sliding to the next neighbor base (48).

A rough understanding of the variation of the tunneling

matrix elements can be ascertained in a harmonic approxi-

mation for the overall fluctuations in the donor-acceptor

distance assuming that the tunneling matrix element is simply

proportional to exp(�bRDA/2). With the Gaussian distribu-

tion, approximately supported by Fig. 5, we obtain a mean

value of Æexp(�bRDA)æ ¼ exp(�bÆRDAæ) exp(b2kBT/(2K)),
where K is the effective spring constant for the harmonic

fluctuations of RDA. Hence the mean rate is enhanced slightly

over the rate at the mean separation. We can obtain upper/

lower bounds for the rate by taking the mean value times

exp(6b(dRDA)), where dRDA ¼ ðkBT=KÞ1=2 is the harmonic

fluctuation induced variance in the donor-acceptor separa-

tion. From the histograms of log10(ket) plotted in Fig. 5, we

can infer that b(dRDA) � 0.69 (0.3 in base 10 logarithm; see

alsoData S1), so we expect exp(b2kBT/(2K))� exp(0.692/2)¼
1.3. In fact, we can see that Æexp(�bRDA)æ ¼ 1.2
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exp(Æ�bRDAæ). Also, exp(b(RDA)) ¼ 2, consistent with the

upper and lower bound estimates of Table 2.

We note that the average optimal electron tunneling rate

for the structures in MD simulation is much faster than the

rate of the same pathway using the crystal structure of the

complex. In the crystal structure, the rate of electron transfer

through Arg-149 to A17 is about 13105s�1; and there is

another pathway, where the electron transfers through Pro-

200 to another DNA base (C16), having the same order of

tunneling rate. After the MD run, the tunneling rate through

the latter pathway is significantly reduced to the order of

102 s�1: The pathway through Arg-149 to A17 emerges as

the dominant pathway. The reason is that the thermal fluc-

tuations make the space gap between Pro-200 and the

phosphate of C16 increase from 3.2 Å in the crystal structure

to 4.4 Å in the equilibrated MD structure. The fluctuations

also reduce the density of atoms between the donor and C16,

whereas the hydrogen bond between Arg-149 and the

phosphate group of A17 keeps the distance between the [4Fe-

4S] cluster and A17 from increasing. It is worth noting that

for the MD structures, the tunneling rate for the second best

tunneling pathway, other than going through Arg-149, is

10�3–10�4 of the best tunneling rate. Hence although the

phases of the various electron tunneling pathways are dif-

ferent, the pathway interference effects will be very small; the

single best tunneling pathway is sufficient for us to under-

stand the electron tunneling process.

MutY mutation R149W

The importance of Arg-149 can be highlighted by the tun-

neling rate, which is reduced due to the mutation. With the

substitution of Arg-149 with tryptophan in the crystal struc-

ture of MutY, the coherent charge tunneling rate of the dom-

inant tunneling pathway is reduced by a factor of 10 mainly

due to the missing hydrogen bonds between Arg-149 and

DNA and between Arg-149 and Cys-198, as shown in Fig. 6.

The hydrogen bond provides a good bridge for electron

tunneling as it can be simply approximated as two stretched

covalent bonds. If the electron coupling through the hydro-

gen bond is actually larger than the simple approximation, as

found in some experiments (30), it will further enhance the

ratio by a factor of four in our estimated tunneling rates be-

tween the wild-type MutY and the mutation. We note that we

did not consider the rate of the incoherent charge transfer

through the intervening tryptophan for the mutation. It is

possible that the tryptophan interacts with DNA radicals and

results in a hopping process on a relevant timescale. How-

ever, the missing hydrogen bonds in the tunneling pathway

may also make the donor-acceptor distance in R149W-DNA

FIGURE 3 The best electron tunneling pathway in the BsMutY-DNA

complex after MD simulation. MutY is bound to the specific site of the

oxoG-Amismatch, where the adenine (A18) is extruded from the DNA helix

and is inserted into an extrahelical pocket in the catalytic domain of MutY.

The best pathway (shown in yellow) is the electron transfer from the [4Fe-

4S] cluster, through Cys-198, Arg-149 to A17 in the DNA with the donor-

acceptor distance being 18.2 Å. The electron tunnels through two hydrogen

bonds in the pathway with one between Cys-198 and Arg-149 and the other

between Arg-149 and the phosphate group of the backbone of the DNA.

FIGURE 2 (a) The root mean-square deviation of the

atomic coordinates of the backbone in MutY-DNA com-

plex as a function of time. The system is heated up from

0–300 K for the initial 20 ps with weak positional restraints

on the DNA and strong positional restraints on the [4Fe-4S]

cluster. The MD equilibration is then carried out without

restraints on the DNA at constant pressure P¼ 1 atm and at

temperature T ¼ 300 K for 1 ns. The system is equilibrated

after 400 ps. (b) The optimal (peak FC value) electron

tunneling rate from the [4Fe-4S] cluster to the nearest nu-

cleobase A17 on the DNA in the BsMutY-DNA complex as

a function of time.
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unstable against the thermal fluctuations, which could de-

crease the charge transfer rate. The decreased transfer rate

due to the mutation R149W may explain the reduced effi-

ciency of the recognition of the damaged sites on DNA by

MutY. Furthermore, the absence of the hydrogen-bonding

interaction between R149 and DNA reduces the binding af-

finity, which can also affect the ability of recognition.

Frank-Condon factor

The free energy change and reorganization energy of the

charge transfer process in the MutY-DNA complex are cal-

culated using the free energy perturbation method, as shown

in Table 3. To investigate if there is selectivity for ox-

oguanine over guanine in the charge transfer process, we first

study the case where the acceptor is set as the guanine (G8),

which is two basepairs away from the 8-oxoguanine (OG6) in

the repair position, as shown in Fig. 3. Since the protein is

expected to switch modes before reaching the damaged site,

the acceptor must be located in the nonrepair position when

the charge transfer occurs. The energetics of transferring an

electron to the oxoguanine in the nonrepair position can be

estimated by adding a correction due to the difference in

oxidation energy toDG0 of the case where the acceptor is G8,

assuming the reorganization energy does not change when

replacing G8 by an oxoguanine. In the MD simulation, we

calculate the average ofDG0 and l over every 100 ps after the
system is equilibrated. We note that the standard deviation of

the FC factors obtained by these samplings is within 5%,

which is a reasonably small deviation.

We see that the magnitudes of DG0 and l are both ;2–3

eV, which makes small energy barriers. This suggests that the

oxidation of MutY can take place in the vicinity of a hole in

DNA, consistent with the observations in recent experiments

(49,50). The small difference (0.09 eV) between the magni-

tude of DG0 and l for charge transfer to the oxoguanine in

nonrepair position indicates that it is near the optimal region

of the charge transfer, whereas in the case of charge transfer

to the guanine in the same position, the magnitude of DG0 is

larger than l by 0.18 eV, indicating the system shifts toward

the inverted region, as shown in Fig. 1. The energy barrier for

charge transfer to the oxoguanine in nonrepair position is

fivefold smaller than that for transfer to the guanine in the

same position, which suggests there is selectivity for ox-

oguanine over guanine. However, since the energy barriers

are both small compared to kBT; the difference in the values

of the FC factor is modest. MutY has slight selectivity of

oxoguanine over guanine if there is a hole at the nucleobase.

Nevertheless, the lower oxidation energy of oxoguanine

makes the hole more likely to be trapped in the oxoguanine

than the guanine. The difference of the oxidation energy

between the oxoguanine modified base (oxoG) and G in our

calculation is ;0.3 eV (see Table S1 in Data S1), which

results in 106 times larger probability for a hole to be trapped

in oxoG than G.

The large value of DG0 with negative sign, however, in-

dicates that the electron transfer from 21MutY to DNAwith

a bound hole is a downhill process and there is a huge energy

FIGURE 4 The distributions of the optimal (peak FC

factor) electron tunneling rate from the [4Fe-4S] cluster to

the nearest nucleobase A17 on the DNA for the 300

snapshots taken every 2 ps from t ¼ 0.4 ns to t ¼ 1 ns in

the MD simulation for the MutY-DNA complex. The upper

panel is for the wild-type MutY, and the lower panel is for

the mutant L154F.

TABLE 1 Average optimal electron tunneling rate ket (s
�1) in

MutY and DNA complex

System S(Cys-198)-A17 Fe-A17 S(Cys-198)-C16 Fe-C16

MutY-DNA

(Crystal)

6:043 106 1:233 105 8:473 105 1:653 105

R149W-DNA

(Crystal)

5:093 105 1:513 104 1:163 106 2:293 105

MutY-DNA

(MD)

4:593 107 2:133 106 1:403 104 0:623 103

L154F-DNA

(MD)

2:693 107 1:193 106 - -
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barrier for the back electron transfer. The electron transfer

process is not reversible. OnceMutY switches from a 21 to a

31 charge state, it remains in the 31 state until finding the

damaged site. We also study the case where OG6 in the repair

position is set as the acceptor. We see that the FC factor is

;87% of that in the case where the oxoguanine is in the

nonrepair position. This result indicates that the electron

transfer is more likely to happen before MutY reaches the

damaged site. In addition, the energy barrier for the back

electron transfer is larger when the acceptor is in the repair

position, which makes the protein more stuck in the recog-

nition mode at the damaged site to carry out the base excision.

We note that the structure we study here is MutY bound

specifically to the target site on DNA. Different conforma-

tions of MutY on DNAmay lead to different electron transfer

rates between MutY and DNA. Energetics and reversibility

of the electron transfer, when MutY is in the nonspecific

binding conformation, remains to be studied.

MutY mutation L154F

We also study the influence of the mutation L154F on the

charge transfer rate. The range of the most probable tunneling

rate for L154F is noticeably smaller than that in the wild-type

MutY. The histograms of the optimal electron tunneling rates

in Fig. 4 show that most of the states have tunneling rates

between 23 105s�1 and 23 106s�1; and the largest tunnel-

ing rate is 4:23 106s�1; whereas the most probable rate for

the wild-type MutY ranges from 53 105s�1 to 43 106s�1

and can be as large as 83 106s�1: On average, the optimal

electron tunneling rate decreases by 50% with the substitu-

tion of Leu-154 with phenylalanine, as shown in Table 2. The

average donor-acceptor distance in L154F is found to be

larger than that in wild-type MutY by ;0.3 Å. Using the

decay exponent b ¼ 1:6 Å�1, this can justify the decrease in

the tunneling rate with the mutation. The increase in the

donor-acceptor distance may result from the ring-like side

chain of the phenylalanine, which takes more space than

leucine does.

As shown in Fig. 7, the side chain of Phe-154 points away

from DNA and the [4Fe-4S] cluster, and it can push neighbor

residues away, which eventually affects the [4Fe-4S] loop.

The effect on the loop may not be significant enough to

change the binding affinity to DNA, but such a slight increase

in donor-acceptor distance is able to reduce the tunneling

matrix element noticeably, due to the exponential decay with

distance. As to the FC factor, with the substitution of Leu-154

with phenylalanine, we find that for the electron transfer from

MutY to an oxoguanine in the nonrepair position on DNA the

magnitude of DG0 decreases by ;0.06 eV, whereas l in-

creases by 0.07 eV, compared to the wild-type case. This

shifts the system toward the normal region ð�DG0 , lÞ of
charge transfer, as shown in Fig. 1. Consequently, the energy

barrier is increased by one order of magnitude, and the FC

factor is reduced by 10%. The combination of decrease in the

electron tunneling matrix element and the modest decrease in

the FC factor due to the mutation can reduce the possibility of

transition from a 21 to a 31 state for MutY and affect its

efficiency of recognition of the mismatches.

Implications for DNA repair

A rapid search of specific DNA targets by proteins involves a

combination of one-dimensional diffusion along the DNA

FIGURE 5 The distributions of the logarithm of the

optimal electron tunneling rate, log10ket; from Fe to A17

in the DNA for the 300 snapshots taken every 2 ps from t¼
0.4 ns to t ¼ 1 ns in the MD simulation for the MutY-DNA

complex.

TABLE 2 Lower and upper limits of optimal electron tunneling

rate ket (s
�1) for electron transfer from Fe to A17 in DNA

System Lower Limit Mean Upper Limit

MutY-DNA (MD) 1:073 106 2:133 106 4:253 106

L154F-DNA (MD) 5:943 105 1:193 106 2:393 106
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and three-dimensional diffusion among DNA segments. The

diffusion rate along DNA depends upon the activation barrier

that the protein needs to overcome to slide to the adjacent site.

Specific binding to DNA results in slow diffusion with a large

activation barrier for translocation, whereas nonspecific

binding allows fast sliding along DNA. The fast sliding rates

have been measured for DNA glycosylases hOgg1 and

MutM recently (48). Switching from nonspecific binding to

specific binding is believed to be accompanied by a confor-

mational change. The binding of a protein to DNA typically

covers up to 10 basepairs. Presumably the sliding diffusion

constant for MutY is similar to the measured diffusion con-

stant for MutM, i.e., D ¼ 3:53 105bp2=s: Hence, the time

that MutY spends on scanning 10 basepairs is ;0.15 ms.

There may not be enough time for MutY to complete the full

process of conformational switch to specific binding while in

contact with the damaged site, if the switching initiates only

after it reaches the damaged site.

The redox process for MutY provides a way to slow down

the diffusion along DNA.MutY spends most of its time in the

stable 21 charge state while in the cycle of searching along

DNA, dissociating from DNA, and translocating to other

segments of DNA to scan along DNA again. The charge

transfer takes place when MutY is in the vicinity of a hole in

DNA. The low oxidation potential of 8-oxoguanine makes it

easy to trap the hole. The sacrificial role of oxoguanine in the

protection of other DNA bases from oxidative damage has

also been suggested (51). The stability of the hole bound on

the oxoguanine is relevant for the charge transfer process to

complete. The lifetime of a hole trapped on an isolated ox-

oguanine has been shown to be in the timescale of millisec-

onds to seconds (52), which is much longer than the charge

transfer time we compute here.

A recent study (53) showed a lifetime as large as 15–20 s

for the oxoguanine radical in a double-stranded DNA in the

presence of superoxide dismutases, which are important in

vivo to deactivate superoxide radicals to the less reactive

H2O2 and O2 molecules. Such a long lifetime may actually be

stable enough for the MutY to complete the entire process of

DNA scanning, which can be estimated to be ,10 s for

E. coli with 53 106 DNA basepairs and 30 MutY molecules

(54) in a cell, using the three-dimensional/one-dimensional

diffusion model (4). Our findings that MutY can switch from

the 21 state to a 31 state through hole transfer, especially in

the vicinity of the oxoguanine with a bound hole, suggest that

MutY switches to the slow diffusion mode most likely when

it gets close to the damaged site. It is possible that a hole can

transfer over longer distances in DNA (55). The fast coherent

charge transfer makes MutY activatable within 5–10 base-

pairs from the damaged site even though it is outside the

optimal region of the nonrepair position in our calculation.

Our study with the structure of MutY bound specifically to

the target site does not imply that the charge transfer triggers

the switch from the nonspecific binding mode to the specific

binding mode. Rather, it implies that switching from a 21 to

a 31 state for MutY stabilizes the specific binding confor-

mation. It has been postulated that proteins can continuously

and stochastically probe DNA bases with the conformation

changing between nonspecific and specific binding modes,

but the specific binding conformation is not stable during

the fast searching process (4). The transition from a 21 to a

31 state of MutY in the vicinity of the oxoguanine with a

bound hole helps stabilize the specific binding conformation.

The stronger DNA binding affinity for 31MutY (which is at

FIGURE 6 The best tunneling pathway for electron transfer from MutY

mutation R149W to the DNA. There are two through-space tunnelings in

this pathway with one between Cys-198 and Trp-149 and the other between

Trp-149 and the phosphate group of A17 in the DNA.

TABLE 3 Calculated energies and FC factor in the electron

transfer process in MutY-DNA complex

System

DG0

(eV)

l

(eV)

EB

(eV)

FC

(1/eV)

MutY-G (nonrepair position) �2.83 2.65 3:503 10�3 0:9766 0:048

L154F-G (nonrepair position) �2.76 2.72 1:813 10�4 1:0746 0:008

MutY-OxoG (nonrepair position) �2.56 2.65 7:483 10�4 1:0636 0:031

L154F-OxoG (nonrepair position) �2.50 2.72 4:443 10�3 0:9066 0:041

MutY-OxoG (repair position) �2.61 2.38 5:493 10�3 0:9296 0:115

L154F-OxoG (repair position) �2.67 2.47 7:543 10�3 0:9576 0:133

FIGURE 7 The comparison of the structures of MutY mutation L154F

and wild-type MutY-DNA complexes after MD simulation. The two struc-

tures are aligned along the backbone of Arg-149. The thin lines represent

wild-type MutY, and the thick sticks represent the structure of L154F. Both

are the average structures over the final 600 ps after equilibration in MD

simulation.
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least 103 times greater than the affinity for 21 MutY, as in-

dicated from the shift in oxidation potential observed when

MutY binds to DNA (56)) slows down the diffusion rate and

increases its binding time on DNA, which allows MutY to

recognize the damaged site before dissociation.

Regarding the competition between electron transfer and

diffusion for MutY, the time needed to slide for one basepair

along DNA is;1:5ms; which is long enough for the electron
transfer to take place. Electron transfer from the [4Fe-4S]

cluster to the nearest nucleobase (A17) takes ;0:5ms in our

calculation. The strong covalence between Fe and S atoms of

the cysteine residues connected to the [4Fe-4S] cluster can

even shorten the transfer time to 20 ns since the sulfur atom of

Cys-198 becomes the edge of the donor. Considering that the

electron has to tunnel farther through the hydrogen bonds to

the paired base (T7) in the opposite DNA strand to transfer

to the damaged site with a bound hole through base stacking,

the time needed remains within 1 ms; which is still able to

occur before the protein diffuses away.

As for the mutants, the missing hydrogen bonds between

MutY and DNA in the best tunneling pathway for the mu-

tation R149W not only increase the tunneling time by one

order of magnitude but also make the equilibrated donor-

acceptor distance larger due to the lack of the ability to keep

Trp-149 and the phosphate group of DNA together. The re-

duction in the optimal electron tunneling rate for R149W can

explain the observed severe defect in oxoG-A binding and

glycosylase activities (20); though in this case, the deficiency

in repair ability could come from the reduced binding affinity

as well. The effect on the tunneling rate induced by the

mutation L154F, where the mutated residue is not on the best

tunneling pathway, however, strengthens the case for the role

of electron tunneling in DNA repair. In this case, the slight

increase in the donor-acceptor distance has a greater impact

on the tunneling rate, due to exponential decay with distance,

than on the binding affinity. This is consistent with the ob-

servation that the repair efficiency is partially reduced due to

the corresponding mutation V232F of hMYH (20).

We note that our study of charge transfer in the DNA-

MutY complex is based upon the crystal structure of the

specifically bound complex. When the protein changes from

specific binding to nonspecific binding conformation, the

most significant changes involve those residues which have

direct contacts with DNA bases. The electrostatic interactions

and hydrogen bonds between DNA phosphates and protein

side chains in the specific binding mode remain preserved in

the nonspecific complex (9,57). Based upon the facts, the best

electron tunneling pathway involved with the hydrogen bond

between Arg-149 in MutY and DNA phosphate should re-

main unchanged in the nonspecific binding mode. Although

the DNA contacting protein side chains may have more

mobility in the nonspecific complex with motions on the

microsecond to millisecond timescale (9), the high flexibility

of the complex may make efficient searching of the fast

tunneling pathway, and MutY can still be activated when

Arg-149 comes close to the DNA backbone. The electron

tunneling rate calculated using the crystal structure should be

similar to that in nonspecific binding mode.

We have elaborated here the DNA site-specific search

process by MutY before the recognition of the damaged

bases. For MutY to switch from the 31 state in the recog-

nition mode back to the 21 state after excising the adenine

base from the oxogG-A mismatch, it has to gain back an

electron. Since the charge transfer is not reversible, this might

happen in the following ways.MutYmight accept an electron

during the process of catalyzing the excision of the adenine. It

may also cooperate with other repair proteins or replication

enzymes (58) after initiating the repair process and accept an

electron from them;MutYmay be amark on the target site for

other polymerases. A much simpler possibility is that the 31
MutY can still dissociate from DNA after catalyzing base

excision and obtain the electron in the solution, where the 21
state is more stable. In addition to coupling with DNA, it is

possible that MutY may be activated independent of DNA in

cellular conditions. The redox activity of the Fe-S complex

may be used by the cell to preemptively prepare itself for

DNA oxidative damage, especially when cellular conditions

become ripe for damage due to oxidative stress. Such pos-

sibilities of protecting DNA from potential oxidative damage

for MutY or other DNA repair proteins consisting of the Fe-S

complex remain to be explored in the future.

CONCLUSION

In this work, we have addressed the role of MutY’s [4Fe-4S]

complex in the protein’s function of DNA damage recogni-

tion. Our calculations strongly support the possibility of

charge transfer betweenMutY andDNA, especially as it nears

its intended target site containing an oxoguanine. Using a

combined QM/molecular mechanics calculation, we have

shown that there can be a rapid electron transfer from the

complex to an oxoguanine with an extra hole in the process of

changing the complex from a 21 to a 31 state. We suggest

that this can slow down the search process by stabilizing the

more tightly bound conformation. This allows the protein

enough time to interrogate the specific bases and recognize the

damaged sites. We have shown that two mutations, L154F

and R149W, which are known to impair the repair efficacy,

affect the charge transfer process negatively, thus strength-

ening the case for charge transfer in the recognition process.

We hope our work will stimulate further work on the role of

charge transfer between proteins and DNA in the broader

context of the recognition of specific DNA sites by DNA

binding proteins.
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