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Abstract

A compact finite difference method with non-isotropic mesh is proposed for a two-dimensional fourth-order nonlinear elliptic
boundary value problem. The existence and uniqueness of its solutions are investigated by the method of upper and lower solutions,
without any requirement of the monotonicity of the nonlinear term. Three monotone and convergent iterations are provided for
resolving the resulting discrete systems efficiently. The convergence and the fourth-order accuracy of the proposed method are
proved. Numerical results demonstrate the high efficiency and advantages of this new approach.
c© 2007 Elsevier B.V. All rights reserved.

MSC: 65N06; 65N22; 35J40

Keywords: Fourth-order nonlinear elliptic boundary value problem; Compact finite difference method; Fourth-order accuracy; Monotone iterations

1. Introduction

Boundary value problems of fourth-order nonlinear differential equations have been paid considerable attention.
Most of the existing results in this field were devoted to the existence, uniqueness and multiplicity of solutions for the
following one-dimensional two-point boundary value problem:{

u′′′′
= f (x, u, u′′), 0 < x < 1,

u(0) = u(1) = 0, u′′(0) = u′′(1) = 0,
(1.1)

where f (x, u, v) is, in general, a nonlinear function of u and v (cf. [1,2,8,13,18,27]). This equation describes the
static deflection of an elastic bending beam (with hinged ends) under a possible nonlinear loading (cf. [10,22]). It also
describes the steady state of a prototype problem for phase transitions in condensed matter systems (cf. [9,23]).

Recently, much attention has been also paid to certain fourth-order elliptic boundary value problems in multiple
dimensions (cf. [7,14–17,21]). In this paper, we focus on the following two-dimensional fourth-order nonlinear elliptic
boundary value problem:
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∆(k(x, y)∆u) = f (x, y, u,∆u), (x, y) ∈ Ω ,

u(x, y) = g(x, y),∆u(x, y) = g∗(x, y), (x, y) ∈ ∂Ω ,
(1.2)

where Ω is a rectangular domain or a union of rectangular domains, and ∆ is the Laplacian operator. Assume that
f (x, y, u, v), g(x, y) and g∗(x, y) are continuous functions, k(x, y) is a strictly positive C2-function on Ω ≡ Ω ∪∂Ω .
As a physical interpretation, (1.2) governs the static deflection of a plate under a lateral loading. In this case, k(x, y)

is the stiffness of plate, g(x, y) and g∗(x, y) are the possible boundary sources, and f (x, y, u,∆u) stands for the
loading function, which may depend on the deflection and the curvature of the plate (cf. [22]).

The existing work on (1.2) was also concerned with the existence, uniqueness, and multiplicity of solutions (cf.
[7,14,15,21]). On the other hand, some authors developed numerical methods, but mainly for the linear cases (cf.
[4,6,12]). Recently, a finite difference method was proposed in [16,17], for a class of nonlinear fourth-order elliptic
boundary value problems including (1.2), by using the standard second-order finite difference approximation and three
monotone iterations for resolving the resulting discrete systems with the quasimonotone function f (·, ·, u, v).

As we know, the standard second-order finite difference method fails to approach underlying problems effectively,
unless a large number of mesh points are used. In other words, we have to take small mesh sizes for obtaining desirable
accuracy. Thereby, in order to obtain satisfactory numerical results with reasonable computational cost, a reasonable
approach is to develop a higher-order compact finite difference method, which not only provides accurate numerical
results and saves computational work, but also is easier to treat boundary conditions. However, the usual fourth-order
compact finite difference method is only available for second-order linear problems, see [19,20,28] and the references
therein.

In this work, we propose a compact finite difference method for the fourth-order nonlinear problem (1.2), and three
iteration processes for resolving the resulting nonlinear discrete system. These algorithms have several advantages.
Firstly, the proposed compact finite difference scheme possesses the fourth-order accuracy and thus provides precise
numerical results. Next, we do not need to deal with boundary conditions approximately. Moreover, the scheme
preserves the monotonicity as the approximated continuous version and so the numerical solution fits the exact
solution properly. Furthermore, the suggested iterations converge monotonically with geometric rates, which save
a lot of work. Finally, these processes do not require any monotonicity of function f (·, ·, u, v) and so essentially
enlarge their applications. Besides, we generalize in this work the method of upper and lower solutions to fourth-order
elliptic problems in multiple dimensions, which is applicable to many other nonlinear elliptic problems of high order.

The outline of the paper is as follows. In the next section, we reformulate (1.2) to a coupled system of nonlinear
second-order equations and then construct the compact finite difference scheme. In Section 3, we deal with the
existence and uniqueness of its solutions, with nonmonotone function f (·, ·, u, v), by using the method of upper
and lower solutions, which also leads to a monotone and convergent iteration for solving the difference scheme. In
Section 4, we introduce two additional monotone iterations (block Jacobi and block Gauss–Seidel iterations), which
simplify actual computation essentially and save a lot of computational cost. In Section 5, we prove the fourth-
order accuracy of numerical solution. In Section 6, we present some numerical results demonstrating the monotone
convergence of iterations and the fourth-order accuracy of numerical solution. We also compare our new method with
other finite difference methods and show its advantages. The final section is for some concluding remarks.

2. Compact finite difference scheme

To design a proper finite difference scheme, we set v = −k∆u and reform problem (1.2) to the coupled system of
second-order elliptic equations:{

−∆u = v/k, −∆v = f (x, y, u, −v/k), (x, y) ∈ Ω ,

u(x, y) = g(1)(x, y), v(x, y) = g(2)(x, y), (x, y) ∈ ∂Ω ,
(2.1)

where g(1)(x, y) = g(x, y) and g(2)(x, y) = −k(x, y)g∗(x, y). Obviously, u is a solution of (1.2), if and only if (u, v)

is a solution of (2.1).
For simplicity, we consider a rectangular domain Ω = [0, Lx ]×[0, L y]. We partition Ω with non-isotropic uniform

mesh sizes hx and hy in the x and y directions, respectively. The integers Nx = Lx/hx and Ny = L y/hy . The mesh
points (xi , y j ) = (ihx , jhy), 0 ≤ i ≤ Nx , 0 ≤ j ≤ Ny . For convenience, we also use the index pair (i, j) to represent
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the mesh point (xi , y j ), and the notations:

ui, j = u(xi , y j ), vi, j = v(xi , y j ), ki, j = k(xi , y j ),

g(1)
i, j = g(1)(xi , y j ), g(2)

i, j = g(2)(xi , y j ), Fi, j (ui, j , vi, j ) = f (xi , y j , ui, j , −vi, j/ki, j ).

Our compact method for (1.2) is based on the alternative system (2.1). To do this, we set

δ2
x ui, j = h−2

x (ui+1, j − 2ui, j + ui−1, j ), δ2
yui, j = h−2

y (ui, j+1 − 2ui, j + ui, j−1),

and introduce the finite difference operators

δ̄2
αui, j =

(
1 +

h2
α

12
δ2
α

)
ui, j , α = x, y. (2.2)

According to the Numerov’s formula (cf. [3]),

δ2
αui, j = δ̄2

α(uαα)i, j + O(h4
α), α = x, y, (2.3)

or symbolically,

δ̄−2
α δ2

αui, j = (uαα)i, j + O(h4
α), α = x, y, (2.4)

where δ̄−2
α = (δ̄2

α)−1 denotes the inverse of δ̄2
α .

We now apply the above fourth-order compact approximations to the second-order derivatives involved in (2.1).
This yields symbolically that−

(
δ̄−2

x δ2
x + δ̄−2

y δ2
y

)
ui, j = (vi, j/ki, j ) + O(h4),

−

(
δ̄−2

x δ2
x + δ̄−2

y δ2
y

)
vi, j = Fi, j (ui, j , vi, j ) + O(h4),

(2.5)

where O(h4) denotes the truncated term of the order O(h4
x + h4

y). Multiplying the above equations by the finite
difference operator δ̄2

x δ̄
2
y , we have−

(
δ̄2

yδ
2
x + δ̄2

xδ
2
y

)
ui, j = δ̄2

x δ̄
2
y(vi, j/ki, j ) + O(h4),

−

(
δ̄2

yδ
2
x + δ̄2

xδ
2
y

)
vi, j = δ̄2

x δ̄
2
y Fi, j (ui, j , vi, j ) + O(h4).

(2.6)

After dropping the O(h4) terms, we derive a finite difference scheme as follows,
−

(
δ̄2

yδ
2
x + δ̄2

xδ
2
y

)
uh

i, j = δ̄2
x δ̄

2
y(v

h
i, j/ki, j ), (i, j) ∈ Ω ,

−

(
δ̄2

yδ
2
x + δ̄2

xδ
2
y

)
vh

i, j = δ̄2
x δ̄

2
y Fi, j (u

h
i, j , v

h
i, j ), (i, j) ∈ Ω ,

uh
i, j = g(1)

i, j , vh
i, j = g(2)

i, j , (i, j) ∈ ∂Ω ,

(2.7)

where uh
i, j and vh

i, j represent the approximations to u and v at the point (i, j), respectively. Furthermore, let

σ = hx/hy be the ratio of mesh sizes, and introduce the operators Lh = −6h2
x (δ̄

2
yδ

2
x + δ̄2

xδ
2
y) and Ph = 6h2

x δ̄
2
x δ̄

2
y .

Then a direct calculation shows that

Lhuh
i, j = 10(1 + σ 2)uh

i, j + (σ 2
− 5)(uh

i+1, j + uh
i−1, j ) + (1 − 5σ 2)(uh

i, j+1 + uh
i, j−1)

− (1 + σ 2)(uh
i+1, j+1 + uh

i+1, j−1 + uh
i−1, j+1 + uh

i−1, j−1)/2,

Phuh
i, j = 25h2

x uh
i, j/6 + 5h2

x (u
h
i+1, j + uh

i−1, j + uh
i, j+1 + uh

i, j−1)/12

+ h2
x (u

h
i+1, j+1 + uh

i+1, j−1 + uh
i−1, j+1 + uh

i−1, j−1)/24.

(2.8)
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Accordingly, we can rewrite (2.7) as the following alternative form,
Lhuh

i, j = Ph(vh
i, j/ki, j ), (i, j) ∈ Ω ,

Lhvh
i, j = Ph Fi, j (u

h
i, j , v

h
i, j ), (i, j) ∈ Ω ,

uh
i, j = g(1)

i, j , vh
i, j = g(2)

i, j , (i, j) ∈ ∂Ω .

(2.9)

The operator Lh preserves the same maximum principle as the corresponding continuous operator, stated below.

Lemma 2.1. Let 1/5 < σ 2 < 5. If Lhuh
i, j ≤ 0 for all (i, j) ∈ Ω , then

max
(i, j)∈Ω

uh
i, j ≤ max

(i, j)∈∂Ω
uh

i, j . (2.10)

Proof. We suppose that for some (i0, j0) ∈ Ω , uh
i0, j0

= max
(i, j)∈Ω uh

i, j ≡ MΩ . If (i0, j0) ∈ ∂Ω , then (2.10)

follows immediately. Otherwise, we have from (2.8) that Lhuh
i0, j0

≥ 0. This with the condition Lhuh
i, j ≤ 0 implies

Lhuh
i0, j0

= 0. This leads to MΩ that is attained also at all points which are the connected neighbors of (i0, j0). The

same argument is valid at each of these points. Finally, all uh
i, j take the same value MΩ . This proves (2.10). �

The above lemma leads to the following result which plays an important role in the forthcoming discussions. Its
proof will be given in Appendix A.

Lemma 2.2. Let 1/5 < σ 2 < 5, and let uh
i, j be a discrete function defined on Ω = Ω ∪ ∂Ω . Then

max
(i, j)∈Ω

|uh
i, j | ≤ max

(i, j)∈∂Ω
|uh

i, j | + max
(i, j)∈Ω

|Lhuh
i, j |/(12h2

x ). (2.11)

For analyzing the system (2.9), it is more convenient to consider its matrix form. To do this, we order the mesh
points lexicographically. More precisely, we first arrange them from the left to the right in the x direction and then from
the bottom to the top in the y direction. Corresponding to this ordering, we define the following (Nx −1)-dimensional
column vectors:

Uh, j = (uh
1, j , uh

2, j , . . . , uh
Nx −1, j )

T , Vh, j = (vh
1, j , v

h
2, j , . . . , v

h
Nx −1, j )

T ,

F j (Uh, j , Vh, j ) = (F1, j (u
h
1, j , v

h
1, j ), . . . , FNx −1, j (u

h
Nx −1, j , v

h
Nx −1, j ))

T , j = 1, 2, . . . , Ny − 1. (2.12)

We also define the following (Nx − 1)-order diagonal and symmetric tridiagonal matrices:

K j = diag(k−1
1, j , k−1

2, j , . . . , k−1
Nx −1, j ), j = 1, 2, . . . , Ny − 1,

A0 = tridiag(σ 2
− 5, 10(1 + σ 2), σ 2

− 5), A1 = tridiag((1 + σ 2)/2, 5σ 2
− 1, (1 + σ 2)/2),

B0 = tridiag(5/12, 25/6, 5/12), B1 = tridiag(1/24, 5/12, 1/24). (2.13)

Then the system (2.9) can be expressed in the matrix form as
−A1Uh, j−1 + A0Uh, j − A1Uh, j+1 = h2

x

(
B1 K j−1Vh, j−1 + B0 K j Vh, j + B1 K j+1Vh, j+1

)
+ G(1)

j ,

−A1Vh, j−1 + A0Vh, j − A1Vh, j+1 = h2
x

(
B1 F j−1(Uh, j−1, Vh, j−1) + B0 F j (Uh, j , Vh, j )

+ B1 F j+1(Uh, j+1, Vh, j+1)
)
+ G(2)

j , j = 1, 2, . . . , Ny − 1,

(2.14)

where Uh,0 = Vh,0 = Uh,Ny = Vh,Ny = F0(Uh,0, Vh,0) = FNy (Uh,Ny , Vh,Ny ) = 0, and G(i)
j are the (Nx − 1)-

dimensional vectors associated with the boundary functions.
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We can rewrite (2.14) in a more compact form. For this purpose, we set N = (Nx − 1) × (Ny − 1), and define the
N -dimensional vectors:

Uh = (Uh,1, Uh,2, . . . , Uh,Ny−1)
T , Vh = (Vh,1, Vh,2, . . . , Vh,Ny−1)

T ,

G(i)
= (G(i)

1 , G(i)
2 , . . . , G(i)

Ny−1)
T (i = 1, 2),

F(Uh, Vh) = (F1(Uh,1, Vh,1), . . . , FNy−1(Uh,Ny−1, Vh,Ny−1))
T .

(2.15)

We also introduce the N -order block matrices A, B and K as

A = tridiag(−A1, A0, −A1), B = tridiag(B1, B0, B1), K = diag(K1, K2, . . . , KNy−1). (2.16)

Then, (2.14) reads{
AUh = h2

x BK Vh + G(1),

AVh = h2
x B F(Uh, Vh) + G(2).

(2.17)

If all entries of matrix S are positive (or nonnegative), then we say that S is positive (or nonnegative), also denoted
by S > 0 (or S ≥ 0) for simplicity. We define positive (or nonnegative) vectors similarly.

The matrices A and B have the following properties.

Lemma 2.3. Let 1/5 < σ 2 < 5, and λ0 be the smallest eigenvalue of the generalized eigenvalue problem

AΦ = λh2
x BΦ. (2.18)

Then λ0 is real and positive. Moreover, its corresponding eigenvector could be chosen as a positive vector.

Proof. Since 1/5 < σ 2 < 5, the matrix A is a real, symmetric and irreducibly diagonally dominant matrix with
nonpositive off-diagonal entries. Thus, we have from Corollaries 1 and 2 of [24, p. 85] that A−1 > 0 and A is
positive definite. On the other hand, along with Gerschgorin circle theorem, a direct calculation shows that the matrix
B is also positive definite. Therefore, all eigenvalues of problem (2.18), including λ0, are real and positive (cf. [11],
pp. 176–177). Obviously, 1/λ0 is the largest eigenvalue of the matrix h2

x A−1 B, and ρ(h2
x A−1 B) = 1/λ0 (ρ(·) denotes

the spectral radius of the corresponding matrix). Since h2
x A−1 B is a positive matrix, we know from Perron–Frobenius

theorem (cf. [24], p. 30) that the eigenvector corresponding to its largest eigenvalue 1/λ0 may be chosen as a positive
vector. �

Lemma 2.4. Let M be a given constant. We have that
(i) if

1/5 < σ 2 < 5, 0 ≤ Mh2
x < 12 min{5 − σ 2, 5σ 2

− 1}/5, (2.19)

then A1 − Mh2
x B1 ≥ 0, and the inverses (A + Mh2

x B)−1 and (A0 + Mh2
x B0)

−1 exist and are positive;
(ii) if

1/5 < σ 2 < 5, −λ0 < M < 0, (2.20)

where λ0 > 0 is the smallest eigenvalue of generalized eigenvalue problem (2.18), then the inverse (A + Mh2
x B)−1

exists and is positive.

Proof. By (2.13) and (2.16),

A + Mh2
x B = tridiag(−A1 + Mh2

x B1, A0 + Mh2
x B0, −A1 + Mh2

x B1),

A0 + Mh2
x B0 = tridiag(σ 2

− 5 + 5Mh2
x/12, 10(1 + σ 2) + 25Mh2

x/6, σ 2
− 5 + 5Mh2

x/12),

−A1 + Mh2
x B1 = tridiag(−(1 + σ 2)/2 + Mh2

x/24, 1 − 5σ 2
+ 5Mh2

x/12, −(1 + σ 2)/2 + Mh2
x/24).

The condition (2.19) ensures that

σ 2
− 5 + 5Mh2

x/12 < 0, 10(1 + σ 2) + 25Mh2
x/6 > 0,

−(1 + σ 2)/2 + Mh2
x/24 < 0, 1 − 5σ 2

+ 5Mh2
x/12 < 0.
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Thus, the matrices A + Mh2
x B and A0 + Mh2

x B0 are irreducibly diagonally dominant. Moreover, A1 − Mh2
x B1 ≥ 0.

Furthermore, we have from Corollary 1 of [24, p. 85] (also see [5]) that the inverses (A + Mh2
x B)−1 and

(A0 + Mh2
x B0)

−1 exist and are positive. This ends the proof of conclusion (i).
Next, we know from the proof of Lemma 2.3 that A−1 > 0 and the spectral radius ρ(h2

x A−1 B) = 1/λ0.
Therefore by (2.20), −Mρ(h2

x A−1 B) < 1 which implies that the inverse (I +Mh2
x A−1 B)−1 exists and is positive (see

[24, p. 83]). Finally, the conclusion (ii) follows from A−1 > 0 and A + Mh2
x B = A(I + Mh2

x A−1 B). �

Remark 2.1. If the mesh sizes are isotropic, i.e., h = hx = hy , then the scheme (2.9) or (2.17) has a simple form,
while the condition (2.19) is reduced to 0 ≤ Mh2 < 48/5. However, the non-isotropic mesh sizes are more preferable,
if the approximated solutions change more rapidly in one direction than in another direction.

3. Qualitative analysis of the scheme

To investigate the existence and uniqueness of the solution of (2.17) and derive an efficient algorithm, we have to
generalize the method of upper and lower solutions.

Definition 3.1. A pair of vectors (Ũh, Ṽh) and (Ûh, V̂h) is called a pair of coupled upper and lower solutions of (2.17),
if (Ũh, Ṽh) ≥ (Ûh, V̂h) and

AŨh ≥ h2
x BK Ṽh + G(1),

AṼh ≥ h2
x B F(Zh, Ṽh) + G(2),

AÛh ≤ h2
x BK V̂h + G(1),

AV̂h ≤ h2
x B F(Zh, V̂h) + G(2), for all Ûh ≤ Zh ≤ Ũh .

(3.1)

Hereafter, the inequalities between vectors are in the componentwise sense.

Clearly, the above definition does not depend on any monotonicity of function F . For a given pair of coupled upper
and lower solutions (Ũh, Ṽh) and (Ûh, V̂h), we set

S =

{
(Uh, Vh) ∈ (RN )2

; (Ûh, V̂h) ≤ (Uh, Vh) ≤ (Ũh, Ṽh)
}

,

Si, j =

{
(ui, j , vi, j ) ∈ R2

; (̂uh
i, j , v̂

h
i, j ) ≤ (ui, j , vi, j ) ≤ (̃uh

i, j , ṽ
h
i, j )

}
,

(3.2)

where ûh
i, j , v̂h

i, j , ũh
i, j and ṽh

i, j stand for the components of Ûh , V̂h , Ũh and Ṽh , respectively.
In what follows, without any more explanation, we always denote a pair of coupled upper and lower solutions of

(2.17) by (Ũh, Ṽh) and (Ûh, V̂h).
We now make the following basic hypothesis on F :
(H) There exists a constant M ≥ 0 such that

F(Uh, Vh) − F(Uh, V ′

h) ≥ −M(Vh − V ′

h) (3.3)

whenever (Ûh, V̂h) ≤ (Uh, V ′

h) ≤ (Uh, Vh) ≤ (Ũh, Ṽh).
The existence of the constant M in (3.3) is trivial, if F(Uh, Vh) is a C1-function of (Uh, Vh) in S. In fact, M may

be taken as any nonnegative constant satisfying

M ≥ max
{
−

∂ Fi, j

∂v
(u, v); (u, v) ∈ Si, j , (i, j) ∈ Ω

}
. (3.4)

Theorem 3.1. Let (Ũh, Ṽh) and (Ûh, V̂h) be a pair of coupled upper and lower solutions of (2.17), and let
hypothesis (H) and the condition (2.19) hold. Then problem (2.17) admits at least one solution (U∗

h , V ∗

h ) in S.

Proof. By Lemma 2.4, (A + Mh2
x B)−1 and A−1 exist and are positive. Thus, for any (U ′

h, V ′

h) ∈ S, the uncoupled
linear problem{

AUh = h2
x BK V ′

h + G(1),

(A + Mh2
x B)Vh = h2

x B(MV ′

h + F(U ′

h, V ′

h)) + G(2) (3.5)
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has a unique solution (Uh, Vh) in (RN )2. Now, we define the mapping T : S −→ (RN )2 by

T (U ′

h, V ′

h) = (Uh, Vh), ∀(U ′

h, V ′

h) ∈ S. (3.6)

It follows from (3.1), (3.3) and (3.5) that for any (U ′

h, V ′

h) ∈ S,{
A(Ũh − Uh) ≥ h2

x BK (Ṽh − V ′

h) ≥ 0,

(A + Mh2
x B)(Ṽh − Vh) ≥ h2

x B(M(Ṽh − V ′

h) + F(U ′

h, Ṽh) − F(U ′

h, V ′

h)) ≥ 0.
(3.7)

Because of A−1 > 0 and (A + Mh2
x B)−1 > 0, the above inequalities imply (Uh, Vh) ≤ (Ũh, Ṽh). Similarly, we

have (Uh, Vh) ≥ (Ûh, V̂h). Hence T maps S into itself. This with the continuity of F implies that T is a bounded
continuous map on S. Therefore, by virtue of the Brower’s fixed point theorem, there exists (U∗

h , V ∗

h ) in S such that
T (U∗

h , V ∗

h ) = (U∗

h , V ∗

h ), which is a solution of problem (2.17) in S. �

By Theorem 3.1, (2.17) has at least one solution, provided that it possesses a pair of coupled upper and lower
solutions, which also serve as the upper and lower bounds of this solution.

Next, we consider the uniqueness of solution by using a monotone iteration, which also improves the upper and
lower bounds of the solution, step-by-step.

We construct two sequences {(U
(m)

h , V
(m)

h )} and {(U (m)
h , V (m)

h )}, by the following Picard-type iteration:

(U
(0)

h , V
(0)

h ) = (Ũh, Ṽh), (U (0)
h , V (0)

h ) = (Ûh, V̂h),

AU
(m)

h = h2
x BK V

(m−1)

h + G(1), m ≥ 1,

(A + M∗h2
x B)V

(m)

h = h2
x B(M∗V

(m−1)

h + max
Zh∈S(m−1)

F(Zh, V
(m−1)

h )) + G(2), m ≥ 1,

AU (m)
h = h2

x BK V (m−1)
h + G(1), m ≥ 1,

(A + M∗h2
x B)V (m)

h = h2
x B(M∗V (m−1)

h + min
Zh∈S(m−1)

F(Zh, V (m−1)
h )) + G(2), m ≥ 1,

(3.8)

where M∗ is a nonnegative constant specified later, and

S(m)
= {Zh ∈ RN ; U (m)

h ≤ Zh ≤ U
(m)

h }. (3.9)

In the above iteration, the maximum and the minimum of a vector function are in componentwise sense. The
following lemma shows that these sequences are well-defined.

Lemma 3.1. If hypothesis (H) and condition (2.19) hold, then the sequences defined by (3.8) and (3.9) with M∗
= M

are well-defined, and for all m ≥ 0, (U
(m)

h , V
(m)

h ) ≥ (U (m)
h , V (m)

h ).

Proof. Clearly, the set S(0) is well-defined. Therefore, by the existence of A−1 and (A + Mh2
x B)−1, the vectors

(U
(1)

h , V
(1)

h ) and (U (1)
h , V (1)

h ) are determined uniquely. Further, by hypothesis (H),

MV
(0)

h + max
Zh∈S(0)

F(Zh, V
(0)

h ) ≥ MV (0)
h + min

Zh∈S(0)
F(Zh, V (0)

h ).

Thus, we have from (3.8) with m = 1 that

A(U
(1)

h − U (1)
h ) ≥ 0, (A + Mh2

x B)(V
(1)

h − V (1)
h ) ≥ 0.

Then it follows from the positivity of A−1 and (A + Mh2
x B)−1 that (U

(1)

h , V
(1)

h ) ≥ (U (1)
h , V (1)

h ), while the set S(1) is
well-defined. Finally, the desired conclusion follows inductively. �
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We next show that the sequences {(U
(m)

h , V
(m)

h )} and {(U (m)
h , V (m)

h )} converge monotonically to the limits (U h, V h)

and (U h, V h) respectively, (U h, V h) ≥ (U h, V h) and

AU h = h2
x BK V h + G(1),

AV h = h2
x B max

U h≤Zh≤U h

F(Zh, V h) + G(2),

AU h = h2
x BK V h + G(1),

AV h = h2
x B min

U h≤Zh≤U h

F(Zh, V h) + G(2).

(3.10)

Theorem 3.2. Let the conditions in Lemma 3.1 hold. Then the sequences {(U
(m)

h , V
(m)

h )} and {(U (m)
h , V (m)

h )} given by
(3.8) with M∗

= M converge monotonically to the limits (U h, V h) and (U h, V h), respectively. They satisfy (3.10),
and for m ≥ 1,

(U (m−1)
h , V (m−1)

h ) ≤ (U (m)
h , V (m)

h ) ≤ (U h, V h) ≤ (U h, V h) ≤ (U
(m)

h , V
(m)

h ) ≤ (U
(m−1)

h , V
(m−1)

h ). (3.11)

Moreover, for any solution (U ′

h, V ′

h) of problem (2.17) in S, we have (U h, V h) ≤ (U ′

h, V ′

h) ≤ (U h, V h).

Proof. In fact, the second and the fourth inequalities in (3.1) are equivalent to
(A + Mh2

x B)Ṽh ≥ h2
x B(MṼh + max

Zh∈S(0)
F(Zh, Ṽh)) + G(2),

(A + Mh2
x B)V̂h ≤ h2

x B(MV̂h + min
Zh∈S(0)

F(Zh, V̂h)) + G(2).
(3.12)

Thanks to (3.12), and the first and the third inequalities of (3.1), we derive from (3.8) with M∗
= M that{

A(U
(0)

h − U
(1)

h ) ≥ 0, (A + Mh2
x B)(V

(0)

h − V
(1)

h ) ≥ 0,

A(U (1)
h − U (0)

h ) ≥ 0, (A + Mh2
x B)(V (1)

h − V (0)
h ) ≥ 0.

By the positivity of A−1 and (A + Mh2
x B)−1, we have from the above inequalities that U

(0)

h ≥ U
(1)

h , V
(0)

h ≥ V
(1)

h ,

U (1)
h ≥ U (0)

h and V (1)
h ≥ V (0)

h . These facts with Lemma 3.1 lead to

(U (0)
h , V (0)

h ) ≤ (U (1)
h , V (1)

h ) ≤ (U
(1)

h , V
(1)

h ) ≤ (U
(0)

h , V
(0)

h ).

We now assume inductively that for certain m = m0 ≥ 1,

(U (m−1)
h , V (m−1)

h ) ≤ (U (m)
h , V (m)

h ) ≤ (U
(m)

h , V
(m)

h ) ≤ (U
(m−1)

h , V
(m−1)

h ). (3.13)

Then by hypothesis (H),

MV
(m0−1)

h + max
Zh∈S(m0−1)

F(Zh, V
(m0−1)

h ) ≥ MV
(m0)

h + max
Zh∈S(m0)

F(Zh, V
(m0)

h ),

MV (m0)
h + min

Zh∈S(m0)
F(Zh, V (m0)

h ) ≥ MV (m0−1)
h + min

Zh∈S(m0−1)
F(Zh, V (m0−1)

h ).

Accordingly, we use (3.8) to deduce that

(A + Mh2
x B)(V

(m0)

h − V
(m0+1)

h ) ≥ 0, (A + Mh2
x B)(V (m0+1)

h − V (m0)
h ) ≥ 0.

On the other hand, by (3.8) and (3.13) with m = m0,

A(U
(m0)

h − U
(m0+1)

h ) ≥ 0, A(U (m0+1)
h − U (m0)

h ) ≥ 0.

In view of (A+ Mh2
x B)−1 > 0, A−1 > 0 and Lemma 3.1, we assert that the relation (3.13) holds also for m = m0 +1.

This completes the induction. The monotonicity of iteration also ensures the existence of the limits, namely,

lim
m→∞

(U
(m)

h , V
(m)

h ) = (U h, V h), lim
m→∞

(U (m)
h , V (m)

h ) = (U h, V h).
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To prove (3.10), it suffices to show that

lim
m→∞

(MV
(m)

h + max
Zh∈S(m)

F(Zh, V
(m)

h )) = MV h + max
U h≤Zh≤U h

F(Zh, V h),

lim
m→∞

(MV (m)
h + min

Zh∈S(m)
F(Zh, V (m)

h )) = MV h + min
U h≤Zh≤U h

F(Zh, V h).
(3.14)

Indeed, the above fact can be verified by exactly the same argument as that in proving Lemma A of the Appendix
in [26].

Finally, let (U ′

h, V ′

h) be any solution of (2.17) in S. Then (U (0)
h , V (0)

h ) ≤ (U ′

h, V ′

h) ≤ (U
(0)

h , V
0
h). We next assume

inductively that for some m = m0 ≥ 0,

(U (m)
h , V (m)

h ) ≤ (U ′

h, V ′

h) ≤ (U
(m)

h , V
(m)

h ). (3.15)

Then by hypothesis (H),

MV
(m0)

h + max
Zh∈S(m0)

F(Zh, V
(m0)

h ) ≥ MV ′

h + F(U ′

h, V ′

h).

Therefore by (2.17) and (3.8),

A(U
(m0+1)

h − U ′

h) ≥ 0, (A + Mh2
x B)(V

(m0+1)

h − V ′

h) ≥ 0.

This leads to (U ′

h, V ′

h) ≤ (U
(m0+1)

h , V
(m0+1)

h ). In the same manner, we verify that (U ′

h, V ′

h) ≥ (U (m0+1)
h , V (m0+1)

h ).
This completes the induction. Thus, the relation (3.15) is valid for all m ≥ 0. Letting m → ∞ in (3.15), we conclude
that (U h, V h) ≤ (U ′

h, V ′

h) ≤ (U h, V h). �

We know from Theorem 3.2 that if (U h, V h) = (U h, V h), then it is the unique solution of (2.17) in S.
To explore the conditions ensuring the uniqueness of solution, we assume that F is a C1-function and introduce

the following notations:

Mu = max
{∣∣∣∣∂ Fi, j

∂u
(u, v)

∣∣∣∣ ; (u, v) ∈ Si, j , (i, j) ∈ Ω
}

,

Mv = max
{

∂ Fi, j

∂v
(u, v); (u, v) ∈ Si, j , (i, j) ∈ Ω

}
,

M±
u = min

{
±

∂ Fi, j

∂u
(u, v); (u, v) ∈ Si, j , (i, j) ∈ Ω

}
, Mu = max{0, M+

u , M−
u },

Mv = min
{

∂ Fi, j

∂v
(u, v); (u, v) ∈ Si, j , (i, j) ∈ Ω

}
,

k = max{k−1
i, j , (i, j) ∈ Ω}, k = min{k−1

i, j , (i, j) ∈ Ω}.

(3.16)

The following result is for the uniqueness of solution in S, as well as an efficient algorithm.

Theorem 3.3. Let the conditions in Lemma 3.1 hold, and let λ0 be the smallest eigenvalue of the generalized
eigenvalue problem (2.18). If, in addition, either

λ0(λ0 − Mv) > k Mu or λ0(λ0 − Mv) < k Mu, (3.17)

then the sequences {(U
(m)

h , V
(m)

h )} and {(U (m)
h , V (m)

h )} given by (3.8) with M∗
= M converge monotonically to a

unique solution (U∗

h , V ∗

h ) of (2.17) in S.

Proof. It suffices to show that (U h, V h) = (U h, V h), where (U h, V h) and (U h, V h) are the limits in Theorem 3.2.
Let Wh = U h − U h and Xh = V h − V h . Then Wh ≥ 0, Xh ≥ 0 and by (3.10),

AWh = h2
x BK Xh, AXh = h2

x B( max
U h≤Zh≤U h

F(Zh, V h) − min
U h≤Zh≤U h

F(Zh, V h)). (3.18)
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Applying the mean-value theorem to the second equality of (3.18), we observe that

AXh ≤ h2
x B(Mu Wh + Mv Xh). (3.19)

Let

V ′

h =

{
U h, if Mu = M+

u or Mu = 0,

U h, if Mu = M−
u ,

V ′′

h =

{
U h, if Mu = M+

u ,

U h, if Mu = M−
u or Mu = 0.

(3.20)

Obviously, (3.18) implies that

AXh ≥ h2
x B(F(V ′

h, V h) − F(V ′′

h , V h)). (3.21)

Therefore, using the mean-value theorem with (3.20) yields that

AXh ≥ h2
x B(Mu Wh + Mv Xh). (3.22)

A combination of (3.18), (3.19) and (3.22) leads to

AWh = h2
x BK Xh, h2

x B(Mu Wh + Mv Xh) ≤ AXh ≤ h2
x B(Mu Wh + Mv Xh). (3.23)

Next, let Φ be the positive eigenvector corresponding to the eigenvalue λ0. Multiplying the equations in (3.23) by ΦT

gives

ΦT AWh = h2
xΦ

T BK Xh, h2
xΦ

T B(Mu Wh + Mv Xh) ≤ ΦT AXh ≤ h2
xΦ

T B(Mu Wh + Mv Xh). (3.24)

Due to the symmetry of A and B, we have from (2.18) that ΦT A = λ0h2
xΦ

T B. Thereby,

λ0h2
xΦ

T BWh = h2
xΦ

T BK Xh,

h2
xΦ

T B
(
Mu Wh + Mv Xh

)
≤ λ0h2

xΦ
T B Xh ≤ h2

xΦ
T B(Mu Wh + Mv Xh).

(3.25)

Substituting the equality in (3.25) into the inequality in (3.25), it follows that

(k Mu + λ0 Mv)Φ
T B Xh ≤ λ2

0Φ
T B Xh ≤ (k Mu + λ0 Mv)ΦT B Xh .

If B Xh is not zero, then the above relation with the positivity of Φ leads to

k Mu + λ0 Mv ≤ λ2
0 ≤ k Mu + λ0 Mv. (3.26)

This contradicts (3.17), and so B Xh = 0 which implies Xh = 0. By (3.18), we have also Wh = 0. This ends the
proof. �

In general, it is difficult to evaluate λ0 exactly. But we can estimate it by using Forbenius theorem, see Appendix B.
We now search other conditions ensuring the uniqueness of solution, which do not involve λ0. For this purpose, we

introduce the following discrete norms:

‖uh
‖∞ = max

(i, j)∈Ω
|uh

i, j |, ‖uh
‖

2
=

h2
x

σ Lx L y

Nx −1∑
i=1

Ny−1∑
j=1

(uh
i, j )

2,

|uh
|
2
1 =

1
σ Lx L y

Nx∑
i=1

Ny−1∑
j=1

(uh
i, j − uh

i−1, j )
2
+

σ

Lx L y

Nx −1∑
i=1

Ny∑
j=1

(uh
i, j − uh

i, j−1)
2,

(3.27)

where σ is the ratio of mesh sizes as before. We also set

σ ∗
= min{σ(5 − σ 2), (5σ 2

− 1)/σ }, L∗
= max{L2

x , L2
y}. (3.28)

For the above norms, we have the following estimates which will be proved in Appendix A.
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Lemma 3.2. If 1/5 < σ 2 < 5 and uh
i, j = 0 on ∂Ω , then

σ ∗Lx L y |u
h
|
2
1 ≤

Nx −1∑
i=1

Ny−1∑
j=1

uh
i, jLhuh

i, j . (3.29)

Lemma 3.3. If uh
i, j = 0 on ∂Ω , then

4‖uh
‖

2
≤ L∗

|uh
|
2
1. (3.30)

Theorem 3.4. Let the conditions of Theorem 3.3 hold except that the condition (3.17) is replaced by

3σkL∗ < 4σ ∗,
2σ ∗

4σ ∗ − 3σkL∗
Mu + M

+

v <
2σ ∗

3σ L∗
, (3.31)

where M
+

v = max{0, Mv}. Then the conclusions of Theorem 3.3 are also valid.

Proof. Let (U h, V h) and (U h, V h) be the limits in Theorem 3.2. We set Wh = U h − U h and Xh = V h − V h . Then
Wh ≥ 0 and Xh ≥ 0. By (3.10) and the mean-value theorem,

AWh = h2
x BK Xh, AXh = h2

x B(F(Z∗

h , V h) − F(Z∗∗

h , V h)), (3.32)

where Z∗

h and Z∗∗

h are two intermediate values between U h and U h . Let wh
i, j and xh

i, j be the components of the vectors
Wh and Xh , respectively. Then, in the componentwise form, the system (3.32) can be rewritten as

Lhwh
i, j = Ph(xh

i, j/ki, j ), (i, j) ∈ Ω ,

Lh xh
i, j = Ph(Fi, j (z

∗h
i, j , v

h
i, j ) − Fi, j (z

∗∗h
i, j , vh

i, j )), (i, j) ∈ Ω ,

wh
i, j = xh

i, j = 0, (i, j) ∈ ∂Ω .

(3.33)

Multiplying the first equation and the second equation of (3.33) by wh
i, j and xh

i, j respectively, and then summing the
results for all i, j , we obtain that

Nx −1∑
i=1

Ny−1∑
j=1

wh
i, jLhwh

i, j =

Nx −1∑
i=1

Ny−1∑
j=1

wh
i, jPh(xh

i, j/ki, j ),

Nx −1∑
i=1

Ny−1∑
j=1

xh
i, jLh xh

i, j =

Nx −1∑
i=1

Ny−1∑
j=1

xh
i, jPh(Fi, j (z

∗h
i, j , v

h
i, j ) − Fi, j (z

∗∗h
i, j , vh

i, j )).

By Lemma 3.2 and (3.28), the above system reads

σ ∗Lx L y |w
h
|
2
1 ≤ k

Nx −1∑
i=1

Ny−1∑
j=1

wh
i, jPh xh

i, j ,

σ ∗Lx L y |x
h
|
2
1 ≤

Nx −1∑
i=1

Ny−1∑
j=1

(Mu xh
i, jPhwh

i, j + M
+

v xh
i, jPh xh

i, j ).

(3.34)

Since

Nx −1∑
i=1

Ny−1∑
j=1

wh
i, jPh xh

i, j ≤ 3h2
x

Nx −1∑
i=1

Ny−1∑
j=1

((wh
i, j )

2
+ (xh

i, j )
2) = 3σ Lx L y(‖w

h
‖

2
+ ‖xh

‖
2), (3.35)

we obtain from (3.34) that

σ ∗
|wh

|
2
1 ≤ 3σk(‖wh

‖
2
+ ‖xh

‖
2), σ ∗

|xh
|
2
1 ≤ 3σ Mu‖wh

‖
2
+ 3σ(Mu + 2M

+

v )‖xh
‖

2.
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Applying Lemma 3.3 to the above inequalities, we have

4σ ∗

L∗
‖wh

‖
2

≤ 3σk(‖wh
‖

2
+ ‖xh

‖
2),

4σ ∗

L∗
‖xh

‖
2

≤ 3σ Mu‖wh
‖

2
+ 3σ(Mu + 2M

+

v )‖xh
‖

2. (3.36)

The first estimate of (3.36) implies ‖wh
‖

2
≤

3σkL∗

4σ ∗−3σkL∗
‖xh

‖
2, and so by the second estimate,

2σ ∗

3σ L∗
‖xh

‖
2

≤

(
2σ ∗

4σ ∗ − 3σkL∗
Mu + M

+

v

)
‖xh

‖
2.

The condition (3.31) ensures ‖xh
‖

2
= 0 which implies (U h, V h) = (U h, V h). �

In what follows, we shall use the following notations:

M
∗

u = Mu, M
∗

v = max
{∣∣∣∣∂ Fi, j

∂v
(u, v)

∣∣∣∣ ; (u, v) ∈ Si, j , (i, j) ∈ Ω
}

. (3.37)

Theorem 3.5. Let the conditions of Theorem 3.3 hold except that the condition (3.17) is replaced by

k M
∗

u + 2M
∗

v < 4. (3.38)

Then the conclusions of Theorem 3.3 are also valid.

Proof. It suffices to show Wh = Xh = 0, where the components of Wh and Xh satisfy (3.33). Applying Lemma 2.2
to (3.33) gives

‖wh
‖∞ ≤ k‖xh

‖∞/2, ‖xh
‖∞ ≤ M

∗

u‖wh
‖∞/2 + M

∗

v‖xh
‖∞/2.

Consequently,

‖xh
‖∞ ≤ (k M

∗

u/4 + M
∗

v/2)‖xh
‖∞.

The above with condition (3.38) implies ‖xh
‖∞ = ‖wh

‖∞ = 0, and so Wh = Xh = 0. �

Remark 3.1. Since we adopt the locally extreme values of F , at the right-hand sides of the iteration (3.8), the
monotone convergence of the produced sequences follows without any requirement on the monotonicity of F . This
fact essentially enlarges their applications.

Remark 3.2. If the function F(Uh, Vh) is monotone in Uh , then the iteration (3.8) is reduced to a usual iteration with
monotone function F . In this case, the computation of maximum and minimum values of nonlinear function in (3.8)
is trivial. Moreover, Mu in (3.16) is defined by Mu = min{|

∂ Fi, j
∂u (u, v)|; (u, v) ∈ Si, j , (i, j) ∈ Ω}.

Remark 3.3. If F(Uh, Vh) is nonmonotone in Uh , then the maximum and minimum values can be determined by
∂ Fi, j
∂u = 0, (i, j) ∈ Ω .

4. Two block monotone iterations

The Picard iteration (3.8) leads to a nine-diagonal linear system at each step of iteration. For resolving this system,
we need another iteration procedure. This is expensive for large number of mesh points. To remedy this deficiency
and maintain the monotonicity of convergence, we now propose two new iterations, called block Jacobi iteration
and block Gauss–Seidel iteration, respectively. To do this, we split the matrices A and B as A = D − L − U and
B = D∗

+ L∗
+ U∗, where D, L, U , D∗, L∗ and U∗ are N -order block tridiagonal matrices, namely,

D = tridiag(0, A0, 0), L = tridiag(A1, 0, 0), U = tridiag(0, 0, A1),

D∗
= tridiag(0, B0, 0), L∗

= tridiag(B1, 0, 0), U∗
= tridiag(0, 0, B1).

(a) Block Jacobi iteration
Let (Ũh, Ṽh) and (Ûh, V̂h) be a pair of coupled upper and lower solutions of (2.17). The Block Jacobi iteration

produces the sequences {(U
(m)

J,h , V
(m)

J,h )} and {(U (m)
J,h , V (m)

J,h )} as follows,
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

(U
(0)

J,h, V
(0)

J,h) = (Ũh, Ṽh), (U (0)
J,h, V (0)

J,h) = (Ûh, V̂h),

DU
(m)

J,h = (L+ U)U
(m−1)

J,h + h2
x BK V

(m−1)

J,h + G(1), m ≥ 1,

(D + M∗h2
xD∗)V

(m)

J,h = (L+ U − M∗h2
x (L∗

+ U∗))V
(m−1)

J,h

+ h2
x B(M∗V

(m−1)

J,h + max
Zh∈S(m−1)

F(Zh, V
(m−1)

J,h )) + G(2), m ≥ 1,

DU (m)
J,h = (L+ U)U (m−1)

J,h + h2
x BK V (m−1)

J,h + G(1), m ≥ 1,

(D + M∗h2
xD∗)V (m)

J,h = (L+ U − M∗h2
x (L∗

+ U∗))V (m−1)
J,h

+h2
x B(M∗V (m−1)

J,h + min
Zh∈S(m−1)

F(Zh, V (m−1)
J,h )) + G(2), m ≥ 1,

(4.1)

where M∗ is a nonnegative constant specified later, and S(m) is defined by (3.9) with respect to U (m)
J,h and U

(m)

J,h .

(b) Block Gauss–Seidel iteration
The block Gauss–Seidel iteration is designed by replacing the matrices D, D∗, L+ U and L∗

+ U∗ in (4.1) by the

matrices D − L, D∗
+ L∗, U and U∗, respectively. It produces the sequences {(U

(m)

G,h, V
(m)

G,h)} and {(U (m)
G,h, V (m)

G,h)}.

Evidently, the matrices D, D + M∗h2
xD∗, D − L and D − L + M∗h2

x (D∗
+ L∗) are block diagonal or block

lower-tridiagonal. Thereby, at each step of the block Jacobi and block Gauss–Seidel iterations, we could use certain
explicit and efficient algorithms, such as Thomas algorithm. This simplifies the actual computation essentially and
saves a lot of computational time.

Like the Picard iteration, we have the following results on the convergence of the above proposed iterations.

Theorem 4.1. Let the conditions in Lemma 3.1 be satisfied. Then the conclusions in Lemma 3.1 and Theorem 3.2
are valid for the sequences produced by the block Jacobi and block Gauss–Seidel iterations with M∗

= M. If, in
addition, one of the conditions (3.17), (3.31) and (3.38) holds, then the conclusions in Theorem 3.3 also hold for these
sequences.

Proof. It is easy to verify that under the condition (2.19), the inverses D−1, (D + Mh2
xD∗)−1, (D − L)−1 and

(D − L+ Mh2
x (D∗

+ L∗))−1 exist and are positive. Moreover, the matrices L+ U , L+ U − Mh2
x (L∗

+ U∗), U and
U − Mh2

xU∗ are nonnegative. Accordingly, we follow the same line as in the proofs of Lemma 3.1, and Theorems 3.2
and 3.3 to reach the desired results. �

We next compare the Picard, block Jacobi and block Gauss–Seidel iterations.

Theorem 4.2. Let the conditions in Lemma 3.1 hold, and let {U
(m)

h , V
(m)

h , U (m)
h , V (m)

h }, {U
(m)

J,h , V
(m)

J,h , U (m)
J,h , V (m)

J,h } and

{U
(m)

G,h, V
(m)

G,h, U (m)
G,h, V (m)

G,h} be the sequences produced by the Picard, block Jacobi and block Gauss–Seidel iterations
with M∗

= M and the same initial data, respectively. Then for all m ≥ 1,

(U (m)
J,h , V (m)

J,h ) ≤ (U (m)
G,h, V (m)

G,h) ≤ (U (m)
h , V (m)

h ) ≤ (U
(m)

h , V
(m)

h ) ≤ (U
(m)

G,h, V
(m)

G,h) ≤ (U
(m)

J,h , V
(m)

J,h ). (4.2)

Proof. Let (W
(m)

h , Z
(m)

h ) = (U
(m)

G,h − U
(m)

h , V
(m)

G,h − V
(m)

h ) and (W (m)
h , Z (m)

h ) = (U (m)
h − U (m)

G,h, V (m)
h − V (m)

G,h). Then
we have from (3.8) and the corresponding formulas of block Gauss–Seidel iteration that

(D − L)W
(m)

h = U(U
(m−1)

G,h − U
(m)

h ) + h2
x BK Z

(m−1)

h ,

(D − L+ Mh2
x (D∗

+ L∗))Z
(m)

h = (U − Mh2
xU∗)(V

(m−1)

G,h − V
(m)

h )

+ h2
x B(M Z

(m−1)

h + max
Zh∈S(m−1)

G

F(Zh, V
(m−1)

G,h ) − max
Zh∈S(m−1)

F(Zh, V
(m−1)

h )),

(D − L)W (m)
h = U(U (m)

h − U (m−1)
G,h ) + h2

x BK Z (m−1)
h ,

(D − L+ Mh2
x (D∗

+ L∗))Z (m)
h = (U − Mh2

xU∗)(V (m)
h − V (m−1)

G,h )

+ h2
x B(M Z (m−1)

h + min
Zh∈S(m−1)

F(Zh, V (m−1)
h ) − min

Zh∈S(m−1)
G

F(Zh, V (m−1)
G,h )),

(4.3)
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where S(m)
G is defined by (3.9) with respect to the block Gauss–Seidel iteration. Since U ≥ 0,U − Mh2

xU∗
≥ 0, and

(U (m−1)
h , V (m−1)

h ) ≤ (U (m)
h , V (m)

h ) ≤ (U
(m)

h , V
(m)

h ) ≤ (U
(m−1)

h , V
(m−1)

h ),

we obtain from (4.3) that

(D − L)W
(m)

h ≥ UW
(m−1)

h + h2
x BK Z

(m−1)

h ,

(D − L+ Mh2
x (D∗

+ L∗))Z
(m)

h ≥ (U − Mh2
xU∗)Z

(m−1)

h

+ h2
x B(M Z

(m−1)

h + max
Zh∈S(m−1)

G

F(Zh, V
(m−1)

G,h ) − max
Zh∈S(m−1)

F(Zh, V
(m−1)

h )),

(D − L)W (m)
h ≥ UW (m−1)

h + h2
x BK Z (m−1)

h ,

(D − L+ Mh2
x (D∗

+ L∗))Z (m)
h ≥ (U − Mh2

xU∗)Z (m−1)
h

+ h2
x B(M Z (m−1)

h + min
Zh∈S(m−1)

F(Zh, V (m−1)
h ) − min

Zh∈S(m−1)
G

F(Zh, V (m−1)
G,h )).

(4.4)

We now use induction. Consider the case m = 1. Since the considered iterations possess the same initial data, the
relation (4.4) with m = 1 is reduced to

(D − L)W
(1)

h ≥ 0, (D − L+ Mh2
x (D∗

+ L∗))Z
(1)

h ≥ 0,

(D − L)W (1)
h ≥ 0, (D − L+ Mh2

x (D∗
+ L∗))Z (1)

h ≥ 0.

The above with the positivity of (D − L)−1 and (D − L + Mh2
x (D∗

+ L∗))−1 leads to (W
(1)

h , Z
(1)

h ) ≥ (0, 0) and

(W (1)
h , Z (1)

h ) ≥ (0, 0). Finally, with the aid of (3.3) and (4.4), we show inductively that (W
(m)

h , Z
(m)

h ) ≥ (0, 0) and

(W (m)
h , Z (m)

h ) ≥ (0, 0) for all m ≥ 1, i.e.,

(U (m)
G,h, V (m)

G,h) ≤ (U (m)
h , V (m)

h ) ≤ (U
(m)

h , V
(m)

h ) ≤ (U
(m)

G,h, V
(m)

G,h), m ≥ 1.

We can prove the other inequalities in (4.2) in the same manner. �

Remark 4.1. According to (4.2), the Picard iteration might converge faster than the block Gauss–Seidel iteration. The
latter in turn might converge faster than the block Jacobi iteration. However, the block Jacobi and block Gauss–Seidel
iterations are more preferable, since they are much easier to be carried out, and do not require any additional iteration
at each step.

Remark 4.2. Using the same argument as in [25], we can show that the Picard, block Jacobi and block Gauss–Seidel
iterations given in this paper have the geometric convergence rates.

5. Convergence of compact scheme

In this section, we deal with the convergence of finite difference scheme (2.9) (or (2.17)), and show its fourth-order
accuracy.

Let (ui, j , vi, j ) be the value at the point (i, j) of solution of (2.1), and (uh
i, j , v

h
i, j ) stands for the solution of (2.9).

We consider the errors eh
i, j = ui, j − uh

i, j and e′h
i, j = vi, j − vh

i, j . In fact, we have from (2.6) and (2.9) that
Lheh

i, j = Ph(e′h
i, j/ki, j ) + O(h6), (i, j) ∈ Ω ,

Lhe′h
i, j = Ph(Fi, j (ui, j , vi, j ) − Fi, j (u

h
i, j , v

h
i, j )) + O(h6), (i, j) ∈ Ω ,

eh
i, j = e′h

i, j = 0, (i, j) ∈ ∂Ω .

(5.1)
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Multiplying the first and the second equations of (5.1) by eh
i, j and e′h

i, j respectively, and then summing the results for
all i, j , we obtain that

Nx −1∑
i=1

Ny−1∑
j=1

eh
i, jLheh

i, j =

Nx −1∑
i=1

Ny−1∑
j=1

eh
i, jPh(e′h

i, j/ki, j ) + O(h6)

Nx −1∑
i=1

Ny−1∑
j=1

eh
i, j ,

Nx −1∑
i=1

Ny−1∑
j=1

e′h
i, jLhe′h

i, j =

Nx −1∑
i=1

Ny−1∑
j=1

e′h
i, jPh(Fi, j (ui, j , vi, j ) − Fi, j (u

h
i, j , v

h
i, j )) + O(h6)

Nx −1∑
i=1

Ny−1∑
j=1

e′h
i, j .

(5.2)

Theorem 5.1. Let S∗

i, j be the set in R2 such that (ui, j , vi, j ), (uh
i, j , v

h
i, j ) ∈ S∗

i, j , and let M
∗

u and M
∗

v be the constants

defined by (3.37) with respect to S∗

i, j . If u, v ∈ C6([0, Lx ] × [0, L y]), 1/5 < σ 2 < 5 and

3σkL∗ < 4σ ∗,
2σ ∗

4σ ∗ − 3σkL∗
M

∗

u + M
∗

v <
2σ ∗

3σ L∗
, (5.3)

then

‖u − uh
‖ ≤

c∗

√
λ∗

h4, ‖v − vh
‖ ≤

c∗

√
λ∗

h4,

where c∗ is a positive constant independent of h, and λ∗
=

1
2 ( 2σ ∗

3σ L∗ −
2σ ∗

4σ ∗−3σkL∗
M

∗

u − M
∗

v) > 0.

Proof. By using Lemma 3.2, we have from (5.2) that
σ ∗Lx L y |e

h
|
2
1 ≤ k

Nx −1∑
i=1

Ny−1∑
j=1

|eh
i, j |Ph(|e′h

i, j |) + O(h6)

Nx −1∑
i=1

Ny−1∑
j=1

eh
i, j ,

σ ∗Lx L y |e
′h

|
2
1 ≤

Nx −1∑
i=1

Ny−1∑
j=1

(M
∗

u |e′h
i, j |Ph(|eh

i, j |) + M
∗

v|e
′h
i, j |Ph(|e′h

i, j |)) + O(h6)

Nx −1∑
i=1

Ny−1∑
j=1

e′h
i, j .

(5.4)

Let ε be a suitably small positive constant determined below. It is easy to see that

O(h6)

Nx −1∑
i=1

Ny−1∑
j=1

eh
i, j =

Nx −1∑
i=1

Ny−1∑
j=1

O(h5)hx

√
4ε

σ L∗
eh

i, j ≤
2εLx L y

L∗
‖eh

‖
2
+

1
ε

O(h8), etc.

Thus, by virtue of Lemma 3.3 and (3.35), we derive from (5.4) that
4σ ∗

L∗
‖eh

‖
2

≤ 3σk
(
‖eh

‖
2
+ ‖e′h

‖
2
)

+
2ε

L∗
‖eh

‖
2
+

1
ε

O(h8),

4σ ∗

L∗
‖e′h

‖
2

≤ 3σ M
∗

u‖eh
‖

2
+ 3σ(M

∗

u + 2M
∗

v)‖e′h
‖

2
+

2ε

L∗
‖e′h

‖
2
+

1
ε

O(h8).

(5.5)

For any positive ε < (4σ ∗
− 3σkL∗)/2, the first estimate of (5.5) implies that

‖eh
‖

2
≤

3σkL∗

4σ ∗ − 3σkL∗ − 2ε
‖e′h

‖
2
+

1
ε

O(h8). (5.6)

Along with the second estimate of (5.5), we use (5.6) to verify that

2σ ∗
− ε

3σ L∗
‖e′h

‖
2

≤

(
2σ ∗

− ε

4σ ∗ − 3σkL∗ − 2ε
M

∗

u + M
∗

v

)
‖e′h

‖
2
+

1
ε

O(h8). (5.7)

Due to the condition (5.3), we may take ε to be sufficiently small so that ε < (4σ ∗
− 3σkL∗)/2 and

2σ ∗
− ε

3σ L∗
−

2σ ∗
− ε

4σ ∗ − 3σkL∗ − 2ε
M

∗

u − M
∗

v ≥ λ∗ > 0. (5.8)
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Hence, there exists a positive constant cv independent of h such that ‖e′h
‖

2
≤

cv

λ∗ h8. This with (5.6) in turn implies
‖eh

‖
2

≤
cu
λ∗ h8, cu being a positive constant independent of h. The proof is completed. �

We next give an error estimate of numerical solution in the discrete L∞-norm, which has the same order as the
error estimate in the discrete L2-norm.

Theorem 5.2. Let the hypotheses in Theorem 5.1 be satisfied except that the condition (5.3) is replaced by (3.38).
Then there exists a positive constant c∗

∞ independent of h such that

‖u − uh
‖∞ ≤

c∗
∞

λ∗
∞

h4, ‖v − vh
‖∞ ≤

c∗
∞

λ∗
∞

h4, (5.9)

where λ∗
∞ =

1
4 (4 − k M

∗

u − 2M
∗

v) > 0.

Proof. Let eh
i, j and e′h

i, j be the same as before. An application of the mean-value theorem and Lemma 2.2 to (5.1)
yields that

‖eh
‖∞ ≤ k‖e′h

‖∞/2 + O(h4), ‖e′h
‖∞ ≤ M

∗

u‖eh
‖∞/2 + M

∗

v‖e′h
‖∞/2 + O(h4). (5.10)

This implies

‖e′h
‖∞ ≤

(
k M

∗

u/4 + M
∗

v/2
)

‖e′h
‖∞ + O(h4). (5.11)

By using (3.38), we reach the estimate (5.9). �

6. Numerical results

We now present some numerical results demonstrating the monotone convergence of iterations and the fourth-order
accuracy of numerical solution, as predicted in the analysis. As mentioned in the previous sections, we have to find
certain pairs of coupled upper and lower solutions for ensuring the monotone convergence of iterations, which, in
turn, depend mainly on the function F(U, V ). Our example below also illustrates a technique for constructing such
pairs.

Let Ω = {(x, y); 0 < x < 1, 0 < y < 1}, and consider the boundary value problem∆2u = p(x, y)
∆u

1 + u
+ q(x, y), (x, y) ∈ Ω ,

u = ∆u = 0, (x, y) ∈ ∂Ω ,
(6.1)

where p(x, y) is a sign-changing continuous function and q(x, y) is a nonnegative continuous function. Problem (6.1)
is a special case of (1.2) with

k(x, y) = 1, f (x, y, u, v) = p(x, y)
v

1 + u
+ q(x, y), g(x, y) = g∗(x, y) = 0, Lx = L y = 1. (6.2)

To obtain an explicit solution of (6.1), we take a positive constant κ , and

q(x, y) = 2π2κ

(
2π2

+
p(x, y)

1 + κ sin(πx) sin(πy)

)
sin(πx) sin(πy). (6.3)

The true solution of (6.1) is given by u(x, y) = κ sin(πx) sin(πy) for any p(x, y). Moreover, q(x, y) ≥ 0, if
p(x, y) ≥ −2π2 in Ω .

Let h = hx = hy . The finite difference scheme (2.17) for problem (6.1) is now reduced to{
AUh = h2 BVh,

AVh = h2 B F(Uh, Vh),
(6.4)

where A and B are the same as in (2.16) with σ = 1, and F(Uh, Vh) is defined by (2.15) and (6.2). Since p(x, y)

changes sign, F(Uh, Vh) is not monotone in Uh .
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Fig. 6.1. The monotone property of {U
(m)
h , U (m)

h } at (0.5, 0.5) by different iterations (left: U
(m)
h ; right: U (m)

h ).

To find a pair of coupled upper and lower solutions of (6.4), we consider the following auxiliary linear system{
AZ̃h = ph2 B Z̃h + qh2 B E,

AW̃h = h2 B Z̃h,
(6.5)

where p and q are sufficiently large so that |p(x, y)| ≤ p and q(x, y) ≤ q in Ω , E ∈ RN is a vector whose
components are all one. The system (6.5) admits a unique solution (W̃h, Z̃h), and (W̃h, Z̃h) ≥ (0, 0) if p < λ0, where
λ0 is the smallest eigenvalue of the generalized eigenvalue problem (2.18) (see Lemma 2.4). Notice that λ0 ≥ 8/3 (see
Theorem B.1 in Appendix B). It is easy to verify that F(Uh, Vh) ≤ pVh +q E for all (Uh, Vh) ≥ (0, 0). Consequently,
(W̃h, Z̃h) and (0, 0) form a pair of coupled upper and lower solutions of (6.4).

Since ∂ Fi, j/∂v = −p/(1 + u) ≥ −p for all u ≥ 0, the nonnegative constant M∗ in the iteration processes (3.8)
and (4.1) may be chosen as M∗

= p. Let κ = 1, p(x, y) = 0.5 cos(πx) cos(πy), p = 1/2 and q = 2π2κ(2π2
+ 1).

Taking (U
(0)

h , V
(0)

h ) = (W̃h, Z̃h) and (U (0)
h , V (0)

h ) = (0, 0), we produce the corresponding sequences {(U
(m)

h , V
(m)

h )}

and {(U (m)
h , V (m)

h )} by the Picard iteration, block Jacobi iteration and block Gauss–Seidel iteration. All computations
are carried out on a Pentium-4 computer with 512 MB memory and a MATLAB subroutine. The termination criterion
of iterations is

‖U
(m)

h − U (m)
h ‖∞ + ‖V

(m)

h − V (m)
h ‖∞ < 10−12. (6.6)

In Fig. 6.1, we plot the values of sequences {U
(m)

h } and {U (m)
h } at the point (xi , y j ) = (0.5, 0.5), with h = 1/20.

As expected from our analysis, the sequence {U
(m)

h } is nonincreasing, while the sequence {U (m)
h } is nondecreasing.

Besides, the comparison result (4.2) is also confirmed. In numerical experiments, the sequences {(U
(m)

h , V
(m)

h )} and
{(U (m)

h , V (m)
h )} tend to the same limit (U∗

h , V ∗

h ) as m → ∞. It indicates that the limit (U∗

h , V ∗

h ) is the unique solution
of (6.4) in S = {(Uh, Vh) ∈ (RN )2

; (0, 0) ≤ (Uh, Vh) ≤ (W̃h, Z̃h)}. Therefore, for illustrating the accuracy of

iterations, we may take (U
(m∗)

h , V
(m∗)

h ) as the computed solution (U∗

h , V ∗

h ) where m∗ is the number of required steps
of iterations for the tolerance in (6.6).

In Table 6.1, we list the values of computed solution U∗

h at the point (xi , y j ), with y j = 0.5 and the mesh size
h = 1/10, 1/20, 1/40. We also list the relative error (Relat. err.) between the computed solution U∗

h and the true
solution u at every point, the values of the true solution u, the number of required steps of iterations (Number of iter.)
and CPU time (in seconds). We see that the Picard iteration converges faster than the block Gauss–Seidel and block
Jacobi iterations. However, the block Gauss–Seidel and block Jacobi iterations cost much less computational time,
especially for small mesh size.

In Fig. 6.2, we sketch the absolute maximum errors (i.e., L∞-errors, see (6.7)) between the true solution u and
the computed solution U∗

h produced by the block Gauss–Seidel iteration with h = 1/N for different N . Clearly, the
computed solution meets the true solution closely, and the numerical error decays as the mesh size decreases.
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Table 6.1
The computed solution U∗

h and the true solution u

h (xi , y j ) (0.1, 0.5) (0.2, 0.5) (0.3, 0.5) (0.4, 0.5) (0.5, 0.5) Number of iter. CPU time (s)

(a) Picard iteration

1/10
Comp. sol. 0.30904218 0.58783315 0.80908293 0.95113402 1.00008150
Relat. err. 8.15165e−5 8.14923e−5 8.15063e−5 8.14883e−5 8.15000e−5 9 0.094

1/20
Comp. sol. 0.30901856 0.58778824 0.80902110 0.95106135 1.00000508
Relat. err. 5.08063e−6 5.08689e−6 5.08024e−6 5.07856e−5 5.08000e−6 9 4.344

1/40
Comp. sol. 0.30901709 0.58778544 0.80901725 0.95105682 1.00000032
Relat. err. 3.23607e−7 3.23247e−7 3.21378e−7 3.15439e−7 3.20000e−7 9 304.141

(b) Block Gauss–Seidel iteration

1/10
Comp. sol. 0.30904218 0.58783315 0.80908293 0.95113402 1.00008150
Relat. err. 8.15165e−5 8.14923e−5 8.15063e−5 8.14883e−5 8.15000e−5 167 0.344

1/20
Comp. sol. 0.30901856 0.58778824 0.80902110 0.95106135 1.00000508
Relat. err. 5.08063e−6 5.08689e−6 5.08024e−6 5.07856e−5 5.08000e−6 660 2.984

1/40
Comp. sol. 0.30901709 0.58778544 0.80901725 0.95105682 1.00000032
Relat. err. 3.23607e−7 3.23247e−7 3.21378e−7 3.15439e−7 3.20000e−7 2637 56.016

(c) Block Jacobi iteration

1/10
Comp. sol. 0.30904218 0.58783315 0.80908293 0.95113402 1.00008150
Relat. err. 8.15165e−5 8.14923e−5 8.15063e−5 8.14883e−5 8.15000e−5 330 0.641

1/20
Comp. sol. 0.30901856 0.58778824 0.80902110 0.95106135 1.00000508
Relat. err. 5.08063e−6 5.08689e−6 5.08024e−6 5.07856e−5 5.08000e−6 1317 7.281

1/40
Comp. sol. 0.30901709 0.58778544 0.80901725 0.95105682 1.00000032
Relat. err. 3.23607e−7 3.23247e−7 3.21378e−7 3.15439e−7 3.20000e−7 5270 166.313

True sol. 0.30901699 0.58778525 0.80901699 0.95105652 1

Fig. 6.2. The absolute maximum errors between U∗
h and u for h = 1/N .

To further demonstrate the accuracy of scheme (6.4), we calculate the Lα-error and the order of Lα-error of
numerical solution U∗

h (α = 2, ∞), which are defined by

error2(h) = ‖U∗

h − U‖, error∞(h) = ‖U∗

h − U‖∞,

orderα(h) = log2

(
errorα(h)

errorα(h/2)

)
, α = 2, ∞,

(6.7)

where U denotes the true solution vector. In Tables 6.2 and 6.3, we list the Lα-error and the order of Lα-error,
where the numerical solution is given by the block Gauss–Seidel iteration with the tolerance in (6.6). We see that the
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Table 6.2
The comparison between scheme (6.4) and SFD in L2-norm

h Scheme (6.4) SFD
error2(h) order2(h) error2(h) order2(h)

1/4 1.62641965e−3 4.0279 5.44353829e−2 2.0622
1/8 9.97043905e−5 4.0067 1.30346208e−2 2.0154
1/16 6.20261613e−6 4.0017 3.22414850e−3 2.0038
1/32 3.87217570e−7 4.0004 8.03901337e−4 2.0010
1/64 2.41942020e−8 4.0002 2.00842171e−4 2.0002
1/128 1.51192645e−9 5.02022250e−5

Table 6.3
The comparison between scheme (6.4) and SFD in L∞-norm

h Scheme (6.4) SFD
error∞(h) order∞(h) error∞(h) order∞(h)

1/4 3.25283892e−3 4.0279 1.08870753e−1 2.0622
1/8 1.99408765e−4 4.0067 2.60692390e−2 2.0154
1/16 1.24052313e−5 4.0017 6.44829644e−3 2.0038
1/32 7.74435076e−7 4.0004 1.60780254e−3 2.0010
1/64 4.83883977e−8 4.0002 4.01684310e−4 2.0002
1/128 3.02384962e−9 1.00404442e−4

numerical solution U∗

h has the fourth-order accuracy in both L2-norm and L∞-norm. This coincides well with the
analysis.

For comparison, we also solve (6.1) by the standard finite difference method (SFD) as in [16,17]. This method
leads to a system of nonlinear algebraic equations of the form (6.4) with the matrices

A = tridiag(−I, A1, −I ), A1 = tridiag(−1, 4, −1), B = I.

Thus, a similar block Gauss–Seidel iteration can be used in actual computation. The corresponding Lα-error and the
order of Lα-error of numerical solution U∗

h (α = 2, ∞) are also given in Tables 6.2 and 6.3. We see that the standard
method possesses only the second-order accuracy.

To compare the convergence rates of iterations and time consumption, the number of required steps of iterations
(Number of iter.) and CPU time for scheme (6.4) and SFD scheme are listed in Table 6.4. We see that with the
same mesh size, the iteration for resolving scheme (6.4) converges slightly faster than that for SFD scheme. But
scheme (6.4) costs more computational time than SFD scheme (except the case h = 1/4). This is reasonable, since
more number of arithmetic operations are involved in scheme (6.4). However, we see from Tables 6.2–6.4 that for
obtaining the numerical solution of the SFD scheme, with the L2-error around 5.02022 × 10−5 or the L∞-error
around 1.00404 × 10−4, we need to take h = 1/128, and so cost 10291.766 CPU seconds. In contrast, a more
accurate numerical solution is provided by scheme (6.4) with h = 1/16. In this case, the L2-error is 6.20262 × 10−6

and the L∞-error is 1.24052 × 10−5. But the corresponding cost is only 1.406 CPU seconds. The above comparisons
clearly indicate that the presented scheme (6.4) is much more efficient than the standard finite difference method.

We end this section by giving a simple comment on the computational cost in Tables 6.1 and 6.4. At each step
of the Picard iteration, we need to resolve a linear algebraic system of order s = O( 1

h2 ). When we use the Gauss

elimination method to solve such system, the number of total operations at each step is about s3/3. Therefore, if h
is halved, then the number of total operations becomes (4s)3/3. Accordingly, the CPU time with the mesh size h/2
is approximately 64 times the CPU time with mesh size h. Clearly, the CPU time of the Picard iteration presented in
Table 6.1 agrees with the above analysis. In fact, the numbers of the Picard iterations for h =

1
10 , 1

20 , 1
40 are the same.

Therefore, the total CPU times for these three cases are nearly proportional to 1
3h6 , 64

3h6 , 4096
3h6 , respectively. We can

analyze the CPU time of block Gauss–Seidel iteration and block Jacobi iteration similarly. In these cases, the numbers
of total operations at each step is about O(s2).
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Table 6.4
The number of iterations and CPU time for scheme (6.4) and SFD

h Scheme (6.4) SFD
Number of iter. CPU time (s) Number of iter. CPU time (s)

1/4 28 0.093 29 0.141
1/8 105 0.234 107 0.172
1/16 417 1.406 418 1.140
1/32 1 661 21.687 1 663 15.953
1/64 6 601 504.86 6 610 370.86
1/128 26 303 18 798.328 26 351 10 291.766

7. Concluding remarks

In this paper, we proposed a compact finite difference method for a fourth-order nonlinear elliptic problem, with
the fourth-order accuracy. It also preserves monotonicity as the underlying continuous version and so fits the exact
solution properly. We provided three monotone iterations with geometric convergence rates, for resolving the resulting
nonlinear discrete systems. Moreover, all procedures do not require any monotonicity of involved nonlinear function
and so essentially enlarge their applications. The numerical results coincide with the analysis very well.

In this work, we generalized the method of upper and lower solutions to multi-dimensional partial differential
equations of high order. We also developed a technique for designing and analyzing compact and monotone finite
difference schemes with high accuracy. They are very useful for accurate numerical simulations of many other
nonlinear problems, such as numerical solution of the stream function form of the Navier–Stokes equations and so on.
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Appendix A

In this appendix, we prove Lemmas 2.2, 3.2 and 3.3.

Proof of Lemma 2.2. We set

φh
i, j = (x2

i + y2
j )/24 = (i2h2

x + j2h2
y)/24, (i, j) ∈ Ω .

Clearly, 0 ≤ φh
i, j ≤ 1/12 for all (i, j) ∈ Ω . Moreover, a calculation shows that

Lhφh
i, j = −h2

x , (i, j) ∈ Ω .

Next, let M = max(i, j)∈Ω |Lhuh
i, j |/h2

x , and w±

i, j = ±uh
i, j + Mφh

i, j . We observe that

Lhw+

i, j = Lhuh
i, j − Mh2

x , Lhw−

i, j = −Lhuh
i, j − Mh2

x .

This implies Lhw±

i, j ≤ 0 for all (i, j) ∈ Ω . Therefore, by virtue of Lemma 2.1,

max
(i, j)∈Ω

w±

i, j ≤ max
(i, j)∈∂Ω

w±

i, j ≤ max
(i, j)∈∂Ω

(±uh
i, j ) + max

(i, j)∈∂Ω
(Mφh

i, j ) ≤ max
(i, j)∈∂Ω

(±uh
i, j ) + M/12.

Since ±uh
i, j ≤ w±

i, j , we have max(i, j)∈Ω (±uh
i, j ) ≤ max(i, j)∈∂Ω (±uh

i, j ) + M/12, which implies the desired result
(2.11). �
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Proof of Lemma 3.2. Thanks to (2.8), we can check directly that

Nx −1∑
i=1

Ny−1∑
j=1

uh
i, jLhuh

i, j = (5 − σ 2)

Nx∑
i=1

Ny−1∑
j=1

(uh
i, j − uh

i−1, j )
2
+ (5σ 2

− 1)

Nx −1∑
i=1

Ny∑
j=1

(uh
i, j − uh

i, j−1)
2

+
1 + σ 2

2

Nx∑
i=1

Ny∑
j=1

(uh
i, j − uh

i−1, j−1)
2
+

1 + σ 2

2

Nx∑
i=1

Ny−1∑
j=0

(uh
i, j − uh

i−1, j+1)
2,

from which (3.29) follows immediately. �

Proof of Lemma 3.3. Clearly, uh
i, j =

∑i
p=1(u

h
p, j − uh

p−1, j ), and so

(uh
i, j )

2
≤

i∑
p=1

1 ·

i∑
p=1

(uh
p, j − uh

p−1, j )
2

≤
Lx

hx

i∑
p=1

(uh
p, j − uh

p−1, j )
2.

Similarly,

(uh
i, j )

2
≤

Lx

hx

Nx∑
p=i+1

(uh
p, j − uh

p−1, j )
2.

Putting the above two results together yields that

(uh
i, j )

2
≤

Lx

2hx

Nx∑
p=1

(uh
p, j − uh

p−1, j )
2.

Therefore,

‖uh
‖

2
=

h2
x

σ Lx L y

Nx −1∑
i=1

Ny−1∑
j=1

(uh
i, j )

2
≤

Lx

2σ L y

Nx∑
i=1

Ny−1∑
j=1

(uh
i, j − uh

i−1, j )
2.

In the same manner, we deduce that

‖uh
‖

2
≤

σ L y

2Lx

Nx −1∑
i=1

Ny∑
j=1

(uh
i, j − uh

i, j−1)
2.

Then the desired result (3.30) follows from the above two estimates. �

Appendix B

In this appendix, we estimate the smallest eigenvalue λ0 of the generalized eigenvalue problem (2.18).

Theorem B.1. If 1/5 < σ 2 < 5, then 2σ ∗

3σ L∗ ≤ λ0 ≤
132(1+σ 2)

121h2
x

, where σ ∗ and L∗ are given by (3.28).

Proof. Let A−1 B = (ti, j ). Since 1/λ0 is the largest eigenvalue of h2
x A−1 B, we have from Forbenius theorem (see [24],

p. 31) that

λ−1
0 ≥ h2

x min
i

N∑
j=1

ti, j . (B.1)

Let E = (1, 1, . . . , 1)T and S = A−1 B E . Then S = (
∑N

j=1 t1, j ,
∑N

j=1 t2, j , . . . ,
∑N

j=1 tN , j )
T and by (2.13),

AS = B E ≥
121
24

E . (B.2)
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Let Si0 =
∑N

j=1 ti0, j = mini
∑N

j=1 ti, j , and let (AS)i0 stand for the i0th component of AS. Then by (2.13),

(AS)i0 ≤
11
2 (1 + σ 2)Si0 . This with (B.2) implies that 11

2 (1 + σ 2)Si0 ≥
121
24 . Thus, mini

∑N
j=1 ti, j ≥

121
132(1+σ 2)

,

which with (B.1) leads to λ0 ≤
132(1+σ 2)

121h2
x

.

Next, let Φ be the positive eigenvector corresponding to λ0. Then ΦT AΦ = λ0h2
xΦ

T BΦ. Furthermore by (3.35)
and Lemmas 3.2 and 3.3,

h2
xΦ

T BΦ ≤ 6σ Lx L y‖Φ‖
2

≤
3σ L∗

2
Lx L y |Φ|

2
1 ≤

3σ L∗

2σ ∗
ΦT AΦ.

Therefore, λ0 =
ΦT AΦ

h2
xΦ

T BΦ
≥

2σ ∗

3σ L∗ . This completes the proof. �
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