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#### Abstract

A Latin bitrade is a pair of partial Latin squares which are disjoint, occupy the same set of non-empty cells, and whose corresponding rows and columns contain the same set of entries. In [A. Drápal, On geometrical structure and construction of Latin trades, Advances in Geometry (in press)] it is shown that a Latin bitrade may be thought of as three derangements of the same set, whose product is the identity and whose cycles pairwise have at most one point in common. By letting a group act on itself by right translation, we show how some Latin bitrades may be derived directly from groups. Properties of Latin bitrades such as homogeneity, minimality (via thinness) and orthogonality may also be encoded succinctly within the group structure. We apply the construction to some well-known groups, constructing previously unknown Latin bitrades. In particular, we show the existence of minimal, $k$-homogeneous Latin bitrades for each odd $k \geq 3$. In some cases these are the smallest known such examples.
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## 1. Introduction

One of the earliest studies of Latin bitrades appeared in [10], where they are referred to as exchangeable partial groupoids. Later (and at first independently), Latin bitrades became of interest to researchers of critical sets (minimal defining sets of Latin squares) [7,13,1] and of the intersections between Latin squares [11]. As discussed in [18], Latin bitrades may be applied to the compact storage of large catalogues of Latin squares. Results on other kinds of combinatorial trades may be found in [17,14].

In [9] it is shown that a Latin bitrade may be thought of as a set of three permutations with no fixed points, whose product is the identity and whose cycles have pairwise at most one point in common. By letting a group act on itself by right translation, in this paper we extend this result to give a construction of Latin bitrades directly from groups. This construction does not give every type of Latin bitrade; however the Latin bitrades generated in this way are rich in symmetry and structure. Furthermore Latin bitrade properties such as orthogonality, minimality and homogeneity may be encoded concisely into the group structure, as shown in Section 3. Section 4 shows that many interesting

[^0]examples can be constructed, even from familiar examples of groups. Finally in Section 5 we give a table of known results of minimal $k$-homogeneous Latin bitrades for small, odd values of $k$.

Note that throughout this paper we compose permutations from left to right. Correspondingly, if a permutation $\rho$ acts on a point $x, x \rho$ denotes the image of $x$. Given a group $G$ acting on a set $X$, for each $g \in G, \operatorname{Fix}(g)=\{x \mid x \in$ $X, x g=g\}$ and $\operatorname{Mov}(g)=\{x \mid x \in X, x g \neq g\}$. The group theory notation used in this paper is consistent with most introductory texts, including [12].

## 2. Permutation structure

Definition 2.1. Let $A_{1}, A_{2}$, and $A_{3}$ be finite, non-empty sets. A partial Latin square $T$ is an $\left|A_{1}\right| \times\left|A_{2}\right|$ array with rows indexed by $A_{1}$, columns indexed by $A_{2}$, and entries from $A_{3}$, such that each $e \in A_{3}$ appears at most once in each row and at most once in each column. In this paper, we ignore unused rows, columns and symbols, so that $A_{1}, A_{2}$ and $A_{3}$ often have differing sizes. In the case where $\left|A_{1}\right|=\left|A_{2}\right|=\left|A_{3}\right|=n$ and each $e \in A_{3}$ appears exactly once in each row and once in each column, we say that $T$ is a Latin square of order $n$.

We may view $T$ as a set and write $(x, y, z) \in T$ if and only if symbol $z$ appears in the cell at row $x$, column $y$. As a binary operation we write $x \circ y=z$ if and only if $(x, y, z) \in T\left(=T^{\circ}\right)$. Equivalently, a partial Latin square $T^{\circ}$ is a subset $T^{\circ} \subseteq A_{1} \times A_{2} \times A_{3}$ such that the following conditions are satisfied:
(P1) If $\left(a_{1}, a_{2}, a_{3}\right),\left(b_{1}, b_{2}, b_{3}\right) \in T^{\circ}$, then either at most one of $a_{1}=b_{1}, a_{2}=b_{2}$ and $a_{3}=b_{3}$ is true or all three are true.
(P2) The sets $A_{1}, A_{2}$, and $A_{3}$ are pairwise disjoint, and for all $\alpha \in \bigcup_{i} A_{i}$, there exists an $\left(a_{1}, a_{2}, a_{3}\right) \in T^{\circ}$ with $\alpha=a_{i}$ for some $i$.
Let $T^{\circ}, T^{\star} \subset A_{1} \times A_{2} \times A_{3}$ be two partial Latin squares. Then ( $T^{\circ}, T^{\star}$ ) is called a Latin bitrade if the following conditions are all satisfied.
(R1) $T^{\circ} \cap T^{\star}=\emptyset$.
(R2) For all $\left(a_{1}, a_{2}, a_{3}\right) \in T^{\circ}$ and all $r, s \in\{1,2,3\}, r \neq s$, there exists a unique $\left(b_{1}, b_{2}, b_{3}\right) \in T^{\star}$ such that $a_{r}=b_{r}$ and $a_{s}=b_{s}$.
(R3) For all $\left(a_{1}, a_{2}, a_{3}\right) \in T^{\star}$ and all $r, s \in\{1,2,3\}, r \neq s$, there exists a unique $\left(b_{1}, b_{2}, b_{3}\right) \in T^{\circ}$ such that $a_{r}=b_{r}$ and $a_{s}=b_{s}$.

Note that (R2) and (R3) imply that each row (column) of $T^{\circ}$ contains the same subset of $A_{3}$ as the corresponding row (column) of $T^{\star}$. We sometimes refer to $T^{\circ}$ as a Latin trade and $T^{\star}$ its disjoint mate. The size of a Latin bitrade is equal to $\left|T^{\circ}\right|=\left|T^{\star}\right|$.

Given any two distinct Latin squares $L^{\circ}$ and $L^{\star}$, each of order $n,\left(L^{\circ} \backslash L^{\star}, L^{\star} \backslash L^{\circ}\right)$ is a Latin bitrade. In this way, Latin bitrades describe the difference between two Latin squares. In fact, we may think of a Latin trade as a subset of a Latin square which may be replaced with a disjoint mate to obtain a new Latin square. An isotopism of a partial Latin square is a relabelling of the elements of $A_{1}, A_{2}$ and $A_{3}$. Combinatorial properties of partial Latin squares are, in general, preserved under isotopism (in particular, any isotope of a Latin bitrade is also a Latin bitrade), a fact we exploit in this paper.

Example 2.2. Let $A_{1}=\{a, b\}, A_{2}=\{c, d, e\}$ and $A_{3}=\{f, g, h\}$. Then $\left(T^{\circ}, T^{\star}\right)$ is a Latin bitrade, where $T^{\circ}, T^{\star} \subset A_{1} \times A_{2} \times A_{3}$ are shown below:

$$
T^{\circ}=\begin{array}{|c||c|c|c|}
\hline \circ & c & d & e \\
\hline \hline a & f & g & h \\
\hline b & g & h & f \\
\hline
\end{array}
$$

$$
T^{\star}=\begin{array}{|c||c|c|c|}
\hline \star & c & d & e \\
\hline \hline a & g & h & f \\
\hline b & f & g & h \\
\hline
\end{array} .
$$

We may also write

$$
\begin{aligned}
& T^{\circ}=\{(a, c, f),(a, d, g),(a, e, h),(b, c, g),(b, d, h),(b, e, f)\} \quad \text { and } \\
& T^{\star}=\{(a, c, g),(a, d, h),(a, e, f),(b, c, f),(b, d, g),(b, e, h)\} .
\end{aligned}
$$

It turns out (as shown in [9]) that Latin bitrades may be defined in terms of permutations. We first show how to derive permutations of $T^{\circ}$ from a given Latin bitrade.

Definition 2.3. Define the map $\beta_{r}: T^{\star} \rightarrow T^{\circ}$ where $\left(a_{1}, a_{2}, a_{3}\right) \beta_{r}=\left(b_{1}, b_{2}, b_{3}\right)$ implies that $a_{r} \neq b_{r}$ and $a_{i}=b_{i}$ for $i \neq r$. (Note that by conditions (R2) and (R3) the map $\beta_{r}$ and its inverse are well defined.) In particular, let $\tau_{1}, \tau_{2}, \tau_{3}: T^{\circ} \rightarrow T^{\circ}$, where $\tau_{1}=\beta_{2}^{-1} \beta_{3}, \tau_{2}=\beta_{3}^{-1} \beta_{1}$ and $\tau_{3}=\beta_{1}^{-1} \beta_{2}$. For each $i \in\{1,2,3\}$, let $\mathcal{A}_{i}$ be the set of cycles in $\tau_{i}$. We will see these cycles as permutations of $T^{\circ}$.

Example 2.4. Consider the Latin bitrade constructed in Example 2.2. Here,

$$
\begin{aligned}
& \tau_{1}=((a, c, f)(a, e, h)(a, d, g))((b, c, g)(b, d, h)(b, e, f)) \\
& \tau_{2}=((a, c, f)(b, c, g))((a, e, h)(b, e, f))((a, d, g)(b, d, h)) \quad \text { and } \\
& \tau_{3}=((a, c, f)(b, e, f))((a, d, g)(b, c, g))((b, d, h)(a, e, h)) .
\end{aligned}
$$

Lemma 2.5. The permutations $\tau_{1}, \tau_{2}$ and $\tau_{3}$ satisfy the following properties:
(Q1) If $\rho \in \mathcal{A}_{r}, \mu \in \mathcal{A}_{s}, 1 \leq r<s \leq 3$, then $|\operatorname{Mov}(\rho) \cap \operatorname{Mov}(\mu)| \leq 1$.
(Q2) For each $i \in\{1,2,3\}$, $\tau_{i}$ has no fixed points.
(Q3) $\tau_{1} \tau_{2} \tau_{3}=1$.
Proof. Observe that $\tau_{i}$ leaves the $i$-th coordinate of a triple fixed.
(Q1) Let $r=1, s=2$ and take $\rho, \mu$ as specified. Suppose that $x$ and $y$ are distinct points in $\operatorname{Mov}(\rho) \cap \operatorname{Mov}(\mu)$. Let $x=\left(x_{1}, x_{2}, x_{3}\right)$. Then $\left(x_{1}, x_{2}, x_{3}\right) \rho^{i}=\left(x_{1}, x_{2}^{\prime}, x_{3}^{\prime}\right)=y$ and $\left(x_{1}, x_{2}, x_{3}\right) \mu^{j}=\left(x_{1}^{\prime \prime}, x_{2}, x_{3}^{\prime \prime}\right)=y$ for some $i$, $j$. This implies that $x_{2}=x_{2}^{\prime}$, a contradiction to the fact that $\rho$ leaves only the first coordinate fixed. The cases $(r, s)=(1,3)$ and $(2,3)$ are similar.
(Q2) Each $\tau_{i}=\beta_{s}^{-1} \beta_{r}$ changes the $t$ th component of a triple $x$, where $t \in\{s, r\}$.
(Q3) Observe that $\tau_{1} \tau_{2} \tau_{3}=\beta_{2}^{-1} \beta_{3} \beta_{3}^{-1} \beta_{1} \beta_{1}^{-1} \beta_{2}=1$.
Thus from a given Latin bitrade we may define a set of permutations with particular properties. It turns out that there exists a reverse process.

Definition 2.6. Let $\tau_{1}, \tau_{2}, \tau_{3}$ be permutations on some set $X$ and for $i \in\{1,2,3\}$, let $\mathcal{A}_{i}$ be the set of cycles of $\tau_{i}$. Suppose that $\tau_{1}, \tau_{2}, \tau_{3}$ satisfy Conditions (Q1), (Q2) and (Q3) from Lemma 2.5. Next, define

$$
S^{\circ}=\left\{\left(\rho_{1}, \rho_{2}, \rho_{3}\right) \mid \rho_{i} \in \mathcal{A}_{i} \text { and there exists } x \text { such that } x \in \operatorname{Mov}\left(\rho_{i}\right) \text { for all } i\right\}
$$

and

$$
\begin{aligned}
S^{\star}= & \left\{\left(\rho_{1}, \rho_{2}, \rho_{3}\right) \mid \rho_{i} \in \mathcal{A}_{i}, \text { there exist distinct points } x, x^{\prime}, x^{\prime \prime} \text { in } X\right. \text { such that } \\
& \left.x \rho_{1}=x^{\prime}, x^{\prime} \rho_{2}=x^{\prime \prime}, x^{\prime \prime} \rho_{3}=x\right\} .
\end{aligned}
$$

Theorem 2.7 ([9]). Then the pair of partial Latin squares $\left(S^{\circ}, S^{\star}\right)$ is a Latin bitrade of size $|X|$ with $\left|\mathcal{A}_{1}\right|$ rows, $\left|\mathcal{A}_{2}\right|$ columns and $\left|\mathcal{A}_{3}\right|$ entries.

Proof. Condition (Q1) ensures that $S^{\circ}$ is a partial Latin square.
From (Q3), $\tau_{1} \tau_{2} \tau_{3}$ fixes every point in $X$. It follows that, for each point $x \in X$, there is a unique choice of $\rho_{1} \in \mathcal{A}_{1}$ not fixing $x, \rho_{2} \in \mathcal{A}_{2}$ not fixing $x \rho_{1}$, and $\rho_{3} \in \mathcal{A}_{3}$ not fixing $x \rho_{1} \rho_{2}$, such that $x \rho_{1} \rho_{2} \rho_{3}=x$. Suppose that $\left(\rho_{1}, \rho_{2}, \rho_{3}\right),\left(\rho_{1}, \rho_{2}, \rho_{3}^{\prime}\right) \in S^{\star}$, where $\rho_{3} \neq \rho_{3}^{\prime}$. Then from our previous observation, if $\rho_{1} \rho_{2} \rho_{3}$ fixes $x \in X$ and $\rho_{1} \rho_{2} \rho_{3}^{\prime}$ fixes $x^{\prime} \in X, x \neq x^{\prime}$. But this implies that $x \rho_{1}, x^{\prime} \rho_{1} \in \operatorname{Mov}\left(\rho_{1}\right) \cap \operatorname{Mov}\left(\rho_{2}\right)$, contradicting (Q1). By symmetry, $S^{\star}$ is also a partial Latin square.

Next, suppose that $\left(\rho_{1}, \rho_{2}, \rho_{3}\right) \in S^{\circ} \cap S^{\star}$. Then there are distinct points $x, x^{\prime}, x^{\prime \prime}$ such that $x \rho_{1}=x^{\prime}$, $x^{\prime} \rho_{2}=x^{\prime \prime}$ and $x^{\prime \prime} \rho_{3}=x$. Thus $x^{\prime} \in \operatorname{Mov}\left(\rho_{1}\right) \cap \operatorname{Mov}\left(\rho_{2}\right)$ and $x^{\prime \prime} \in \operatorname{Mov}\left(\rho_{2}\right) \cap \operatorname{Mov}\left(\rho_{3}\right)$. But there exists $y \in \operatorname{Mov}\left(\rho_{1}\right) \cap \operatorname{Mov}\left(\rho_{2}\right) \cap \operatorname{Mov}\left(\rho_{3}\right)$ and either $y \neq x^{\prime}$ or $y \neq x^{\prime \prime}$ is true. Without loss of generality suppose that $y \neq x^{\prime \prime}$ is true. Then $\left|\operatorname{Mov}\left(\rho_{2}\right) \cap \operatorname{Mov}\left(\rho_{3}\right)\right| \geq 2$, contradicting (Q1). Thus $S^{\circ} \cap S^{\star}=\emptyset$ and (R1) is satisfied.

Next we show that (R2) is satisfied. So suppose that $\left(\rho_{1}, \rho_{2}, \rho_{3}\right) \in S^{\circ}$ and let $y \in \operatorname{Mov}\left(\rho_{1}\right) \cap \operatorname{Mov}\left(\rho_{2}\right) \cap \operatorname{Mov}\left(\rho_{3}\right)$. Then there is some $x$ and $z$ such that $x \rho_{1}=y$ and $y \rho_{2}=z$. But $\rho_{1}$ is the only permutation in $\mathcal{A}_{1}$ that does not fix $x$ and $\rho_{2}$ is the only permutation in $\mathcal{A}_{2}$ that does not fix $y$. It follows from the observation in the second paragraph of the proof that there is a unique $\rho_{3}^{\prime} \in \mathcal{A}_{3}$ such that $z \rho_{3}^{\prime}=x$. Thus ( $\left.\rho_{1}, \rho_{2}, \rho_{3}^{\prime}\right) \in S^{\star}$. By symmetry (R2) is satisfied.

Finally we show that (R3) is satisfied. So let $\left(\rho_{1}, \rho_{2}, \rho_{3}\right) \in S^{\star}$. Then there are distinct points $x, x^{\prime}, x^{\prime \prime}$ such that $x \rho_{1}=x^{\prime}, x^{\prime} \rho_{2}=x^{\prime \prime}$ and $x^{\prime \prime} \rho_{3}=x$. Then there exists $x^{\prime} \in \operatorname{Mov}\left(\rho_{1}\right) \cap \operatorname{Mov}\left(\rho_{2}\right)$. Let $\rho_{3}^{\prime}$ be the unique cycle of $\mathcal{A}_{3}$ that does not fix $x^{\prime}$. Then $\left(\rho_{1}, \rho_{2}, \rho_{3}^{\prime}\right) \in S^{\circ}$. By symmetry (R3) is satisfied.

Since each cycle in $\rho_{1}, \rho_{2}, \rho_{3}$ gives rise to a unique row, column, entry (respectively), the Latin bitrade ( $S^{\circ}, S^{\star}$ ) will have $\left|\mathcal{A}_{1}\right|$ rows, $\left|\mathcal{A}_{2}\right|$ columns and $\left|\mathcal{A}_{3}\right|$ entries.

Example 2.8. Let $\tau_{1}=(123)(456), \tau_{2}=(14)(26)(35)$ and $\tau_{3}=(16)(34)(25)$ be three permutations on the set $\{1,2,3,4,5,6\}$. Then these permutations satisfy Conditions (Q1), (Q2) and (Q3), thus generating a Latin bitrade of size 6 with two rows, three columns and three different entries. In fact, this Latin bitrade is isotopic to the Latin bitrade given in Example 2.2.

A Latin bitrade is said to be separated if each row, column and entry gives rise to exactly one cycle of $\tau_{1}, \tau_{2}$ and $\tau_{3}$, respectively (see Definition 2.3). The Latin bitrade given in Example 2.2 is separated. The next example gives a non-separated Latin bitrade.

Example 2.9. Let $A_{1}=\{a, b, c\}, A_{2}=\{d, e, f, g\}$ and $A_{3}=\{h, i, j, k\}$. Then $\left(T^{\circ}, T^{\star}\right)$ is a Latin bitrade, where $T^{\circ}, T^{\star} \subset A_{1} \times A_{2} \times A_{3}$ are shown below:

$$
T^{\circ}=\begin{array}{|c||c|c|c|c|}
\hline \circ & d & e & f & g \\
\hline \hline a & h & i & j & k \\
\hline b & i & l & k & \\
\hline c & k & j & l & h \\
\hline
\end{array}
$$

$T^{\star}=$| $\circ$ | $d$ | $e$ | $f$ | $g$ |
| :---: | :---: | :---: | :---: | :---: |
| $a$ | $i$ | $j$ | $k$ | $h$ |
| $b$ | $k$ | $i$ | $l$ |  |
| $c$ | $h$ | $l$ | $j$ | $k$ |.

Moreover, $\left(T^{\circ}, T^{\star}\right)$ is non-separated, by observation of row $c$.
The next theorem demonstrates that the process in Definition 2.6 is the inverse of the process in Definition 2.3 for separated Latin bitrades.

Theorem 2.10. Let $\left(T^{\circ}, T^{\star}\right)$ be a separated Latin bitrade. Let $\tau_{1}, \tau_{2}$ and $\tau_{3}$ be the corresponding set of permutations as given in Definition 2.3. In turn, let ( $S^{\circ}, S^{\star}$ ) be the Latin bitrade defined from $\tau_{1}, \tau_{2}$ and $\tau_{3}$ via Definition 2.6. Then $\left(T^{\circ}, T^{\star}\right)$ and $\left(S^{\circ}, S^{\star}\right)$ are isotopic Latin bitrades.
Proof. For each $i \in\{1,2,3\}$ and each $x \in A_{i}$, let $f_{i}(x) \in \mathcal{A}_{i}$ be the cycle in $\tau_{i}$ which includes $x$ in each ordered triple. Since $\left(T^{\circ}, T^{\star}\right)$ is separated, each $f_{i}$ is a 1-1 correspondence between $A_{i}$ and $\mathcal{A}_{i}$. Indeed, if ( $x_{1}, x_{2}, x_{3}$ ) $\in T^{\circ}$, then $\left(x_{1}, x_{2}, x_{3}\right) \in \operatorname{Mov}\left(f_{1}\left(x_{1}\right)\right) \cap \operatorname{Mov}\left(f_{2}\left(x_{2}\right)\right) \cap \operatorname{Mov}\left(f_{3}\left(x_{3}\right)\right)$. Thus $\left(f_{1}\left(x_{1}\right), f_{2}\left(x_{2}\right), f_{3}\left(x_{3}\right)\right) \in S^{\circ}$.

Next, let $\left(y_{1}, y_{2}, y_{3}\right) \in T^{\star}$. Let $\left(y_{1}, y_{2}, y_{3}\right) \beta_{1}=\left(y_{1}^{\prime}, y_{2}, y_{3}\right) \in T^{\circ}$, where $y_{1}^{\prime} \neq y_{1}$. Define $y_{2}^{\prime}$ and $y_{3}^{\prime}$ similarly. Then $\tau_{1}\left(=\beta_{2}^{-1} \beta_{3}\right)$ (in fact, its cycle $f_{1}\left(y_{1}\right)$ ) maps $\left(y_{1}, y_{2}^{\prime}, y_{3}\right)$ to ( $y_{1}, y_{2}, y_{3}^{\prime}$ ). Similarly $f_{2}\left(y_{2}\right)$ maps $\left(y_{1}, y_{2}, y_{3}^{\prime}\right)$ to $\left(y_{1}^{\prime}, y_{2}, y_{3}\right)$ and $f_{3}\left(y_{3}\right)$ maps $\left(y_{1}^{\prime}, y_{2}, y_{3}\right)$ to $\left(y_{1}, y_{2}^{\prime}, y_{3}\right)$. It follows that $\left(f_{1}\left(y_{1}\right), f_{2}\left(y_{2}\right), f_{3}\left(y_{3}\right)\right) \in S^{\star}$.

Definition 2.11. A Latin bitrade ( $T^{\circ}, T^{\star}$ ) is said to be primary if whenever $\left(U^{\circ}, U^{\star}\right)$ is a Latin bitrade such that $U^{\circ} \subseteq T^{\circ}$ and $U^{\star} \subseteq T^{\star}$, then $\left(T^{\circ}, T^{\star}\right)=\left(U^{\circ}, U^{\star}\right)$.

It is not hard to show that a non-primary Latin bitrade may be partitioned into smaller, disjoint Latin bitrades.
Definition 2.12. A Latin trade $T^{\circ}$ is said to be minimal if whenever ( $U^{\circ}, U^{\star}$ ) is a Latin bitrade such that $U^{\circ} \subseteq T^{\circ}$ then $T^{\circ}=U^{\circ}$.

Note that for any primary bitrade $\left(T^{\circ}, T^{\star}\right)$, it is not necessarily true that $T^{\circ}$ or $T^{\star}$ is a minimal trade. Minimal Latin trades are important in the study of critical sets (minimal defining sets) of Latin squares (see [13] for a recent survey).

So a separated Latin bitrade may be identified with a set of permutations that act on a particular set $X$. Clearly, the permutations $\tau_{1}, \tau_{2}, \tau_{3}$ generate some group $G$ which acts on the set $X$. We now study the case where the set $X$ is the set of elements of $G$.

Definition 2.13. Let $G$ be a finite group. Let $a, b, c$ be non-identity elements of $G$ and let $A=\langle a\rangle, B=\langle b\rangle$ and $C=\langle c\rangle$ such that:
(G1) $a b c=1$ and
(G2) $|A \cap B|=|A \cap C|=|B \cap C|=1$.
Next, define:

$$
T^{\circ}=\{(g A, g B, g C) \mid g \in G\}, \quad T^{\star}=\left\{\left(g A, g B, g a^{-1} C\right) \mid g \in G\right\}
$$

Theorem 2.14. The pair of partial Latin squares $\left(T^{\circ}, T^{\star}\right)$ as defined above is a Latin bitrade with size $|G|,|G: A|$ rows (each with $|A|$ entries), $|G: B|$ columns (each with $|B|$ entries) and $|G: C|$ entries (each occurring $|C|$ times). If, in turn,
(G3) $\langle a, b, c\rangle=G$,
then the Latin bitrade is primary.
Proof. For each $g \in G$, define a map $r_{g}$ on the elements of $G$ by $r_{g}: x \mapsto x g$. Let $\tau_{1}=r_{a}, \tau_{2}=r_{b}$ and $\tau_{3}=r_{c}$. Then (G1) implies (Q3) and (G2) implies (Q1). Since $a, b$ and $c$ are non-identity elements, each of $r_{a}, r_{b}$ and $r_{c}$ has no fixed points, so ( Q 2 ) is also satisfied. So from Theorem 2.7 with $X=G$, there exists a Latin bitrade ( $S^{\circ}, S^{\star}$ ) defined in terms of the cycles of $r_{a}, r_{b}$ and $r_{c}$. A cycle in $r_{a}$ is of the form $\left(g, g a, g a^{2}, \ldots, g a^{|A|-1}\right)$ for some $g \in G$. Hence cycles of $r_{a}$ (or $r_{b}$ or $r_{c}$ ) permute the elements of the left cosets of $A$ (or $B$ or $C$, respectively).

Next relabel the triples of $S^{\circ}$ and $S^{\star}$, replacing each cycle with its corresponding (unique) left coset. Let this (isotopic) Latin bitrade be ( $T^{\circ}, T^{\star}$ ). Thus, from Definition 2.6,

$$
\begin{aligned}
T^{\circ}= & \left\{\left(g_{1} A, g_{2} B, g_{3} C\right)\left|\left|g_{1} A \cap g_{2} B \cap g_{3} C\right|=1\right\} \quad\right. \text { and } \\
T^{\star}= & \left\{\left(g_{1} A, g_{2} B, g_{3} C\right) \mid \text { there exist elements } h \in g_{1} A, h^{\prime} \in g_{2} B, h^{\prime \prime} \in g_{3} C\right. \text { such that } \\
& \left.h a=h^{\prime}, h^{\prime} b=h^{\prime \prime}, h^{\prime \prime} c=h\right\} .
\end{aligned}
$$

Consider an element $\left(g_{1} A, g_{2} B, g_{3} C\right) \in T^{\circ}$. Then there exists unique $g \in g_{1} A \cap g_{2} B \cap g_{3} C$. Thus $\left(g_{1} A, g_{2} B, g_{3} C\right)=$ $(g A, g B, g C)$. Next, consider $\left(g_{1} A, g_{2} B, g_{3} C\right) \in T^{\star}$. In terms of $h^{\prime}$ we have $g_{1} A=h^{\prime} A$ and $g_{3} C=h^{\prime} a^{-1} C$. Letting $g=h^{\prime}$ we have $\left(g_{1} A, g_{2} B, g_{3} C\right)=\left(g A, g B, g a^{-1} C\right)$. Thus ( $\left.T^{\circ}, T^{\star}\right)$ as given in Definition 2.13 is a Latin bitrade with size $|G|$.

From Theorem 2.7, the Latin bitrade ( $T^{\circ}, T^{\star}$ ) has $|G: A|$ rows, $|G: B|$ columns and $|G: C|$ entries. We next show that each row has $|A|$ entries. Consider an arbitrary row $g A$ in $\left(T^{\circ}, T^{\star}\right)$. Since $g a^{i} A \cap g a^{i} B \cap g a^{i} C=\left\{g a^{i}\right\}$ for all $i$, we have $\left(g a^{i} A, g a^{i} B, g a^{i} C\right) \in T^{\circ}$ for all $i$. These entries are actually all on the same row since $g a^{i} A=g A$ for all $i$. Next, suppose that $g a^{i} B=g a^{j} B$ for some $i, j$. Then $a^{i} B=a^{j} B$ so $a^{i-j} \in B$ and $i=j$. So there are at least $|A|$ elements in the row. If there were more than $|A|$ elements in the row then there must be some $h, x$ such that $g A \cap h B=\{x\}$. But then $x=g a^{i}=h b^{j}$ for some $i, j$ and therefore $h=g a^{i} b^{-j}$ so $h B=g a^{i} b^{-j} B=g a^{i} B$ and columns of this form have already been accounted for. Similarly, each column has $|B|$ entries and each entry occurs $|C|$ times.

Finally we have the (G3) condition. For the sake of contradiction, suppose that ( $T^{\circ}, T^{\star}$ ) is not primary and $G=\langle a, b, c\rangle$. Then there is a (non-empty) bitrade ( $W^{\circ}, W^{\star}$ ) such that $W^{\circ} \subset T^{\circ}$ and $W^{\star} \subset T^{\star}$. Suppose that column $g B$ lies in ( $W^{\circ}, W^{\star}$ ) for some $g \in G$.

To avoid a notation clash with the $\tau_{i}$, define $\nu_{1}=\beta_{2}^{-1} \beta_{3}, \nu_{2}=\beta_{3}^{-1} \beta_{1}$ and $\nu_{3}=\beta_{1}^{-1} \beta_{2}$ where the $\beta_{r}$ send $T^{\star}$ to $T^{\circ}$. Since $\left(W^{\circ}, W^{\star}\right)$ is a subtrade, the permutations $\nu_{i}$ send elements of $W^{\circ}$ to itself. The cycles of $v_{i}$ are of length $|A|$, $|B|$, or $|C|$, so $W^{\circ}$ has $|A|$ entries per row and $|B|$ entries per column. In particular, if column $g B$ intersects ( $W^{\circ}, W^{\star}$ ), then column $g a^{i} B$ intersects $\left(W^{\circ}, W^{\star}\right)$ for any $i$. By a similar analysis of the rows, if row $g A$ lies in ( $W^{\circ}, W^{\star}$ ) then row $g b^{j} A$ lies in ( $W^{\circ}, W^{\star}$ ) for any $j$. It follows that

$$
\begin{array}{ll}
\quad(g A, g B, g C) \in W^{\circ} & \Rightarrow \quad\left(g a^{i} A=g A, g a^{i} B, g a^{i} C\right) \in W^{\circ} \\
\Rightarrow \quad\left(g a^{i} b^{j} A, g a^{i} b^{j} B=g a^{i} B, g a^{i} b^{j} C\right) \in W^{\circ} & \Rightarrow \quad\left(g a^{i} b^{j} A, g a^{i} b^{j} a^{k} B, g a^{i} b^{j} a^{k} C\right) \in W^{\circ},
\end{array}
$$

for any $i, j$ and $k$. Thus if column $g B$ lies in $W^{\circ}$, then any column of the form $g a^{i} b^{j} a^{k} B$ lies in $W^{\circ}$. By an iterative process, since any element of $G$ can be written as a product of powers of $a$ and $b$, it follows that $W^{\circ}$ includes every column of $T^{\circ}$ and $\left(W^{\circ}, W^{\star}\right)=\left(T^{\circ}, T^{\star}\right)$.

Corollary 2.15. The Latin trade $T^{\circ}$ in the previous theorem is equivalent to the set $\left\{\left(g_{1} A, g_{2} B, g_{3} C\right) \mid g_{1}, g_{2}, g_{3} \in\right.$ $\left.G,\left|g_{1} A \cap g_{2} B \cap g_{3} C\right|=1\right\}$, which is in turn equivalent to $\left\{\left(g_{1} A, g_{2} B, g_{3} C\right) \mid g_{1}, g_{2}, g_{3} \in G, g_{1} A \cap g_{2} B=\left\{g_{3}\right\}\right\}$.

It should be noted that this construction does not produce every Latin bitrade, as Latin bitrades in general may have rows and columns with varying sizes. However, as the rest of the paper demonstrates, this technique produces many interesting examples.

Example 2.16. Let $G=\left\langle s, t \mid s^{3}=t^{2}=1, t s=s^{2} t\right\rangle$, the symmetric group on three letters. $A=\langle s\rangle, B=\langle t\rangle$, $C=\left\langle t s^{2}\right\rangle$. Then (G1), (G2) and (G3) are satisfied. The left cosets are: $\langle s\rangle, t\langle s\rangle ;\langle t\rangle, s\langle t\rangle, s^{2}\langle t\rangle ;\left\langle t s^{2}\right\rangle, s\left\langle t s^{2}\right\rangle, s^{2}\left\langle t s^{2}\right\rangle$. Then the Latin bitrade is

$T^{\circ}=$| $\circ$ | $B$ | $s B$ | $s^{2} B$ |
| :---: | :---: | :---: | :---: |
| $A$ | $C$ | $s C$ | $s^{2} C$ |
| $t A$ | $s^{2} C$ | $C$ | $s C$ |$\quad T^{\star}=$| $\star$ | $B$ | $s B$ | $s^{2} B$ |
| :---: | :---: | :---: | :---: |
| $A$ | $s^{2} C$ | $C$ | $s C$ |
| $t A$ | $C$ | $s C$ | $s^{2} C$ |.

Note that this Latin bitrade is isotopic to the one given in Example 2.2.

## 3. Orthogonality, minimality and homogeneity

In this section we describe how certain properties of Latin bitrades constructed as in Theorem 2.14 may be encoded in the group structure.

Definition 3.1. A Latin bitrade ( $T^{\circ}, T^{\star}$ ) is said to be orthogonal if whenever $i \circ j=i^{\prime} \circ j^{\prime}\left(\right.$ for $\left.i \neq i^{\prime}, j \neq j^{\prime}\right)$, then $i \star j \neq i^{\prime} \star j^{\prime}$.

We use the term orthogonal because if $\left(T^{\circ}, T^{\star}\right)$ is a Latin bitrade and $T^{\circ} \subset L_{1}, T^{\star} \subset L_{2}$, where $L_{1}$ and $L_{2}$ are mutually orthogonal Latin squares (see [8] for a definition), then ( $T^{\circ}, T^{\star}$ ) is orthogonal.

Lemma 3.2. A Latin bitrade $\left(T^{\circ}, T^{\star}\right)$ constructed from a group $G=\langle a, b, c\rangle$ as in Theorem 2.14 is orthogonal if and only if $\left|C \cap C^{a}\right|=1$.
Proof. First suppose that the Latin bitrade is not orthogonal. Then $g C=h C$ and $g a^{-1} C=h a^{-1} C$ for some $g, h \in G$ with $g \neq h$, as shown in the following diagram:

| $\circ$ | $g B$ | $h B$ |
| :---: | :--- | :--- |
| $g A$ | $g C$ |  |
| $h A$ |  | $h C$ |


| $\star$ | $g B$ | $h B$ |
| :---: | :---: | :---: |
| $g A$ | $g a^{-1} C$ |  |
| $h A$ |  | $h a^{-1} C$ |

Then $g^{-1} h \in C$ and $a g^{-1} h a^{-1} \in C$ which implies that $g^{-1} h \in a^{-1} C a=C^{a}$. Thus $\left|C \cap C^{a}\right| \neq 1$.
Conversely, suppose that $x \in C \cap C^{a}$ where $x \neq 1$. Then we may write $x=h^{-1} g$ for some non-identity elements $g, h \in G$. We then reverse the steps in the previous paragraph to show that the Latin bitrade is not orthogonal.

Is it possible to encode minimality via our group construction? We do this by encoding a "thin" property of Latin bitrades, which, together with the primary property, implies minimality.

Definition 3.3. A Latin bitrade $\left(T^{\circ}, T^{\star}\right)$ is said to be thin if whenever $i \circ j=i^{\prime} \circ j^{\prime}\left(\right.$ for $\left.i \neq i^{\prime}, j \neq j^{\prime}\right)$, then $i \star j^{\prime}$ is either undefined, or $i \star j^{\prime}=i \circ j$.

Lemma 3.4. Let $\left(T^{\circ}, T^{\star}\right)$ be a thin and primary Latin bitrade. Then $T^{\circ}$ is a minimal Latin trade.
Proof. Suppose, for the sake of contradiction, that $\left(T^{\circ}, T^{\star}\right)$ is thin but not minimal. Then there exists a Latin bitrade $\left(U^{\circ}, U^{\otimes}\right.$ ) such that $U^{\circ} \subset T^{\circ}$. Since $\left(U^{\circ}, U^{\otimes}\right)$ is a Latin bitrade, then for any $i, j, k$ such that $i \otimes j=k$, there are $i^{\prime}, j^{\prime}$ such that $i \circ j^{\prime}=i^{\prime} \circ j=k$, where $i \neq i^{\prime}$ and $j \neq j^{\prime}$. By thinness of $\left(T^{\circ}, T^{\star}\right)$, it follows that $i \star j$ is either undefined or $i \star j=k$. However, $i \otimes j$ is defined, so $i \circ j$ is defined in both $U^{\circ}$ and $T^{\circ}$. So $i \star j=k$ and we see that $U^{\otimes} \subset T^{\star}$, contradicting the primary property.

In general, the minimality of Latin bitrades can be complicated to check (see, for example, [6]), highlighting the elegance of the following lemma.

Lemma 3.5. A Latin bitrade $\left(T^{\circ}, T^{\star}\right)$ constructed from a group $G=\langle a, b, c\rangle$ as in Theorem 2.14 is thin (and thus minimal) if and only if the only solutions to the equation $a^{i} b^{j} c^{k}=1$ are $(i, j, k)=(0,0,0)$ and $(i, j, k)=(1,1,1)$, where $i, j$ and $k$ are calculated modulo $|A|,|B|$ and $|C|$, respectively.
Proof. We first rewrite Definition 3.3 in terms of cosets. Let $i=g_{1} A, j=g_{2} B$ for some $g_{1}, g_{2} \in G$. Since $i \circ j$ must be defined it follows that $g_{1} A$ and $g_{2} B$ intersect. By Corollary 2.15 this intersection is a unique element $g \in G$. Thus $i=g A, j=g B$. Similarly, $i^{\prime}=h A, j^{\prime}=h B$ for a unique $h \in G$. For a Latin bitrade to be thin we must have $i \star j^{\prime}=i \circ j$ whenever $i \star j^{\prime}$ is defined. In other words, the Latin bitrade is thin if $g C=h C$ implies that $g C=x a^{-1} C$ whenever there exists (a unique) $x \in g A \cap h B$.

| $\circ$ | $g B$ | $h B$ |
| :---: | :--- | :--- |
| $g A$ | $g C$ | $x C$ |
| $h A$ |  | $h C$ |


| $\star$ | $g B$ | $h B$ |
| :---: | :---: | :---: |
| $g A$ | $g a^{-1} C$ | $x a^{-1} C$ |
| $h A$ |  | $h a^{-1} C$ |

First suppose that the only solutions to $a^{i} b^{j} c^{k}=1$ are $(i, j, k)=(0,0,0)$ and $(i, j, k)=(1,1,1)$. To check for thinness, suppose that $g C=h C$ and that there exists an $x \in g A \cap h B$. Then $x=g a^{m}=h b^{-n}$ for some $m, n$. Now $a^{m} b^{n}=g^{-1} h=c^{-p}$ for some $p$ since $g C=h C$ implies that $g^{-1} h \in C$. So $a^{m} b^{n} c^{p}=1$. If $m=n=p=0$ then $g=h$ which is a contradiction. Otherwise $(m, n, p)=(1,1,1)$ so $x=g a$. Now $g^{-1} x a^{-1}=g^{-1} g a a^{-1}=1 \in C$ so $g C=x a^{-1} C$ as required.

Conversely, suppose that the Latin bitrade is thin and that $a^{m} b^{n} c^{p}=1$ for some $m, n, p$. There is always a trivial solution $(0,0,0)$ so it suffices to check that $(1,1,1)$ is the only other possibility. Since $a^{m} b^{n} c^{p}=1$ we can write $g a^{m}=\left(g c^{-p}\right) b^{-n}$ for any $g \in G$. Define $h=g c^{-p}$ and $x=g a^{m}=h b^{-n}$. Now $h C=g c^{-p} C=g C$ and by definition $x \in g A \cap h B$ so $g A \star h B$ is defined. Now thinness implies that $g C=x a^{-1} C$, so $g^{-1} x a^{-1} \in C$. Then $g^{-1} g a^{m} a^{-1}=a^{m-1} \in C$ so $m=1$. Since $a b c=1$,

$$
1=a b^{n} c^{p}=c^{-1} b^{-1} b^{n} c^{p}=c^{-1} b^{n-1} c^{p} \Rightarrow b^{n-1} c^{p-1}=1
$$

so $b^{n-1}=c^{1-p}$ and therefore $(m, n, p)=(1,1,1)$.
Definition 3.6. A Latin trade $T^{\circ}$ is said to be ( $k$-)homogeneous if each row and column contains precisely $k$ entries and each entry occurs precisely $k$ times within $T^{\circ}$.

The next lemma follows from Theorem 2.14.
Lemma 3.7. A Latin bitrade $\left(T^{\circ}, T^{\star}\right)$ constructed from a group $G=\langle a, b, c\rangle$ as in Theorem 2.14 is $k$-homogeneous if and only if $|A|=|B|=|C|=k$.

A 2-homogeneous Latin bitrade is trivially the union of Latin squares of order 2. A construction for 3-homogeneous Latin bitrades is given in [4]; moreover in [3] it is shown that this construction gives every possible primary 3 -homogeneous Latin bitrade. The problem of determining the spectrum of sizes of $k$-homogeneous Latin bitrades is solved in [2]; however if we add the condition of minimality this problem becomes far more complex. Some progress towards this has been made in [5,6]; however it is even an open problem to determine the possible sizes of a minimal 4-homogeneous Latin bitrade. The theorems in the following section yield previously unknown cases of minimal $k$-homogeneous Latin bitrades.

## 4. Examples

In this section we apply Theorem 2.14 to generate bitrades from various groups. All of the bitrades constructed will be primary, so by Lemma 3.4 thinness will imply minimality for each example.

### 4.1. Abelian groups

An abelian group $G$ has the normaliser $N_{G}(C)$ equal to the entire group so $C=C^{a}$. By Lemma 3.2 abelian groups will not generate orthogonal bitrades. The next lemma gives an example of a Latin bitrade constructed from an abelian group.

Lemma 4.1. Let $p$ be a prime. Then $G=\left(\mathbb{Z}_{p} \times \mathbb{Z}_{p},+\right)$ generates a Latin bitrade $\left(T^{\circ}, T^{\star}\right)$ using $a=(0,1)$, $b=(1,0)$ and $c=(p-1, p-1)$.
Proof. First, $(0,1)+(1,0)+(p-1, p-1)=(0,0)$ so (G1) is met. For (G2):

- $A \cap B=\{(0,0)\}$.
- Note that $(0, x) \in C$ only when $x=0$ so $A$ and $C$ intersect in the single element $(0,0)$.
- There is no $(x, 0) \in B \cap C$ with $x \neq 0$ by similar reasoning.

Lastly, $G=\langle a, b, c\rangle$ follows from the definition of $a$ and $b$ so (G3) is satisfied.
The Latin bitrade $T^{\circ}$ in the above lemma is in fact a Latin square so in some sense this example is degenerate.

### 4.2. A $p^{3}$-group example

It is well known (see, for example, [12, p. 52]) that for any odd prime $p$ there exists a non-abelian group $G$ of order $p^{3}$, with generators $a, b, c$ and relations

$$
\begin{align*}
& a^{p}=b^{p}=c^{p}=1,  \tag{1}\\
& a b=b a c,  \tag{2}\\
& c a=a c,  \tag{3}\\
& c b=b c . \tag{4}
\end{align*}
$$

For convenience we let $z=c^{-1}$ throughout this section.
Lemma 4.2. Any word $w \in G$ can be written in the form $a^{i} b^{j} c^{k}$. Further, the group operation can be defined in terms of the canonical representation

$$
\left(a^{i} b^{j} z^{k}\right)\left(a^{r} b^{s} z^{t}\right)=a^{i+r} b^{j+s} z^{k+t+j r}
$$

Lemma 4.3. Let $\gamma=b^{-1} a^{-1}$. Then $\gamma^{k}=a^{-k} b^{-k} z^{k(k+1) / 2}$ and $\gamma$ has order $p$.
Proof. First we show that $\left(a^{-1} b^{-1}\right)^{k}=a^{-k} b^{-k} z^{k(k-1) / 2}$ by induction on $k$. When $k=1$ the statement is true. The inductive step is

$$
\begin{aligned}
\left(a^{-1} b^{-1}\right)^{k+1} & =\left(a^{-1} b^{-1}\right)\left(a^{-1} b^{-1}\right)^{k}=\left(a^{-1} b^{-1}\right) a^{-k} b^{-k} z^{k(k-1) / 2} \\
& =a^{-(k+1)} b^{-(k+1)} z^{k(k-1) / 2+k}=a^{-(k+1)} b^{-(k+1)} z^{(k+1) k / 2} .
\end{aligned}
$$

Now we can evaluate $\gamma^{k}$ :

$$
\begin{aligned}
\gamma^{k} & =\left(b^{-1} a^{-1}\right)^{k}=\left(a^{-1} b^{-1} z\right)^{k}=\left(a^{-1} b^{-1}\right)^{k} z^{k} \\
& =a^{-k} b^{-k} z^{k+k(k-1) / 2}=a^{-k} b^{-k} z^{k(k+1) / 2}
\end{aligned}
$$

Since $\gamma^{p}=a^{-p} b^{-p} z^{p(p+1) / 2}=1$ we see that $\gamma$ has order $p$.
Theorem 4.4. Let $\alpha=a, \beta=b, \gamma=b^{-1} a^{-1}$ where $a, b$, and $c$ generate a group satisfying (1) through (4). Then $\alpha, \beta$ and $\gamma$ satisfy conditions (G1), (G2) and (G3) of Theorem 2.14. Thus for each prime $p$, there exists a primary, $p$-homogeneous Latin bitrade of size $p^{3}$ given by

$$
\left(\{(g\langle\alpha\rangle, g\langle\beta\rangle, g\langle\gamma\rangle) \mid g \in G\},\left\{\left(g\langle\alpha\rangle, g\langle\beta\rangle, g \alpha^{-1}\langle\gamma\rangle\right) \mid g \in G\right\}\right) .
$$

Proof. By definition $\alpha \beta \gamma=1$ so (G1) is true. For (G2):

- The element $a$ is of order $p$ so any non-identity element of $\langle a\rangle$ generates $\langle a\rangle$. The same holds for $b$ and $\langle b\rangle$. If $a^{m}=b^{n}$ for some $0<m, n<p$ then $\langle a\rangle=\langle b\rangle$. So $b=a^{r}$ for some $r$ and (2) becomes $a^{r+1}=a^{r+1} c$ so $c=1$, a contradiction. Hence $\langle\alpha\rangle \cap\langle\beta\rangle=1$.
- The subgroup $\langle a\rangle$ has order $p$ and by Lemma 4.3 so does $\langle\gamma\rangle$. If $a^{l}=\gamma^{k}$ for some $0<l, k<p$ then $\langle a\rangle=\langle\gamma\rangle$. The argument is now similar to the first case. Hence $\langle\alpha\rangle \cap\langle\gamma\rangle=1$.
- Showing that $\langle\beta\rangle \cap\langle\gamma\rangle=1$ is very similar to the first case.

Lastly, $G=\langle\alpha, \beta, \gamma\rangle$ since $a=\alpha, b=\beta$, and $c=\alpha^{-1} \beta^{-1} \gamma^{-1}$. Thus (G3) is satisfied.
Lemma 4.5. Let $G$ be a finite group and $g, h \in G$. If the product $g h$ is in $Z(G)$ then $g h=h g$.
Proof. Since $g h \in Z(G)$ it must commute with any element of $G$. Thus $(g h) g^{-1}=g^{-1}(g h)=h$ so $g h=h g$.
Lemma 4.6. Let $G$ be the group defined by (1) through (4). Then $Z(G)=\langle c\rangle$.
Proof. Since $c$ is in $Z(G)$ we know that $\langle c\rangle \leq Z(G)$. For the converse, suppose that there is a group element $w$ in $Z(G)$ but $w \notin\langle c\rangle$. By Lemma 4.2 we can write $w=a^{i} b^{j} c^{k}$ for some $i, j, k$. Then $\left(a^{i} b^{j} c^{k}\right) c^{-k} \in Z(G)$ since $c \in Z(G)$, which means that $a^{i} b^{j} \in Z(G)$. By Lemma 4.5, $a^{i} b^{j}=b^{j} a^{i}$. However, using (2) we have $a^{i} b^{j}=b^{j} a^{i} c^{i j}$ so it must be that $p \mid i j$. If $p \mid i$ then $w=b^{j} c^{k}$ which implies that $b \in Z(G)$, a contradiction. Similarly, if $p \mid j$ then $a \in Z(G)$, another contradiction.

Lemma 4.7. Latin bitrades constructed as in Theorem 4.4 are thin.
Proof. Suppose that $\alpha^{i} \beta^{j} \gamma^{k}=1$ for some $i, j, k$. Then by Lemmas 4.2 and 4.3

$$
\begin{align*}
1 & =a^{i} b^{j} \gamma^{k}=a^{i} b^{j}\left(a^{-k} b^{-k} z^{k(k+1) / 2}\right) \\
& =a^{i-k} b^{j-k} z^{k(k+1) / 2-j k} \tag{5}
\end{align*}
$$

By Lemma 4.6, $a^{i-k} b^{j-k} \in Z(G)$ and by Lemma 4.5, $a^{i-k} b^{j-k}=b^{j-k} a^{i-k}$. Using (2) a total of $(i-k)(j-k)$ times we have $a^{i-k} b^{j-k}=b^{j-k} a^{i-k} c^{(i-k)(j-k)}$ so $c^{(i-k)(j-k)}=1$. Since $p$ is prime there are two cases:

1. If $p \mid i-k$ then (5) reduces to $1=b^{j-k} z^{k(k+1) / 2-j k}$ so $p \mid j-k$.
2. If $p \mid j-k$ then (5) reduces to $1=a^{i-k} z^{k(k+1) / 2-j k}$ so $p \mid i-k$.

Thus $p \mid i-k$ and $p \mid j-k$. Now $i \equiv k(\bmod p)$ and $j \equiv k(\bmod p)$ which implies $i \equiv j \equiv k(\bmod p)$, and (5) becomes

$$
1=z^{k(k+1) / 2-k^{2}} \quad \Rightarrow \quad 1=z^{k(k-1) / 2}
$$

so $p \left\lvert\, \frac{1}{2} k(k-1)\right.$. If $p \mid k$ then $(i, j, k) \equiv(0,0,0)$. Otherwise, $p \left\lvert\, \frac{1}{2}(k-1)\right.$ and $(i, j, k) \equiv(1,1,1)$. By Lemma 3.5 the Latin bitrade is thin.

Lemma 4.8. The Latin bitrade constructed in Theorem 4.4 is orthogonal.
Proof. Suppose for the sake of contradiction (see Lemma 3.2) that $\langle\gamma\rangle$ and $\langle\gamma\rangle^{\alpha}$ have a non-trivial intersection. Since $\langle\gamma\rangle$ and $\langle\gamma\rangle^{\alpha}$ are cyclic of order $p$, it must be that $\langle\gamma\rangle=\langle\gamma\rangle^{\alpha}$ so $\alpha^{-1} \gamma^{k} \alpha=\gamma$ for some $k$. Hence

$$
\begin{array}{rlrl} 
& & \alpha^{-1} \gamma^{k} \alpha & =b^{-1} a^{-1} \\
\Rightarrow & (a b) a^{-1}\left(a^{-k} b^{-k} z^{k(k+1) / 2}\right) a & =1 \\
\Rightarrow & a b a^{-k} b^{-k} z^{k(k+1) / 2-k} & =1 \\
\Rightarrow & a^{-k+1} b^{-k+1} z^{k(k+1) / 2-2 k} & =1 .
\end{array}
$$

Now $a^{-k+1} b^{-k+1} \in Z(G)$ so by Lemma 4.5, $a^{-k+1} b^{-k+1}=b^{-k+1} a^{-k+1}$. From (2) we can deduce that $a^{-k+1} b^{-k+1}=b^{-k+1} a^{-k+1} c^{(-k+1)(-k+1)}$; hence $k \equiv 1(\bmod p)$. Now

$$
a^{-1} \gamma a=\gamma \quad \Rightarrow \quad a^{-1} b^{-1} a^{-1} a=b^{-1} a^{-1} \quad \Rightarrow \quad a b=b a
$$

which is a contradiction since $a$ and $b$ do not commute with each other.
4.3. $|G|=p q$, where $p$ and $q$ are primes and $G$ is non-abelian

Let $p$ and $q$ be primes such that $p>q>2$ and $q$ divides $p-1$. Let $G=\langle a, b\rangle$ be the non-abelian group of order $p q$ defined by

$$
\begin{align*}
& a^{p}=b^{q}=1 \quad \text { and }  \tag{6}\\
& b^{-1} a b=a^{r} \tag{7}
\end{align*}
$$

where $r \in\{2,3, \ldots, p-1\}$ is some solution to $r^{q} \equiv 1(\bmod p)$. The following remark may be verified by induction.
Remark 4.9. Let $G$ be the group defined by (6) and (7). Then for any integers $i, j, k, l$,

$$
\begin{align*}
& b^{i} a^{j} b^{k} a^{l}=b^{i+k} a^{m},  \tag{8}\\
& (a b)^{k}=b^{k} a^{r\left(r^{k}-1\right) /(r-1)},  \tag{9}\\
& (b a b)^{k}=b^{2 k} a^{r\left(r^{2 k}-1\right) /\left(r^{2}-1\right)}, \tag{10}
\end{align*}
$$

where $m=j r^{k}+l$.
Theorem 4.10. Let $\alpha=b, \beta=a b$ and $\gamma=b^{-1} a^{-1} b^{-1}$ where $a$ and $b$ generate a group that satisfies (6) and (7). Then $\alpha, \beta$ and $\gamma$ satisfy conditions (G1), (G2) and (G3) of Theorem 2.14. Thus for each pair of primes $p, q$ such that $q>2$ and $q$ divides $p-1$, there exists a $q$-homogeneous Latin bitrade of size pq given by

$$
\left(\{(g\langle\alpha\rangle, g\langle\beta\rangle, g\langle\gamma\rangle) \mid g \in G\},\left\{\left(g\langle\alpha\rangle, g\langle\beta\rangle, g \alpha^{-1}\langle\gamma\rangle\right) \mid g \in G\right\}\right) .
$$

Proof. Clearly $\alpha \beta \gamma=1$, thus satisfying (G1). It is also clear that $\alpha$ and $\beta$ together generate $G$, so (G3) is satisfied. We next check (G2).

- If $\langle\alpha\rangle \cap\langle\beta\rangle \neq 1$, then $b^{k}=a b$ for some $k$. This implies that $b^{k-1}=a$ so $a \in\langle b\rangle$. Then $a$ and $b$ must generate the same cyclic subgroup of prime order, a contradiction since $p \neq q$.
- If $\langle\alpha\rangle \cap\langle\gamma\rangle \neq 1$, then $b^{k}=b^{-1} a^{-1} b^{-1}$ for some $k$, or equivalently $a^{-1}=b^{k+2}$. So $a \in\langle b\rangle$, a contradiction.
- If $\langle\beta\rangle \cap\langle\gamma\rangle \neq 1,(a b)^{k}=b^{-1} a^{-1} b^{-1}$ for some $k$. Then $(a b)^{k+1}=b^{-1}$. Therefore from Eq. (9) we have $b^{k+1} a^{r\left(r^{k+1}-1\right) /(r-1)}=b^{-1}$ so $b^{k+2} a^{r\left(r^{k+1}-1\right) /(r-1)}=1$. The subgroups $\langle a\rangle$ and $\langle b\rangle$ only intersect in the identity, so $k \equiv-2(\bmod q)$. But

$$
(a b)^{q}=b^{q} a^{r\left(r^{q}-1\right) /(r-1)}=b^{q}=1
$$

as $r^{q} \equiv 1(\bmod p)$. Thus $(a b)^{k}=(a b)^{-2}=b^{-1} a^{-1} b^{-1}$ which implies that $a=1$, a contradiction.
It remains to show that this Latin bitrade is $q$-homogeneous. To see this, note that $\beta^{q}=(a b)^{q}=1$. Next, from Eq. (10),

$$
\gamma^{q}=\left(b^{-1} a^{-1} b^{-1}\right)^{q}=\left((b a b)^{q}\right)^{-1}=\left(b^{2 q} a^{r\left(r^{2 q}-1\right) /\left(r^{2}-1\right)}\right)^{-1}=1 .
$$

Lemma 4.11. The Latin bitrade constructed in Theorem 4.10 is orthogonal.
Proof. Suppose for the sake of contradiction (see Lemma 3.2) that $\langle\gamma\rangle$ and $\langle\gamma\rangle^{\alpha}$ have a non-trivial intersection. Since $\langle\gamma\rangle$ and $\langle\gamma\rangle^{\alpha}$ are cyclic of order $q$, it must be that $\langle\gamma\rangle=\langle\gamma\rangle^{\alpha}$ so $\alpha^{-1} \gamma^{k} \alpha=\gamma$ for some $k$. Observe that $\alpha^{-1} \gamma \alpha=$ $b^{-1}\left(b^{-1} a^{-1} b^{-1}\right) b=b^{-2} a^{-1}=a^{-r^{2}} b^{-2}$. So, for some integer $k$, we must have that $\gamma^{k}=\left(b^{-1} a^{-1} b^{-1}\right)^{k}=a^{-r^{2}} b^{-2}$. From Eq. (10), this implies that

$$
a^{\left(r^{4}-r^{2}-r^{2 k+1}+r\right) /\left(r^{2}-1\right)}=b^{2 k-2} .
$$

Thus $k \equiv 1(\bmod q)$, so $r^{k} \equiv r(\bmod p)$. So,

$$
a^{\left(r^{4}-r^{2}-r^{2 k+1}+r\right) /\left(r^{2}-1\right)}=a^{r^{2}-r} .
$$

Thus $r^{2} \equiv r(\bmod p)$, which, in turn, implies that $r \equiv 1(\bmod p)$, a contradiction.
Lemma 4.12. The Latin bitrade constructed in Theorem 4.10 is thin if and only if the solutions to

$$
r^{j}+r^{j-1} \equiv r^{i+j-1}+1(\bmod p)
$$

are precisely $i \equiv j \equiv 0(\bmod q)$ and $i \equiv j \equiv 1(\bmod q)$.

Proof. By Lemma 3.5 the Latin bitrade is not thin if and only if $\alpha^{i} \beta^{j} \gamma^{k}=1$ has a non-trivial solution in $i, j, k$. In general, we can simplify $\alpha^{i} \beta^{j} \gamma^{k}=1$ as follows:

$$
\begin{aligned}
& \alpha^{i} \beta^{j} \gamma^{k}=1 \\
\Leftrightarrow & b^{i}(a b)^{j}\left(b^{-1} a^{-1} b^{-1}\right)^{k}=1 \\
\Leftrightarrow & b^{i+j} a^{r\left(r^{j}-1\right) /(r-1)}\left(b^{2 k} a^{r\left(r^{2 k}-1\right) /\left(r^{2}-1\right)}\right)^{-1}=1 \\
\Leftrightarrow & b^{i+j} a^{r\left(r^{j}-1\right) /(r-1)} a^{-r\left(r^{2 k}-1\right) /\left(r^{2}-1\right)} b^{-2 k}=1 \\
\Leftrightarrow & a^{r\left(r^{j}-1\right) /(r-1)-r\left(r^{2 k}-1\right) /\left(r^{2}-1\right)}=b^{2 k-(i+j) .}
\end{aligned}
$$

Since $a$ and $b$ are elements of different prime order, $\alpha^{i} \beta^{j} \gamma^{k}=1$ if and only if $i+j \equiv 2 k(\bmod q)$ and

$$
\begin{array}{llll} 
& \frac{r\left(r^{j}-1\right)}{(r-1)}-\frac{r\left(r^{2 k}-1\right)}{\left(r^{2}-1\right)} \equiv 0 \quad(\bmod p) \\
\Leftrightarrow & r\left(\left(r^{j}-1\right)(r+1)-r^{2 k}+1\right) \equiv 0 & (\bmod p) \\
\Leftrightarrow & r^{j}+r^{j-1}-1-r^{2 k-1} \equiv 0 & (\bmod p) .
\end{array}
$$

The result follows.
An example of a non-thin Latin bitrade is the case $q=11, p=23$ and $r=4$, as $4^{5}+4^{6} \equiv 4^{9}+1(\bmod 23)$. It is an open problem to predict when the Latin bitrade in this subsection is thin (and indeed, minimal). In general, if the ratio $p / q$ is large there seems to be more chance of the Latin bitrade being thin. In particular, it can be shown that if $q=3$ or if $p=r^{q}-1$, then the Latin bitrade is always thin.

### 4.4. The alternating group on $3 m+1$ letters

Let $m \geq 1$ and define permutations $a$ and $b$ on the set $[3 m+1]=\{1,2, \ldots, 3 m+1\}$ :

$$
\begin{align*}
a & =(1,2, \ldots, 2 m+1)  \tag{11}\\
b & =(m+1, m, \ldots, 1,2 m+2,2 m+3, \ldots, 3 m+1) \tag{12}
\end{align*}
$$

$\operatorname{So}|\operatorname{Mov}(a) \cap \operatorname{Mov}(b)|=m+1$. These permutations in fact generate the alternating group:
Lemma 4.13. Let $G=\langle a, b\rangle$. Then $G=A_{3 m+1}$.
To prove the above lemma, we will require some results from the study of permutation groups. Relevant definitions can be found in $[15,16]$.

Theorem 4.14 ([15], p. 19). Let $G$ be transitive on $\Omega$ and $\alpha \in \Omega$. Then $G$ is $(k+1)$-fold transitive on $\Omega$ if and only if $G_{\alpha}$ is $k$-fold transitive on $\Omega \backslash \alpha$.

We say that $\Gamma \subseteq \Omega$ is a Jordan set and its complement $\Delta=\Omega \backslash \Gamma$ a Jordan complement if $|\Gamma|>1$ and the pointwise stabiliser $G_{(\Delta)}$ acts transitively on $\Gamma$. The next theorem is a modern version of a result given by B. Marggraff in 1889.

Theorem 4.15 ([16], Theorem 7.4B, p. 224). Let $G$ be a group acting primitively on a finite set $\Omega$ of size $n$, and suppose that $G$ has a Jordan complement of size $m$, where $m>n / 2$. Then $G \geq A_{\Omega}$.

Here are a few important elements of the group $G=\langle a, b\rangle$ :

$$
\begin{aligned}
& r=[a, b]=a b a^{-1} b^{-1}=(1,2 m+1)(m+1,3 m+1), \\
& s=(a b)^{-1} r(a b)=(1,2 m+2)(m+1, m+2), \\
& t=r s=(1,2 m+1,2 m+2)(m+1,3 m+1, m+2), \\
& v_{k}=a^{-k} r a^{k}=\left(1 a^{k},(2 m+1) a^{k}\right)\left((m+1) a^{k}, 3 m+1\right), \\
& u=v_{m}=a^{-m} r a^{m}=(m, m+1)(2 m+1,3 m+1) .
\end{aligned}
$$

Lemma 4.16. The group $G=\langle a, b\rangle$ is primitive.
Proof. Consider the subgroup $G_{1}=\{g \in G \mid 1 g=1\}$. The product

$$
a b=(m+1, m+2, \ldots, 2 m+1,2 m+2, \ldots, 3 m+1)
$$

is in $G_{1}$ so $G_{1}$ is transitive on $M=\{m+1, m+2, \ldots, 3 m+1\}$. For $m=1, G$ is obviously 2 -transitive. Otherwise suppose that $m>1$.

Since $v_{m}=(m+1, m)(2 m+1,3 m+1)$ we see that $G_{1}$ is transitive on $M^{\prime}=M \cup\{m\}$. Using $v_{m-1}$, $v_{m-2}, \ldots, v_{2}=(3,2)(m+3,3 m+1)$, all of which are in $G_{1}$, shows that $G_{1}$ is transitive on $[3 m+1] \backslash\{1\}$. By Theorem 4.14 with $k=1, G$ is 2 -transitive, and hence primitive.

Proof of Lemma 4.13. The cases $m=1,2,3$, and 4 can be checked by explicitly constructing an isomorphism from $G$ to $A_{3 m+1}$. So we assume that $m \geq 5$ and define a Jordan set

$$
\Gamma=\{1, m, m+1, m+2,2 m+1,2 m+2,3 m+1\}
$$

and its complement $\Delta=[3 m+1] \backslash \Gamma$. Then $|\Delta|=3 m-6>(3 m+1) / 2$ when $m \geq 5$ so $\Delta$ is large enough. The pointwise stabiliser $G_{(\Delta)}$ consists of all group elements $g$ such that $x g=x$ for $x \in \Delta$. Hence $t$ and $u$ are in $G_{(\Delta)}$ so $G_{(\Delta)}$ is transitive on $\Gamma$. By Theorem $4.15, G \geq A_{\Omega}$. Lastly, an odd cycle can be written as a product of an even number of transpositions so $G \leq A_{3 m+1}$.

Theorem 4.17. Let $a$ and $b$ be given as in Eqs. (11) and (12), and let $c=a b, \alpha=a, \beta=b, \gamma=c^{-1}$ be elements of $G=A_{3 m+1}$, the alternating group on $3 m+1$ elements. Then $\alpha, \beta$, and $\gamma$ satisfy conditions (G1), (G2) and (G3) of Theorem 2.14. Thus for each $m \geq 1$, there exists a primary $(2 m+1)$-homogeneous Latin bitrade of size $(3 m+1)!/ 2$ given by

$$
\left(\{(g\langle\alpha\rangle, g\langle\beta\rangle, g\langle\gamma\rangle) \mid g \in G\},\left\{\left(g\langle\alpha\rangle, g\langle\beta\rangle, g \alpha^{-1}\langle\gamma\rangle\right) \mid g \in G\right\}\right)
$$

Proof. Clearly (G1) holds. Next we verify (G2). Suppose that $\langle\alpha\rangle \cap\langle\beta\rangle \neq 1$. Then $a^{i}=b^{j}$ for some $i, j$. In particular, $(3 m+1) a^{i}=(3 m+1) b^{j}$. Since $3 m+1 \in \operatorname{Fix}(a)$, it must be that $(3 m+1) b^{j}=3 m+1$, so $j \equiv 0(\bmod 2 m+1)$. Then $a^{i}=1$ so $i \equiv j \equiv 0(\bmod 2 m+1)$, a contradiction. By considering the action on the point 1 we can also show that $\langle\alpha\rangle \cap\langle\gamma\rangle \neq 1$ and $\langle\beta\rangle \cap\langle\gamma\rangle \neq 1$. Lastly (G3) is given by Lemma 4.13.

Lemma 4.18. The Latin bitrade constructed in Theorem 4.17 is thin.
Proof. Let $x$ be a point in $X=\{1,2, \ldots, m\}$. Since $c^{k}$ fixes $x$, we have $x a^{i} b^{j}=x$ for $x \in X$. Then it must be that $x a^{i} \in\{1,2, \ldots, m+1\}$ otherwise $b^{j}$ will be unable to map $x a^{i}$ onto $x$. Thus $i \equiv 0$ or $1(\bmod 2 m+1)$. If $i \equiv 0(\bmod 2 m+1)$, then we must have $x b^{j}=x$ for each $x \in X$. Thus $j \equiv 0(\bmod 2 m+1)$ which in turn implies that $k \equiv 0(\bmod 2 m+1)$. Otherwise $i \equiv 1(\bmod 2 m+1)$, which similarly implies that $j \equiv k \equiv 1(\bmod 2 m+1)$.

Lemma 4.19. The Latin bitrade constructed in Theorem 4.17 is orthogonal.
Proof. From Lemma 3.2, the Latin bitrade is orthogonal if and only if $\left|C \cap C^{a}\right|=1$. So suppose that $c^{i}=a^{-1} c^{j} a$ for some integers $i, j$. Then

$$
\text { (1) } c^{i}=1=(1) a^{-1} c^{j} a=(2 m+1) c^{j} a .
$$

For $(2 m+1) c^{j} a=1$ we must have $(2 m+1) c^{j}=2 m+1$ so $j \equiv 0(\bmod 2 m+1)$ which also implies that $i \equiv 0(\bmod 2 m+1)$. Hence $\left|C \cap C^{a}\right|=1$ as required.

Example 4.20. Letting $m=1$, we construct a thin, orthogonal Latin bitrade of size 12 as in this subsection. Here $a=(123), b=$ (214) and $c=(243)$. We use the following cosets of $A=\langle a\rangle B=\langle b\rangle$ and $C=\langle c\rangle$ within the

Table 1
Sizes of minimal $k$-homogeneous Latin bitrades

| $k$ | Theorem 4.4 | Theorem 4.10 | Theorem 4.17 | [6] | Smallest known |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 3 | 27 | $21(p=7, q=3, r=2)$ | 12 | 21 |  |
| 5 | 125 | $55(p=11, q=5, r=3)$ | 2520 | 1814400 | 12 |
| 7 | 343 | $203(p=29, q=7, r=7)$ | 3113510400 | 133 | 243 |
| 9 | N/A | N/A | $16!/ 2$ | 407 | 133 |
| 11 | 1331 | $737(p=67, q=11, r=14)$ |  | 407 |  |

alternating group $A_{4}$ :

$$
\begin{aligned}
A & =\{1,(123),(132)\} & B & =\{1,(124),(142)\} \\
c A & =\{(243),(124),(13)(24)\} & a B & =\{(123),(14)(23),(234)\} \\
c^{-1} A & =\{(234),(12)(34),(134)\} & a^{-1} B & =\{(132),(134),(13)(24)\} \\
b A & =\{(142),(143),(14)(23)\} & c B & =\{(243),(12)(34),(143)\} \\
C & =\{1,(234),(243)\} & a^{-1} C & =\{(132),(142),(12)(34)\} \\
a C & =\{(123),(13)(24),(143)\} & b^{-1} C & =\{(124),(134),(14)(23)\}
\end{aligned}
$$

$T^{\circ}=$| $\circ$ | $B$ | $a B$ | $a^{-1} B$ | $c B$ |
| :---: | :---: | :---: | :---: | :---: |
| $A$ | $C$ | $a C$ | $a^{-1} C$ |  |
| $c A$ | $b^{-1} C$ |  | $a C$ | $C$ |
| $c^{-1} A$ |  | $C$ | $b^{-1} C$ | $a^{-1} C$ |
| $b A$ | $a^{-1} C$ | $b^{-1} C$ |  | $a C$ |


$T^{\star}=$| $\circ$ | $B$ | $a B$ | $a^{-1} B$ | $c B$ |
| :---: | :---: | :---: | :---: | :---: |
| $A$ | $a^{-1} C$ | $C$ | $a C$ |  |
| $c A$ | $C$ |  | $b^{-1} C$ | $a C$ |
| $c^{-1} A$ |  | $b^{-1} C$ | $a^{-1} C$ | $C$ |
| $b A$ | $b^{-1} C$ | $a C$ |  | $a^{-1} C$ |

## 5. Minimal $\boldsymbol{k}$-homogeneous Latin bitrades

Table 1 lists the sizes of the smallest minimal $k$-homogeneous Latin bitrades, where $k$ is odd and $3 \leq k \leq 11$. We give the smallest such sizes for each of Theorems 4.4, 4.10 and 4.17, comparing these to the smallest sizes given by Lemma 17 and Table 2 of [6]. It is known that the smallest possible size of a minimal 3-homogeneous bitrade is 12 ; in any case the final column gives the smallest known example in the literature. When applying Theorem 4.10 we use Lemma 4.12 to verify that the Latin bitrade is thin and thus minimal. For arbitrary $k$ (including even values), [6] gives the construction of minimal, $k$-homogeneous Latin bitrades of size $\left\lceil 1.75 k^{2}+3\right\rceil k$. (This paper also improves this bound for small values of $k$.) If $k$ is prime then Theorem 4.4 improves this result.
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