Computing the Topological Entropy of Shifts

Christoph Spandl

Institut für Theoretische Informatik und Mathematik
Universität der Bundeswehr München
D-85577 Neubiberg, Germany

Abstract

Different characterizations of classes of shift dynamical systems via labeled digraphs, languages and sets of forbidden words are investigated. The corresponding naming systems are analyzed according to reducibility and particularly with regard to the computability of the topological entropy relative to the presented naming systems. It turns out that all examined natural representations separate into two equivalence classes and that the topological entropy is not computable in general with respect to the defined natural representations. However, if a specific labeled digraph representation - namely primitive, right-resolving labeled digraphs - of some class of shifts is considered, namely the shifts having the specification property, then the topological entropy gets computable.
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1 Introduction

Dynamical systems theory is an established part of mathematics with many applications in engineering and science [9]. Consider the class of topological dynamical systems, that is only topological aspects are examined as opposed to differential or measure theoretic concepts for example. A main question in topological dynamics is the following. Given two dynamical systems \((M, f)\) and \((N, g)\) where \(M, N\) are compact topological spaces and \(f : M \to M, g : N \to N\) continuous mappings, is there a topological conjugacy \(\varphi : M \to N\) between them, that is a homeomorphism commuting with the mappings: \(\varphi \circ f = g \circ \varphi\)? In other words, are \((M, f)\) and \((N, g)\) equivalent from a topological point of view?
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Adler, Konheim and McAndrew [1] introduced topological entropy, being one of a couple of invariants of topological conjugacy. Since then, topological entropy grew to a useful tool for classifying concrete dynamical systems according to conjugacy. Later on, Dinaburg and Bowen gave a new definition using metric spaces. It turned out that both definitions coincide if the topology is generated by the metric.

In the case of shift dynamical systems, called shifts for short, the topological entropy can be expressed by a simple formula. Shifts are pairs \((X,\sigma)\) of a compact metric space \(X\) and a uniformly continuous, bijective mapping \(\sigma : X \to X\) where \(X\) is a closed subset of all bi-infinite sequences over some (finite) alphabet and \(\sigma\) is the usual left shift map. Shifts emerge in a natural way out of any topological dynamical system \((M,f)\) where \(f\) is bijective [2]. Consider any finite partition \(\{P_i : i = 0,\ldots,n\}\) of \(M\), then there is a map \(\psi : M \to \{0,\ldots,n\}\) defined by \(x \in P_{\psi(x)}\) for all \(x \in M\). Therefore, a map \(\Psi : M \to \{0,\ldots,n\}^\mathbb{Z}\) is obtained by setting \(\Psi(x) = y \iff \psi(f^i(x)) = y_i\) for all \(i \in \mathbb{Z}, x \in M\). This assignment is the link to shift dynamical systems since \(\Psi \circ f = \sigma \circ \Psi\) holds. On the other hand, symbolic dynamics, the part of topological dynamical systems theory concerned with shifts, is a self-contained part of mathematics with connections to automata theory, language theory and the theory of codings with many applications [12,10,14].

The topological entropy \(h(X)\) of a shift \((X,\sigma)\) is given by \(h(X) = \lim_{n \to \infty} \frac{\log R(n)}{n}\) where \(R(n)\) is the number of distinct words of length \(n\) occurring in elements of \(X\). Due to the Perron-Frobenius theory of nonnegative matrices, the calculation of the topological entropy is possible for a wide class of shifts. Therefore, the question arises if the calculation can be made effective. There have been several attempts in calculating the entropy of (general) dynamical systems, see [13] for a short survey. In [16], the computability of the topological entropy of shifts is examined as well. A discussion of similarities and differences to the present work is given in Section 8.

The work presented in the following is based on Type-2 computability theory [17]. First, several definitions respectively characterizations of shift spaces are examined. Then, corresponding “natural” naming systems are defined on the basis of these definitions (characterizations). The naming systems are compared using the concept of reducibility. Finally, the question is treated if these naming systems are appropriate with regard to the computability of the topological entropy.

The paper is outlined as follows. In the next section, some basic notation is given. In Section 3, different characterizations of shift spaces are presented. The following Section 4 deals with the corresponding naming systems and their equivalence. After that, in Section 5 the Perron-Frobenius theory is pre-
presented, building the mathematical basis for computing the entropy. Finally, in Section 6 the focus is on the main subject: computing the topological entropy effectively. In the following Section 7, a specific class of shifts is examined, having an easy to manage entropy characterization. The last Section 8 is devoted to some discussion.

2 Notation

Let $\mathcal{A}$ be an alphabet, i.e. a nonempty finite set. In the following, only alphabets with $|\mathcal{A}| \geq 2$ are considered and the letters are set to 0, 1, \ldots, $n$ with $n = |\mathcal{A}| - 1$. Then $\mathcal{A}^*$ denotes the set of all finite words over $\mathcal{A}$ and $\mathcal{A}^\omega$ the set of all infinite sequences over $\mathcal{A}$, i.e. $\mathcal{A}^\omega = \{ f : f : \mathbb{N} \to \mathcal{A} \}$. The set of all bi-infinite sequences over $\mathcal{A}$ is denoted by $\mathcal{A}^{2\omega}$. The empty word is denoted by $\lambda$. For every $w \in \mathcal{A}^*$, $|w|$ denotes the length of $w$. The concatenation of words $u$ and $v$ of $\mathcal{A}^*$ is denoted by $uv$. Let $r, u, v, w \in \mathcal{A}^*$ and $w = ruv$. Then $r$ is called a prefix of $w$, in symbols $r \sqsubseteq w$ and $u$ is called a subword of $w$, in symbols $u \sqsubset w$. In addition, $u \sqsubseteq w$ denotes $u \sqsubseteq w$ and $u \neq w$. For any word $w \in \mathcal{A}^*$ and $i, j \in \mathbb{N}$, $w_{[i,j]} := w_i \ldots w_n$ is the subword of $w$ with $n := \min(j, |w| - 1)$ if $i \leq j$ and $i < |w|$, as well as $w_{[i,j]} := \lambda$ otherwise. If $p \in \mathcal{A}^\omega$ and $i, j \in \mathbb{N}$, then $p_{[i,j]} \in \mathcal{A}^*$ denotes the word $p_{[i,j]} = p_ip_{i+1} \ldots p_j$ if $i \leq j$ and $p_{[i,j]} = \lambda$ if $i > j$.

A partial function is denoted by $f : \subseteq X \to Y$, a total function by $f : X \to Y$. A (partial) function $f : \subseteq Z_1 \times \cdots \times Z_k \to Z_0$ with $Z_0, Z_1 \ldots Z_k \in \{ \mathcal{A}^*, \mathcal{A}^\omega \}$ is called computable, if it is computable by a Type-2 Turing machine. All concepts concerning Type-2 computability used here are in the sense of [17].

Following [17], an effective topological space is a triple $\mathbf{S} = (X, \beta, \nu)$ where $X$ is a topological space, the topology being defined by the countable set $\beta \subseteq 2^X$ as subbase and $\nu : \subseteq \mathcal{A}^* \to \beta$ is a notation of $\beta$. Furthermore require that $X$ is a $T_0$-space, that is for any $x, y \in X$, when $\{ B \in \beta : x \in B \} = \{ B \in \beta : y \in B \}$, then $x = y$ holds. The standard representation $\delta : \subseteq \mathcal{A}^\omega \to X$ of an effective topological space $\mathbf{S} = (X, \beta, \nu)$ is defined by $\delta(p) = x :\iff\{ B \in \beta : x \in B \} = \{ \nu(u) : \nu(u) \sqsubset p \}$ and $\nu(w) \sqsubset p \Rightarrow w \in \text{dom}(\nu)$ for all $x \in X$ and $p \in \mathcal{A}^\omega$. Otherwise set $\delta(p) \uparrow$. Here, the function $\nu : \mathcal{A}^* \to \mathcal{A}^*$ is defined by $\nu(a_1 \ldots a_n) := 110a_10 \ldots 0a_n011$ for all $n \in \mathbb{N}$ and all words $a_1 \ldots a_n \in \mathcal{A}^*$.

3 Characterization of Shifts

The approach presented here is adapted from [12,3]. Let $\mathcal{A}$ be an alphabet. Consider $\mathcal{A}^{2\omega}$ as a metrizable topological space endowed with the product
topology of the discrete topology on $A$. Then the shift map $\sigma : A^\mathbb{Z} \to A^\mathbb{Z}$, defined by $\sigma(x)_i = x_{i+1}$ is a homeomorphism. If $X \subseteq A^\mathbb{Z}$ has the properties

1. $X$ is closed and

2. $X$ is shift invariant, that is, $\sigma(X) = X$ holds,

then $X$ is called a shift space and the pair $(X, \sigma)$ is called a shift dynamical system or shift for short.

There are other equivalent characterizations of a shift space $X$. First the definitions via sets of words. Consider a subset $\mathcal{F} \subseteq A^*$. Then define a set $X_\mathcal{F} \subseteq A^\mathbb{Z}$ the following way: start with $A^\mathbb{Z}$ and remove all elements having a subword which is in $\mathcal{F}$. Then $X_\mathcal{F}$ is closed and shift invariant, hence a shift space. The set $\mathcal{F}$ is called a set of forbidden words of the shift space $X_\mathcal{F}$. On the other hand, for any shift space $X$ there is a subset $\mathcal{F} \subseteq A^*$ such that $X = X_\mathcal{F}$. So, the set of forbidden words determines a shift space uniquely. The converse does not hold.

A set $S \subseteq A^*$ is called factorial, if for any word $u \in S$, every subword of $u$ also is in $S$. A set $S \subseteq A^*$ is called extendable if for any word $u \in S$, there are nonempty words $v, w \in A^+$ such that $vuw \in S$ holds. The set $L \subseteq A^*$ of all words in $A^*$ that are subwords of elements in $X$ is called the language of $X$. Then $L$ is factorial and extendable. On the other hand, let $L \subseteq A^*$ be factorial and extendable, then there is a uniquely determined shift space having $L$ as its language. The language of a shift space $X$ is denoted by $A^*(X)$.

There is also a characterization via finite or countable directed graphs. A directed graph or digraph $\Gamma$ is a pair $(V, E)$ where $V$ and $E$ are disjoint, finite or countable sets, together with two maps $i : E \to V$ and $t : E \to V$. $V$ is called the set of vertices and $E$ is called the set of edges. The maps $i$ and $t$ assign to each edge $e \in E$ some pair of vertices $(\alpha, \beta)$ where $e$ starts at vertex $i(e) = \alpha$ and terminates at vertex $t(e) = \beta$. (In the literature, some authors call digraphs “directed multigraphs”. ) A digraph $\Gamma$ is called irreducible, if, given two vertices $\alpha, \beta \in V$, there is a path in $\Gamma$ connecting them (in the literature, also the expression “strongly connected” is used). A digraph $\Gamma$ is called primitive, if, given two vertices $\alpha, \beta \in V$, there exists an $N \in \mathbb{N}$ such that for any $n \geq N$ there is a path in $\Gamma$ of length $n$ connecting $\alpha$ and $\beta$. A primitive digraph also is irreducible. Finally a labeled digraph is a pair $(\Gamma, \varphi)$ where $\Gamma$ is a digraph with edge set $E$ and $\varphi : E \to A$, called the labeling, is a map assigning to each edge $e$ of $\Gamma$ an element in the alphabet $A$. Let $E^\mathbb{Z}(\Gamma) \subseteq E^\mathbb{Z}$ be the set of all bi-infinite paths in $\Gamma$. Then there exists a function $\Phi : E^\mathbb{Z}(\Gamma) \to A^\mathbb{Z}$ assigning to each path $\gamma \in E^\mathbb{Z}(\Gamma)$ the bi-infinite sequence of labels corresponding to the path $\gamma$. Namely if $\gamma = (e_i)_{i \in \mathbb{Z}}$, then $\Phi(\gamma) = (\varphi(e_i))_{i \in \mathbb{Z}}$. Furthermore, the function $\Phi$ is uniformly continuous and
shift invariant, that is \( \sigma \circ \Phi = \Phi \circ \sigma \) holds. The set \( \Phi(E^Z(\Gamma)) \), which will be denoted by \( \mathcal{A}^Z(\Gamma) \), is shift invariant, but does not need to be closed. Then the closure \( \overline{\mathcal{A}^Z(\Gamma)} \) is a shift space \( X \). So, any labeled digraph \((\Gamma, \varphi)\) determines a shift space \( X = \Phi\overline{E^Z(\Gamma)} \) in a unique way. For simplicity, only labeled digraphs with no stranded vertices and no multiple labeling are considered in the following. Here, a vertex \( \alpha \) is called stranded for the digraph \( \Gamma \), if there is no bi-infinite path in \( \Gamma \) having an edge \( e \) with \( i(e) = \alpha \). Multiple labeling of a labeled digraph \((\Gamma, \varphi)\) means that there exist two distinct edges \( e, g \in E \), \( e \neq g \), with \( i(e) = i(g) \), \( t(e) = t(g) \) and \( \varphi(e) = \varphi(g) \), that is \( e \) and \( g \) have the same initial vertex, terminal vertex and label. A labeled digraph \((\Gamma, \varphi)\) with no stranded vertices and no multiple labeling is called a cover of the shift space \( X = \Phi\overline{E^Z(\Gamma)} \). Any shift space has a cover.

A countable labeled digraph directly suggests the definition of a shift dynamical system over some countable alphabet. Let \( B \) be a countable set, called a countable alphabet. \( B^Z \), endowed with the product topology of the discrete topology on \( B \) is a metrizable space. The shift map \( \sigma : B^Z \to B^Z \) is uniformly continuous on \( B^Z \). If \( Y \subseteq B^Z \) is closed and shift invariant, then \( Y \) is called a (countable) shift space and \((Y, \sigma)\) a shift. Note that \( Y \) is not necessarily compact.

The set \( E^Z(\Gamma) \) for some finite or countable digraph \( \Gamma \) is closed and shift invariant, hence a shift space. The corresponding shift is called the edge shift of the digraph \( \Gamma \).

Finally some definitions concerning shifts. Let \( X \) be a shift space having a finite cover. Then \( X \) is called a sofic shift. If \( X \) is a shift space owning a finite set of forbidden words, then \( X \) is called a shift of finite type. Any shift of finite type is sofic, but the converse does not hold. Let \( X \) be a shift space having a countable cover where the corresponding digraph is irreducible. Then \( X \) is called a coded system [5]. A shift \( X \) is called topologically transitive if for any pair of words \( u, v \in A^*(X) \) there exists a word \( w \in A^*(X) \) such that \( uwv \in A^*(X) \) holds. Consequently, if \( X \) has an irreducible cover, then \( X \) is topologically transitive. Conversely however, not every cover of a topologically transitive shift need to be irreducible. A shift space is called topologically mixing if for any pair of words \( u, v \in A^*(X) \) there exists an \( N \in \mathbb{N} \) such that for all \( n \geq N \) there is a word \( w \in A^*(X) \) of length \( n \) such that \( uwv \in A^*(X) \) holds. Any topologically mixing shift is topologically transitive, the converse does not hold. If \( X \) has a primitive cover, then \( X \) is topologically mixing. Finally, a synchronizing word of a shift space \( X \) is a word \( w \in A^*(X) \) such that for any \( u, v \in A^*(X) \), if \( uw \in A^*(X) \) and \( vw \in A^*(X) \) then also \( uwv \in A^*(X) \) holds.

Here some examples to illustrate the definitions above. The alphabet \( A = \{0, 1\} \) is the binary alphabet.
Example 3.1 First consider the following shifts of finite type $X \subseteq \{0, 1\}^\mathbb{Z}$.

1. $X$ is defined by the set of forbidden words $\mathcal{F} := \{01\}$ having exactly one element. Then $X$ reads $X = \{\sigma^i(x) : i \in \mathbb{Z}\} \cup \{0^\mathbb{Z}, 1^\mathbb{Z}\}$ where $x \in \{0, 1\}^\mathbb{Z}$ is defined by $x := \ldots 11.00.\ldots$. By definition, there is no word $w \in \mathcal{A}^*(X)$ such that $0w1 \in \mathcal{A}^*(X)$ holds. Hence $X$ is not topologically transitive. Furthermore, $00$ is a synchronizing word of $X$.

2. $X$ is defined by the set of forbidden words $\mathcal{F} := \{00, 11\}$. Then $X$ reads $X = \{(01)^\mathbb{Z}, (10)^\mathbb{Z}\}$. $X$ is topologically transitive since for any pair of allowed words $u, v \in \mathcal{A}^*(X)$, either $uv, u0v$ or $u1v$ is an allowed word. But $X$ is clearly not topologically mixing. Finally, $01$ is a synchronizing word of $X$.

3. The golden mean shift $X$ is defined by the set of forbidden words $\mathcal{F} := \{00\}$. Let $u, v \in \mathcal{A}^*(X)$ then $u1^nv \in \mathcal{A}^*(X)$ holds for all $n \geq 1$. Hence $X$ is topologically mixing. The word $1$ is a synchronizing word of $X$.

Example 3.2 The even shift $X \subseteq \{0, 1\}^\mathbb{Z}$ defined by the set of forbidden words $\mathcal{F} := \{10^{2n+1} : n \in \mathbb{N}\}$ is sofic but not of finite type. A corresponding cover is given in Figure 1. If $X$ were of finite type, there would exist a finite set $\mathcal{F}'$ of forbidden words characterizing $X$. Hence, there would be an $M \in \mathbb{N}$ such that all words in $\mathcal{F}'$ do have length $\leq M + 1$. Since $10^{2M+1}$ and $0^{2M+1}1$ are allowed words, $10^{2M+1}1 \in \mathcal{A}^*(X)$ would follow (see Theorem 2.1.8 in [12]). But this is a contradiction.

![Fig. 1. Cover of the even shift.](image)

Finally an example with alphabet $\mathcal{A} = \{0, 1, 2\}$.

Example 3.3 The context free shift $X \subseteq \{0, 1, 2\}^\mathbb{Z}$ is defined the following way. Consider the set $\mathcal{L}' \subseteq \{0, 1, 2\}^*$ defined by $\mathcal{L}' := \{0^n1^n2 : n \geq 1\}$. Then the language $\mathcal{L}$ of $X$ is defined by $\mathcal{L} := \{u \in \mathcal{A}^* : u$ is a subword of some $v \in \mathcal{L}'^*\}$. Then $X$ is a coded system but is not sofic. A corresponding infinite cover is given in Figure 2. If $X$ were sofic, the subset $S := \{0^n1^n : n \geq 1\}$ of $\{0, 1\}^*$ would be a regular language in terms of formal language theory. But this is not true, which can be shown with the Pumping Lemma.

Note that $0^\mathbb{Z} \in X$ but $0^\mathbb{Z}$ is not the sequence of labels of any path in the digraph.
4 Naming systems for shift spaces

Let some finite alphabet $\mathcal{A}$ be given. Consider a shift space $X$ over $\mathcal{A}$, endowed with the product topology. Let $\mathcal{A}^n(X)$ denote the language of $X$ and $\mathcal{A}^n(X)$ the words of $\mathcal{A}^n(X)$ with length $n$. Furthermore, without loss of generality, let the alphabet $\mathcal{A}$ be chosen so that $\mathcal{A}^1(X) = \mathcal{A}$. $X$ is a metrizable topological space where a basis of the topology is given by the cylinder sets $[w]_n^X := \{x \in X : x_{n+i} = w_i, \ 0 \leq i < |w|\}$ for all $w \in \mathcal{A}^n(X), \ n \in \mathbb{Z}$. Next consider the set of all shift spaces over $\mathcal{A}$, $X^\sigma := \{X \subseteq \mathcal{A}^{Z} : X$ is closed and $\sigma(X) = X\}$.

Define effective topological spaces (in analogy to the Definition 5.1.1 in [17]) $\mathcal{S}^\sigma_\prec := (X^\sigma, \beta^\sigma_\prec, \nu^\sigma_\prec)$ and $\mathcal{S}^\sigma_\succ := (X^\sigma, \beta^\sigma_\succ, \nu^\sigma_\succ)$, where the topology on $X^\sigma$ is generated by $\beta^\sigma_\prec \subseteq 2^{X^\sigma}$ ($\beta^\sigma_\succ \subseteq 2^{X^\sigma}$ respectively) as a subbase, the following way. The notations $\nu^\sigma_\prec : \subseteq \mathcal{A}^\omega \rightarrow \beta^\sigma_\prec$ and $\nu^\sigma_\succ : \subseteq \mathcal{A}^\omega \rightarrow \beta^\sigma_\succ$ are defined by

$$\nu^\sigma_\prec((w, \nu^\sigma_\prec(n))):= \{X \in X^\sigma : [w]_n^{A^{Z}} \cap X \neq \emptyset\}$$

$$\nu^\sigma_\succ((w, \nu^\sigma_\succ(n))):= \{X \in X^\sigma : [w]_n^{A^{Z}} \cap X = \emptyset\}$$

for all $w \in \mathcal{A}^\omega$ and $n \in \mathbb{Z}$. Here, $\nu_{\mathbb{Z}} : \mathcal{A}^\omega \rightarrow \mathbb{Z}$ is some bijective standard notation of the integers.

Now consider the associated standard representations $\delta^\sigma_\prec : \subseteq \mathcal{A}^\omega \rightarrow X^\sigma$ of $\mathcal{S}^\sigma_\prec$, $\delta^\sigma_\succ : \subseteq \mathcal{A}^\omega \rightarrow X^\sigma$ of $\mathcal{S}^\sigma_\succ$ and $\delta^\sigma := \delta^\sigma_\prec \wedge \delta^\sigma_\succ$. It turns out that the first two representations are equivalent to the enumeration representation of the language and of the maximum set of forbidden words of the shift space, respectively. Let $\text{En}_\mathcal{L} : \subseteq \mathcal{A}^\omega \rightarrow X^\sigma$ be given by $\text{En}_\mathcal{L}(p) = X :\Leftrightarrow \{w \in \mathcal{A}^\omega : \nu(w) \prec p\} = \mathcal{A}^\sigma(X)$. Analogously, let $\text{En}_\mathcal{F} : \subseteq \mathcal{A}^\omega \rightarrow X^\sigma$ be given by $\text{En}_\mathcal{F}(p) = X :\Leftrightarrow \{w \in \mathcal{A}^\omega : \nu(w) \prec p\} = \mathcal{A}^\sigma \setminus \mathcal{A}^\sigma(X)$. Then the following holds.

**Theorem 4.1** The standard representation $\delta^\sigma_\prec$ is equivalent to $\text{En}_\mathcal{L}$ and $\delta^\sigma_\succ$ is equivalent to $\text{En}_\mathcal{F}$.

**Proof.** First show $\delta^\sigma_\prec \equiv \text{En}_\mathcal{L}$. Let $p \in \text{dom}(\delta^\sigma_\prec)$ be given and $X := \delta^\sigma_\prec(p)$. Then, by definition of $\delta^\sigma_\prec$, $\{A \in \beta^\sigma_\prec : X \in A\} = \{\nu^\sigma_\prec((w, \nu^\sigma_\prec(n)) : \nu((w, \nu^\sigma_\prec(n)) \prec p\}$ holds. Hence, $\nu((w, \nu^\sigma_\prec(n)) \prec p \Leftrightarrow [w]_n^{A^{Z}} \cap X \neq \emptyset$ can be concluded. On
the other hand, by the definition of the language of $X$ and shift invariance, 
$[w]_n^{A^E} \cap X \neq \emptyset \Rightarrow w \in A^*(X)$ as well as $w \in A^*(X) \Rightarrow \forall n \in \mathbb{Z} [w]_n^{A^E} \cap X \neq \emptyset$ holds. Finally, for all $n \in \mathbb{Z}$, $\iota(\langle w, \nu^{-1}_Z(n) \rangle) \triangleleft p \iff w \in A^*(X)$ is derived.

Now it is easily seen that there are computable translation functions $f_1, f_2 : \subseteq A^\omega \rightarrow A^\omega$ with $\delta_\sigma \circ f_1(p_1) = \delta_\sigma^{-1} \circ f_2(p_2)$ for all $p_1 \in \text{dom}(En_L)$, $p_2 \in \text{dom}(\delta_\sigma^{-1})$.

The assertion $\delta_\sigma \equiv \text{En}_L \wedge \text{En}_F$ is shown analogously.

As a direct consequence:

**Corollary 4.2** The equivalence $\delta_\sigma \equiv \text{En}_L \wedge \text{En}_F$ holds.

Instead of using the standard representations, the admissible enumeration representations can be used. It turns out, that for computing the topological entropy of a shift space $X$, a naming system based on covers is superior to $\text{En}_L$.

Let $(\Gamma, \varphi)$ be a finite labeled digraph with no stranded vertices and no multiple labeling. Then $(\Gamma, \varphi)$ can be represented by a finite set $G \subseteq A^*$ of words, with $\langle u_i, u_t, a \rangle \in G$ iff $(u_i, u_t) \in A^* \times A^*$ represent the edges and $a \in A$ represents the corresponding label. So, a name of $(\Gamma, \varphi)$ is a word $u \in A^*$ with $\iota(u) \triangleleft u$ iff $w \in G$. Since $(\Gamma, \varphi)$ has no stranded vertices and no multiple labeling, $(\Gamma, \varphi)$ also is the cover of a uniquely determined shift space $X$. Hence, $u$ is also called a name of $X$. The shift spaces owning names are exactly the sofic shifts $X_{\sigma,s}$. Now define a notation $\nu_G : \subseteq A^* \rightarrow X_{\sigma,s}$, called the graph notation by $\nu_G(u) = X$ iff $\{ w : \iota(w) \triangleleft u \} = G$ where $G$ is a cover of $X$.

Let $X$ be any shift space over $A$. Then there is a countable cover $(\Gamma, \varphi)$ of $X$. So, $(\Gamma, \varphi)$ can be represented by a countable set $G \subseteq A^*$. A representation $\text{En}_G : \subseteq A^\omega \rightarrow X^\sigma$ of all shift spaces can be defined similarly. It turns out that $\text{En}_G$ is equivalent to $\text{En}_L$.

**Proposition 4.3** Let $\text{En}_G : \subseteq A^\omega \rightarrow X^\sigma$ be the graph representation and $\text{En}_L : \subseteq A^\omega \rightarrow X^\sigma$ the language enumeration representation of $X^\sigma$, then $\text{En}_G \equiv \text{En}_L$ holds.

**Proof.** First show $\text{En}_G \leq \text{En}_L$. Let $M$ be a Type-2 machine doing the following. Consider an $\text{En}_G$-name $p$ as input for $M$. Then $M$ works in steps $n \geq 1$. Each step begins with the construction of a finite part of the corresponding labeled digraph by reading a prefix of $p$ of length $n$. Then the whole subgraph is traversed at each vertex and all words of labels of length $\leq n$ are recorded and written to the output. After that the next step begins. Since a cover has no stranded vertices, all words in the language of the shift space are written to the output tape.
Second show \( \text{En}_L \leq \text{En}_G \). There is also a Type-2 machine \( N \) doing the reverse on an \( \text{En}_L \)-name \( p \) as input. \( N \) also works in steps \( n \geq 1 \). Each step begins with the determination of the \( n \)-th word \( u \in A^*(X) \) of the language of \( X \) listed in \( p \). In the second part of each step the subgraph is constructed. At each step, the digraph \( \Gamma \) consists of a finite number of linear chains not being connected to each other. Every chain is labeled by some word already read in the previous steps. If \( u \) is a subword of some word being the label of a chain, then go to step \( n + 1 \). Else, for all chains where the label is a word \( v \) such that \( u = w_1vw_2 \) holds with \( w_1, w_2 \in A^+ \), extend the chain in both directions such that the new chain is labeled by \( u \). If there is no such chain at all, construct a new chain labeled by \( u \). Then write the constructed extension or the constructed new chain respectively to the output tape and proceed with the next step. By the construction, each word in the language is the label of some finite path in the digraph and any chain extends to infinity in both directions. Therefore the set of all bi-infinite labels of paths in \( \Gamma \) are dense in \( X \). Hence \( N \) computes an \( \text{En}_G \)-name of \( X \).

Finally turn to the set of shifts of finite type \( X^{\sigma,f} \). Then there is a notation \( \nu_F : A^* \to X^{\sigma,f} \) of \( X^{\sigma,f} \), called the forbidden words notation. It is defined by \( \nu_F(u) = X \) iff \( \{ w : \iota(w) \triangleleft u \} = F \) where \( F \) is a finite set of forbidden words of \( X \). The following propositions are useful.

**Proposition 4.4** There is a computable function \( \chi_L : A^* \times A^* \to \{0, 1\} \) such that for all \( u, w \in A^* \), \( \chi_L(u, w) = 1 \) iff \( w \in A^*(\nu_F(u)) \).

For the proof, the notion of adjacency matrix is needed. Therefore, the proof is given in subsection 5.1, where this notion will be explained.

**Proposition 4.5** Let \( \nu_G : \subseteq A^* \to X^{\sigma,s} \) be the graph notation and \( \nu_F : A^* \to X^{\sigma,f} \) the forbidden words notation, then \( \nu_F \leq \nu_G \) holds.

**Proof.** It has to be shown that there is a computable function \( f : A^* \to A^* \) such that for all \( u \in A^* \), representing a finite set of forbidden words \( F \) for some shift space \( X \in X^{\sigma,f} \), \( f(u) \in \text{dom}(\nu_G) \) holds and \( f(u) \) represents a finite labeled digraph which is a cover of \( X \).

The cover can be constructed in the following way. If \( F \) is empty, then \( X = A^\mathbb{Z} \) and a corresponding cover consists of one vertex \( \alpha \) and \( |A| \) edges starting at \( \alpha \) and terminating at \( \alpha \) being labeled with the complete alphabet. Otherwise, there exists some maximum length \( M \geq 1 \) of the forbidden words in \( F \). If \( M = 1 \), then \( X = (A \setminus F)^\mathbb{Z} \) and the corresponding cover is a subcover of the above one. Specifically if \( F = A \), then \( X = \emptyset \) and \( f(u) = \lambda \).

So let \( M \geq 2 \). Then the vertex set is given by \( A^{M-1}(X) \). According to Proposition 4.4, \( A^{M-1}(X) \) and \( A^M(X) \) can be uniformly effectively listed,
given a \( \nu_F \) name of \( X \). Now for \( u_1, u_2 \in A^{M-1}(X) \), \((u_1, u_2)\) is an edge of the labeled digraph iff \( u_1 = au \) and \( u_2 = ub \) for some \( a, b \in A \) and \( u \in A^{M-2} \), as well as \( aub \in A^M(X) \). If so, the edge \((u_1, u_2)\) is labeled with \( b \). \( \square \)

**Proposition 4.6** There is a computable function \( f : \subseteq A^* \to A^* \) with \( \text{dom}(f) = \nu_G^{-1}(\text{range}(\nu_F)) \) and \( \nu_G(u) = \nu_F \circ f(u) \) for all \( u \in \text{dom}(f) \).

**Proof.** First note that if \( X \) is a shift of finite type, then there is an \( M \geq 1 \) such that there is a set of forbidden words all of them having length \( M \).

Consider the following algorithm, working in stages \( n \geq 1 \). Since the cover \( G \) of \( X \) has no stranded vertices, \( A^n(X) \) can be uniformly effectively listed by traversing the labeled digraph at each vertex for \( n \) steps. Now consider the shift of finite type \( Y \) with the set of forbidden words being \( A^n \setminus A^n(X) \). Construct a corresponding labeled digraph \( G' \) according to Proposition 4.5. Then according to Theorem 3.4.13 in [12], it can be effectively decided wether \( X \) and \( Y \) are the same by comparing their covers. If they are not the same, proceed with stage \( n + 1 \), otherwise write a \( \nu_F \)-name corresponding to \( A^n \setminus A^n(X) \) to the output and stop.

By the construction of the algorithm it is clear that the algorithm stops at stage \( M \) iff \( X \) is of finite type and \( X \neq A^Z \) and stops at stage 1 if \( X = A^Z \). Therefore, the algorithm outlined above computes \( f \).

Remark: According to Theorem 3.4.17 and 3.4.14 in [12], there is a computable function \( \chi_f : \subseteq A^* \to \{0, 1\} \) such that \( u \in \text{dom}(\chi_f) \) if \( u \) is a name of a cover of a topologically transitive sofic shift \( X \), and \( \chi_f(u) = 1 \) iff \( X \) is a shift of finite type.

5 Adjacency Matrices and Entropy

Let \((\Gamma, \varphi)\) be a labeled digraph (countable or finite), \( V \) be the set of vertices of \( \Gamma \). An *adjacency matrix* of \((\Gamma, \varphi)\), \( A = (A_{\alpha\beta})_{(\alpha, \beta) \in V^2} \) with nonnegative elements is defined in the following way. Let \( \alpha, \beta \in V \) then \( A_{\alpha\beta} \in \mathbb{N} \) is the number of edges starting at vertex \( \alpha \) and terminating at vertex \( \beta \).

The topological entropy \( h(X) \) of a shift dynamical system \((X, \sigma)\) over some finite alphabet \( A \) is defined by

\[
 h(X) := \lim_{n \to \infty} \frac{\log |A^n(X)|}{n}
 \]  

if \( X \neq \emptyset \) and \( h(\emptyset) := 0 \). The topological entropy is a “growth rate” of the number of occurring words for a given length. Note that the entropy is bounded by \( 0 \leq h(X) \leq \log |A| \). Note that the limit always exists (Proposition 4.1.8 in [12]).
5.1 The Finite Case

In this subsection, finite adjacency matrices are considered. Hence, the regarded shifts are sofic. The following proposition is easily seen.

Proposition 5.1 There are computable functions \( \dim_G : \subseteq A^* \rightarrow \mathbb{N} \) and \( A_G : \subseteq A^* \times \mathbb{N}^2 \rightarrow \mathbb{N} \) with \( \dim_G(u) = n \) and \( A_G(u, i, j) = A_{ij} \) for all \( u \in \text{dom}(\nu_G) \), \( i, j \in \{1, \ldots, n\} \) where \( A \) is the \( n \) by \( n \) adjacency matrix of the labeled digraph named by \( u \).

Now some basic facts about finite adjacency matrices and Perron-Frobenius theory. References are [7,15].

A finite adjacency matrix \( A \) is called reducible if there exists a permutation matrix \( P \) such that \( PAP^T \) has the form

\[
PAP^T = \begin{pmatrix} B & 0 \\ * & C \end{pmatrix}
\]

Here, \( B \) and \( C \) are square matrices. In other words, the above form is obtained by rearranging the indices of the original matrix. If \( A \) is not reducible, it is called irreducible. Irreducible matrices do have a fundamental property: If \( A \) is an \( n \) by \( n \) irreducible matrix, \( n \geq 1 \), then \( A \) is the one by one matrix (0), or for any pair of indices \( i, j \in \{1, \ldots, n\} \) there is some \( l > 0 \) such that \( (A^l)_{ij} > 0 \) holds. Note that a labeled digraph is irreducible, iff its corresponding adjacency matrix is irreducible. An irreducible matrix is called primitive, if for any pair of indices \( i, j \in \{1, \ldots, n\} \) there is some \( N \in \mathbb{N} \) such that \( (A^l)_{ij} > 0 \) holds for all \( l \geq N \). Note that a directed labeled digraph is primitive, iff its corresponding adjacency matrix is primitive.

Any finite adjacency matrix \( A \) has a normal form: There exists a permutation matrix \( P \) such that \( PAP^T \) has the form

\[
PAP^T = \begin{pmatrix} A_1 & 0 & \ldots & 0 & 0 & \ldots & 0 \\ 0 & A_2 & \ldots & 0 & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & A_g & 0 & \ldots & 0 \\ * & * & \ldots & * & A_{g+1} & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ * & * & \ldots & * & * & \ldots & A_s \end{pmatrix}
\]
where $A_1, \ldots, A_s$ are irreducible square matrices and in each block row $\geq g$ there is at least one matrix with block column strictly less than the block row which is not the zero matrix. The normal form is unique up to permutations of blocks and of indices within each diagonal block.

There are $n!$ different permutation matrices $P$ for an irreducible $n$ by $n$ square matrix. Therefore, following the steps of construction of the normal form presented in [7], it is clear that there exists an algorithm computing the normal form provided the matrix $A$ as input. Due to Proposition 5.1, the following theorem holds.

**Theorem 5.2** Let $u \in \text{dom}(\nu_G)$ be the (graph) name of some sofic shift space. Let $N$ be the normal form of the adjacency matrix of the graph named by $u$ (the index set is $1, \ldots, n$). Then the following functions are computable.

1. $\text{ir}_G : \subseteq A^* \rightarrow \mathbb{N}$,
2. $\text{dim}_G : \subseteq A^* \times \mathbb{N} \rightarrow \mathbb{N}$ and
3. $N_G : \subseteq A^* \times \mathbb{N}^2 \rightarrow \mathbb{N}$.

Here, $\text{ir}_G(u) = s$ is the number of irreducible components of $N$, $\text{dim}_G(u, i)$ equals $n$ if $i = 0$ and equals the number of rows of the $i$-th irreducible component if $i \in \{1, \ldots, s\}$. Finally $N_G(u, i, j) = N_{ij}$ for all $i, j \in \{1, \ldots, n\}$.

Before coming to the central Perron-Frobenius theorem a word on types of indices of an adjacency matrix $A = (a_{ij})$. An index $i$ of $A$ is called **transient** if its corresponding (permuted) index $j$ in normal form is such that $a_{jj}$ forms a one by one irreducible block and $a_{jj} = 0$. A finite sequence $(s_i)_{1 \leq i \leq m}$ is called a **chain** of length $m \geq 1$, if $a_{s_is_{i+1}} > 0$ for all $i = 0, \ldots, m - 1$. An index $i$ of $A$ is called **absorbing**, if there is an upper bound for the length of all chains starting at $i$. Then the following holds.

**Lemma 5.3** An index $i$ is absorbing iff it is transient and all chains starting with $i$ have only transient indices.

**Proof.** Let $i$ be an absorbing index and $(s_k)_{1 \leq k \leq m}$ a chain of length $m$ starting at $i$. Then $s_k$ is transient for all $k \in \{1, \ldots, m\}$. Assume otherwise. Then there is some $l \in \{1, \ldots, m\}$ such that $s_l$ is not transient. Hence, $s_l$ belongs to an irreducible block of the normal form with at least one strictly positive entry. Consequently, there are chains of any length starting at $s_l$. But then, $i$ would not be absorbing.

On the other hand, let $i$ be transient and all chains starting at $i$ have only transient indices. Let $(s_k)_{1 \leq k \leq m}$ be a chain of length $m$ starting at $i$. Then $i = s_1 > s_2 > \cdots > s_m$ holds. Hence there is only a finite number of different chains starting at $i$. As a consequence, $i$ is absorbing. \qed
Combining the results developed so far, the following proposition can be concluded.

**Proposition 5.4** There exists an algorithm deciding if an index is absorbing or not uniformly in the adjacency matrix $A$.

**Proof.** Follows directly from Theorem 5.2 and the above lemma. □

Now the proof of Proposition 4.4 can be given.

**Proof of Proposition 4.4.** Let $u \in A^*$ be given and let $F$ be the set of forbidden words of $X := \nu_F(u)$ corresponding to $u$. If $F$ is empty then $X = A^Z$ and $\chi_L(u, w) = 1$ for all $w \in A^*$. If $F$ is not empty, there exists an $M \geq 1$ such that $M$ is the maximum length of all elements in $F$. If $M = 1$, then $X = (A \setminus F)^Z$ and $\chi_L(u, w) = 1$ iff no symbol $a \in F$ is a subword of $w$. Finally consider the case $M \geq 2$. Set $N := |A|^M$. Let $\nu : \{1, \ldots, N\} \rightarrow A^M$ be the lexicographical ordering of $A^M$. Consider the $N \times N$ adjacency matrix $A = (a_{ij})$ defined by $a_{ij} := 1$ if $\nu(i)_{[1, M-1]} = \nu(j)_{[0, M-2]}$ and there is no word $w \in F$ a subword of either $\nu(i)$ nor $\nu(j)$. Otherwise set $a_{ij} := 0$. It is clear that there is an algorithm constructing $A$ uniformly in $u$.

Now consider some word $w \in A^M$. Then $w \in A^M(X)$ iff $w$ is not an absorbing index of $A$ and of $A^T$. Only in this case exists an infinite extension of $w$ to the right and to the left. Next let $w \in A^*$. If $|w| < M$ then $w \in A^*(X)$ iff there is some word $v \in A^M(X)$ having $w$ as prefix. If $|w| \geq M$ consider the suffix $v$ of $w$ of length $M$. Then $w \in A^*(X)$ iff $w_{[0, M-1]} \in A^*(X)$, $v \in A^*(X)$ and there exists a chain from $\nu^{-1}(w_{[0, M-1]})$ to $\nu^{-1}(v)$. By the above proposition it is clear that the assertion in Proposition 4.4 holds. □

The Perron-Frobenius theorem states the following: Let $A$ be a finite irreducible adjacency matrix $A \neq (0)$. Then $A$ has a positive eigenvector, called the Perron eigenvector, with corresponding positive eigenvalue, called Perron value, which is both geometrically and algebraically simple. Furthermore any eigenvalue for $A$ does not exceed the perron value in magnitude.

There is a link between topological entropy and the Perron value [12,10]. Let $(\Gamma, \varphi)$ be a finite cover of some shift space $X$. The cover is said to be right-resolving if for any two edges $e_1, e_2 \in E$ with $i(e_1) = i(e_2)$, $\varphi(e_1) \neq \varphi(e_2)$ holds. Every sofic shift has a finite right-resolving cover. Let $A$ be the adjacency matrix of a finite right-resolving cover of $X$. Assume that $A \neq (0)$ is irreducible. Then $h(X) = \log \lambda_A$ holds where $\lambda_A$ is the Perron value of $A$. If $A$ is not irreducible, then $h(X) = \log \max_i \lambda_{A_i}$ where $A_i$ are the irreducible components of $A$.

The proof of the fact that every sofic shift has a finite right-resolving cover presented in [12] shows that there is a computable function $f : \subseteq A^* \rightarrow A^*$
assigning to each name \( u \in \text{dom}(\nu_G) \) of \( X \) a name \( f(u) \in \text{dom}(\nu_G) \) representing a finite right-resolving cover of \( X \).

### 5.2 The Countable Case

Let \( d \) be a metric on some shift space \( X \) over a finite or countable alphabet. Let \( K \subseteq X \) be a compact subset of \( X \). A subset \( E \) of \( X \) is called a \((K, n, \epsilon)\) spanning set, if for any \( y \in K \) there is an \( x \in E \) with \( d(\sigma^i(x), \sigma^i(y)) < \epsilon \) for all \( i \in \{0, \ldots, n-1\} \). Let \( r_d(K, n, \epsilon) \) be the minimum cardinality of a \((K, n, \epsilon)\) spanning set. Define the topological entropy of \((X, \sigma)\) with respect to \( d \) by

\[
h_d(X) := \sup_K \lim_{\epsilon \to 0} \limsup_{n \to \infty} \frac{\log r_d(K, n, \epsilon)}{n}
\]

where \( \sup_K \) is taken over all compact subsets of \( X \).

If the alphabet is finite and \( d \) compatible with the standard topology (product topology of the discrete topology on the alphabet), then \( h_d(X) = h(X) \) holds. Hence, \( h_d \) is a generalization of \( h \) to the case where the alphabet is countable. In the following, the alphabet is considered to be \( \mathbb{N} \) if it is countable. As already mentioned, a shift invariant, closed subset of \( \mathbb{N}^\mathbb{Z} \) does not need to be compact. But there is a compactification. Define a mapping \( \pi : \mathbb{N} \to \overline{\mathbb{B}} \) with \( \mathbb{B} := \{\frac{1}{1+n} : n \in \mathbb{N}\} \cup \{0\} \) by \( \pi(n) := \frac{1}{1+n} \). Then the restriction of the target of \( \pi \) to \( B := \{\frac{1}{1+n} : n \in \mathbb{N}\} \) is a bijection. \( (\overline{\mathbb{B}}, \pi) \) is a one point compactification of \( \mathbb{N} \). The topology on \( \overline{\mathbb{B}} \) is induced by the metric \( \rho(x, y) := |x - y| \). Now \( \overline{\mathbb{B}}^\mathbb{Z} \), endowed with the corresponding product topology becomes a topological space. Since \( \pi \) is a homeomorphism on the restriction to \( B \), the corresponding product mapping \( \Pi : \mathbb{N}^\mathbb{Z} \to \overline{\mathbb{B}}^\mathbb{Z} \) also is a homeomorphism on the restriction to \( \mathbb{B}^\mathbb{Z} \). Furthermore, \( \Pi \) is shift invariant. \( \mathbb{B}^\mathbb{Z} \) is a compact topological space and a compactification of \( \mathbb{N}^\mathbb{Z} \). The topology on \( \overline{\mathbb{B}}^\mathbb{Z} \) is induced by the metric

\[
\tau(x, y) := \sum_{i=-\infty}^{+\infty} \frac{|x_i - y_i|}{2|i|}
\]

for all \( x, y \in \overline{\mathbb{B}}^\mathbb{Z} \).

Let \( \Gamma \) be a countable digraph, \( Y \) its edge shift and \( A \) the corresponding (countable) adjacency matrix. Then \( Y = E^\mathbb{Z}(\Gamma) \) is closed, shift invariant but not necessarily compact in the standard topology. Now consider \( \Pi(Y) \), which will be denoted by \( B^\mathbb{Z}(\Gamma) \). \( B^\mathbb{Z}(\Gamma) \) is a shift invariant, but not necessarily closed subset of the compact space \( \overline{\mathbb{B}}^\mathbb{Z} \) endowed with the metric \( \tau \). The closure \( \overline{B^\mathbb{Z}(\Gamma)} \)
is a shift space.

Let \( A \) be a countable, nonnegative matrix. \( A \) is called irreducible if for any pair of indices \( i, j \in \mathbb{N} \) there is some \( l > 0 \) such that \((A^l)_{ij} > 0\) holds. An irreducible matrix \( A \) is called primitive, if for any pair of indices \( i, j \in \mathbb{N} \) there is some \( N \in \mathbb{N} \) such that \((A^l)_{ij} > 0\) holds for all \( l \geq N \). Hence a countable labeled digraph is irreducible (primitive) iff the corresponding adjacency matrix is irreducible (primitive). It can be shown [15] that for an irreducible, nonnegative matrix \( A \), \( \limsup_{n \to \infty} (A^n)_{ii}^{\frac{1}{n}} \) exists, is positive and does not depend on the index \( i \). Set \( \lambda := \limsup_{n \to \infty} (A^n)_{ii}^{\frac{1}{n}} \). If \( A \) is finite, \( \lambda \) is identical to the Perron value. Hence \( \lambda \) is called the Perron value even in the case where \( A \) is countable. Let \((\Gamma, \varphi)\) be a countable, irreducible labeled digraph, \( A \) its irreducible adjacency matrix and \( \lambda \) the corresponding Perron value. Then \( h_\tau(\overline{BZ}(\Gamma)) = \log \lambda \) holds ([10], Proposition 7.2.6 and [12], Section 13.9).

6 Computing the Topological Entropy

The computation of the topological entropy of shifts \((X, \sigma)\) is done by sequences of finite adjacency matrices with increasing number of rows. The following fundamental theorem is therefore a basis of the computation.

**Theorem 6.1** The function \( h_s : X^{\sigma, s} \to \mathbb{R} \) assigning to each sofic shift \( X \) its topological entropy is \((\nu_{\mathcal{G}}, \rho)\)-computable.

**Proof.** First consider the case where \( A \) is an irreducible finite adjacency matrix with rows \( n \geq 1 \). If \( n = 1 \), that is \( A = (a) \), then the Perron value is \( a \). So let \( n \geq 2 \). Following the proof of the Perron-Frobenius Theorem in [7], an algorithm for computing the Perron value can be derived. Let \( S^n \subseteq \mathbb{R}^n \) be the compact \( n \)-sphere given by \( S^n = \{ x \in \mathbb{R}^n : ||x|| = 1 \} \). Define a function \( r : S^n \to \mathbb{R} \) by

\[
r(x) := \min_{1 \leq i \leq n} \frac{(A(E + A)^{n-1} \text{abs}(x))_i}{((E + A)^{n-1} \text{abs}(x))_i},
\]

where the function \( \text{abs} : \mathbb{R}^n \to \mathbb{R}^n \) takes the absolute value of each component, that is \( \text{abs}(x_1, \ldots, x_n) = (|x_1|, \ldots, |x_n|) \). \( r \) is continuous and \( S^n \) compact, so \( \max r(S^n) \) exists. Furthermore \( \lambda = \max r(S^n) \) is the Perron value of \( A \).

The function \( r \) is \(([\rho]^n, \rho)\)-computable. Also the \( n \)-sphere \( S^n \) is a computable compact set in the sense of [17], Definition 5.2.1. Hence, \( r(S^n) \) also is a computable compact set. Finally, since the maximum of a computable compact subset of \( \mathbb{R} \) is computable (Lemma 5.2.6 in [17]), also the Perron value \( \lambda \) is \( \rho \)-computable. It is clear that there exists an algorithm performing
the computation of the Perron value uniformly, given the adjacency matrix in form of a word \( u \in \text{dom}(\nu_G) \).

Let \( A \) be an arbitrary finite adjacency matrix of a right-resolving cover of a sofic shift space \( X \). It was already mentioned that there is an algorithm computing the normal form of \( A \). So, the Perron values \( \lambda_i \) for each irreducible component can be computed, also \( h(X) = \log \max \lambda_i \) is computable (uniformly in \( A \)).

Theorem 5.2 finally guarantees that \( h_s \) is \((\nu_G, \rho)\)-computable. \( \square \)

Proposition 4.5 directly implies the corollary:

**Corollary 6.2** The function \( h_f : X^{\sigma_f} \to \mathbb{R} \) assigning to each shift of finite type \( X \) its topological entropy is \((\nu_F, \rho)\)-computable.

Now turn to an arbitrary shift space \( X \). \( X \) will be represented by a name \( p \in \mathcal{A}^\omega \) of \( \text{En}_F \). Then any prefix \( u_n \in \mathcal{A}^* \) of \( p \) of length \( n \in \mathbb{N} \) represents a shift of finite type \( Y_n \) being an extension of \( X \): \( X \subseteq Y_n \) for all \( n \in \mathbb{N} \). Furthermore, \( X = \bigcap_n Y_n \) holds.

**Theorem 6.3** The function \( h : X^\sigma \to \mathbb{R} \) assigning to each shift \( X \) its topological entropy is \((\text{En}_F, \rho_\geq)\)-computable.

**Proof.** Let \( p \in \text{dom}(\text{En}_F) \) be given and \( X := \text{En}_F(p) \). For all \( n \in \mathbb{N} \), define a word \( u_n \) of length \( n \) by the prefix of \( p \), \( u_n \sqsubseteq p \). Set \( Y_n := \nu_F(u_n) \). \( Y_n \) is a shift of finite type and \( X \subseteq Y_n \). By the definition of the topological entropy it is seen immediately that the sequence of topological entropies of \( Y_n \), \( (h(Y_n))_n \), is a bounded, decreasing sequence of real numbers. Hence the limit \( \lim_{n \to \infty} h(Y_n) \) exists. Furthermore, \( Y_{n+1} \subseteq Y_n \) for all \( n \in \mathbb{N} \) and \( X = \bigcap_n Y_n \) holds. So, for any \( n \in \mathbb{N} \), \( |A^n(Y_{m+1})| \leq |A^n(Y_m)| \) holds for all \( m \in \mathbb{N} \) and also \( \lim_{m \to \infty} |A^n(Y_m)| = |A^n(X)| \). Hence, for all \( \epsilon > 0 \) there are \( N, M \in \mathbb{N} \) such that for all \( n \geq N, m \geq M \) \( |h(X) - \frac{\log |A^n(Y_m)|}{n}| < \epsilon \) holds. \( \lim_{n \to \infty} h(Y_n) = h(X) \) follows immediately.

By the fact that \( (h(Y_n))_n \) is decreasing and with Corollary 6.2 follows the assertion. \( \square \)

**Theorem 6.4** The function \( h : X^\sigma \to \mathbb{R} \) assigning to each shift \( X \) its topological entropy is not \((\text{En}_L \land \text{En}_F, \rho_>)\)-computable.

**Proof.** According to Theorem 6.3, it suffices to show that \( h \) is not \((\text{En}_L \land \text{En}_F, \rho_>)\)-computable. Assume otherwise. Then there is a Type-2 machine \( M \) doing the computation. Now let \( p \in \mathcal{A}^\omega \) be an \( \text{En}_L \land \text{En}_F \)-name of some coded system \( X \) having strictly positive topological entropy \( h(X) > 0 \). Then there is some \( T \in \mathbb{N} \) such that, after \( T \) steps of computation of \( M \) on input \( p \), \( M \) has as output a word representing a rational number \( r \) with \( 0 < r < h(X) \).
After that time, $M$ has read a prefix $u \sqsubseteq p$ of $p$. The prefix $u$ corresponds to a finite subset $\mathcal{F}_T$ of all forbidden words of $X$ and a finite subset $\mathcal{L}_T$ of the language of $X$.

Then construct a shift space $Y$ the following way. Consider an irreducible cover $(\Gamma, \phi)$ of $X$. Then all words in $\mathcal{L}_T$ have some finite path in $\Gamma$. Consider these paths. Next take some vertex $\alpha$ in $\Gamma$. Since $\Gamma$ is irreducible, there is some closed path in $\Gamma$ starting at $\alpha$, connecting all finite paths defined above and returning to $\alpha$. Let $w \in A^*$ be its label path. Then $y := w^Z$ is an element of $X$. Now define $Y := \{\sigma^i(y) : i \in \mathbb{Z}\}$. The $Y$ is a shift space and $Y \subseteq X$.

So, $\mathcal{F}_T$ is also a subset of all forbidden words of $Y$ and $\mathcal{L}_T$ a subset of the language of $Y$. Therefore, there exists an $\text{En}_{\mathcal{L}} \land \text{En}_{\mathcal{F}}$-name $q$ of $Y$ also having the same prefix $u \sqsubseteq q$ as $p$. On input $q$, after $T$ steps of computation, $M$ also produces output $r > 0$. But this is not correct since $h(Y) = 0$.

Remark: The proof of the above theorem shows that the function $h : X^\sigma \to \mathbb{R}$ is not even $(\text{En}_{\mathcal{L}} \land \text{En}_{\mathcal{F}}, \rho)$-continuous. Furthermore, since $h$ is $(\text{En}_{\mathcal{F}}, \rho_\geq)$-computable, it is interesting to find an $\text{En}_{\mathcal{L}}$-computable name of some shift space $X$ where the topological entropy is not a $\rho_\leq$-computable number. This will be done in Section 7.

Now let $\Gamma$ be a countable, irreducible digraph and $A$ the corresponding adjacency matrix. Examine the calculation of the Perron value $\lambda$ of $A$. For all $n \in \mathbb{N}$, let $^nA$ be the $n$ to $n$ top-left corner truncation of $A$. Furthermore assume that there is a strictly increasing sequence $(t_n)_n$ in $\mathbb{N}$ such that $^{t_n}A$ is irreducible. Clearly, $^{t_n}A$ is an adjacency matrix for some topologically transitive edge shift. Denote the Perron value of $^{t_n}A$ by $(\lambda_{t_n})_n$. Then, Theorem 6.8 in [15] holds true even in the case of the weaker assumption made here instead of Assumption 4, demanded in [15]. The theorem shows that $(\lambda_{t_n})_n$ is a strictly increasing sequence of nonnegative reals converging to the Perron value of $A$.

Let $(\Gamma, \varphi)$ be an irreducible labeled digraph of some shift space $X$ and $A$ the corresponding (irreducible) adjacency matrix. Let $p$ be an $\text{En}_G$-name corresponding to $(\Gamma, \varphi)$. By the definition of $\text{En}_G$ it is clear that any prefix $p_{[0,n]} \in A^*$ of $p$ corresponds to a name of some finite (possibly empty) subgraph of $\Gamma$ after removing all stranded vertices. Let $A_n$ be the corresponding adjacency matrix. Unfortunately, $A_n$ need not be irreducible. But there is an algorithm, transforming $p$ to an $\text{En}_G$-name $q$ of $X$ having the following property. Let $\hat{A}$ denote the corresponding adjacency matrix. Then there is a strictly increasing sequence $(t_n)_n$ in $\mathbb{N}$ such that for any prefix of $q$ of length $t_n$, the adjacency matrix of the corresponding subgraph is irreducible and has the form $l(n)\hat{A}$ for some $l : \mathbb{N} \to \mathbb{N}$. 
Lemma 6.5 There is a computable function \( s : \mathcal{A}^\omega \to \mathcal{A}^\omega \) transforming any \( \text{En}_G \)-name \( p \), corresponding to an irreducible cover of some shift space \( X \), to an \( \text{En}_G \)-name \( s(p) \) of \( X \) with the following properties. There are strictly increasing sequences \( (t_n)_n \) and \( (u_n)_n \) in \( \mathbb{N} \) such that \( s(p)[0,u_n] \in \text{dom}(\nu_G) \) and the corresponding adjacency matrix is an irreducible \( t_n \) by \( t_n \) matrix.

Proof. There is a Type-2 machine \( M \) computing \( s : \mathcal{A}^\omega \to \mathcal{A}^\omega \) defined the following way. \( M \) works in steps \( n \geq 1 \). At step \( n \), first the \( n \)-th element \( ((\alpha_n, \beta_n), a_n) \) from the input \( p \) is read. Then \( p \) is read until \( M \) has found a path from \( \beta_n \) to \( \alpha_n \), from \( \alpha_n \) to \( \beta_{n-1} \) and from \( \beta_{n-1} \) to \( \alpha_n \). The last two paths only if \( n > 1 \). Then \( ((\alpha_n, \beta_n), a_n) \) is written to the output, also the edges and labels corresponding to the other paths.

2 Then it is clear that there is an algorithm computing the Perron value of \( A \) provided the name \( p \) as input. Using \( h_\tau(BZ(\Gamma)) = \log \lambda \), the following result is derived.

Proposition 6.6 Let \( Z^e \) denote the set of all edge shifts, corresponding to an irreducible, labeled digraph \( (\Gamma, \varphi) \). Then the function \( h_e : Z^e \to \mathbb{R} \), assigning to each \( Z \in Z^e \) its topological entropy \( h_\tau(BZ(\Gamma)) \), is \( (\text{En}_G, \rho_<) \)-computable.

The above proposition shows that there is an \( (\text{En}_G, \rho_<) \)-computable function, assigning any coded system \( X \) with irreducible cover \( (\Gamma, \varphi) \) the topological entropy of the corresponding edge shift \( BZ(\Gamma) \). What about the computability of the entropy function for \( X \) itself? It can be shown (see Example 7.2.8 in [10], [14]) that there are countable, irreducible covers of the full shift \( \{0,1\}^\mathbb{Z} \) with Perron value \( \lambda < 2 \), hence \( \log \lambda < h(\{0,1\}^\mathbb{Z}) \). If further restrictions are made, the above situation does no longer appear.

Let \( (X, \sigma) \) be a shift having the specification property [4], that is there is an \( M \in \mathbb{N} \), called the uniform synchronization length, such that for all pairs \( u, v \in A^*(X) \) there is some \( w \in A^M(X) \) such that \( uwv \in A^*(X) \) holds. The specification property guarantees topological mixing [6]. The topologically mixing sofic shifts are a proper subclass of the class of shifts having the specification property [11], which themselves are a proper subclass of the coded systems.

Then for all \( n \in \mathbb{N} \), \( |A^{2n+M}(X)| \geq |A^n(X)|^2 \) holds. Define \( h_n := \frac{\log |A^n(X)|}{n} \) for \( n \geq 1 \), then \( h_{2n+M} \geq \frac{2n}{2n+M} h_n \) follows directly. Finally, define the scaled version of \( h_n \) by

\[
\overline{h}_n := (1 - 2^{-(n+1)})h_{(2n+1-1)\,M}
\]

for all \( n \in \mathbb{N} \), then by using the above estimation,
\[ h_{n+1} = (1 - 2^{-(n+2)})h_{2(n+1)-1}M + M \]
\[ \geq (1 - 2^{-(n+2)})\frac{2(n+1) - 1}{2(n+1) - 1} \frac{h_{2(n+1)-1}M}{M} \]
\[ = \frac{1 - 2^{-(n+2)}}{1 - 2^{-(n+1)}} \frac{2n+2 - 2}{2n+2 - 1} \frac{\bar{h}_n}{\bar{h}_n} = \bar{h}_n \]

follows. Hence \( \bar{h}_{n+1} \geq \bar{h}_n \) holds for all \( n \in \mathbb{N} \), also \( \lim_{n \to \infty} \bar{h}_n = \lim_{n \to \infty} h_n = h(X) \). Therefore, assuming that the uniform synchronization length \( M \) is given, the topological entropy \( h(X) \) is \( (\text{En}_\mathcal{L}, \rho_<) \)-computable. According to Theorem 6.3, the topological entropy \( h(X) \) is \( (\text{En}_\mathcal{L} \land \text{En}_\mathcal{F}, \rho) \)-computable. But how to compute the uniform synchronization length? To solve this problem, the following definition is crucial, see [14].

**Definition 6.7** A shift \((X, \sigma)\) is called *almost sofic* if \( h(X) = \sup\{h(Y) : Y \subseteq X \text{ is a sofic subshift}\} \) holds.

Now it will be shown that a shift \((X, \sigma)\) having the specification property is almost sofic. Furthermore, the topological entropy of the class of shifts having the specification property is computable, if a specific graph representation is chosen where the cover fulfills additional requirements. Consider a shift space \( X \) having a countable, primitive cover \((\Gamma, \phi)\). Then the corresponding adjacency matrix \( A \) also is primitive. Note that in this case, there is a nested sequence of primitive subgraphs whose union is \((\Gamma, \phi)\). To see this, consider the construction in the proof of Lemma 6.5 with one difference. Let \( \alpha_1 \) be the first vertex of the construction. Then there is an \( N \in \mathbb{N} \) such that for all \( n \geq N \), there is a loop starting and ending at \( \alpha_1 \). So, consider first \( N \) paths starting and ending at \( \alpha_1 \) having lengths \( N, N+1, \ldots, 2N-1 \). Next follow the construction in Lemma 6.5. Using this property, the following statement holds.

**Lemma 6.8** Let \( X \) be a shift space having the specification property and a primitive cover \((\Gamma, \phi)\). Then \( X \) is almost sofic.

**Proof.** Let \( L \) be the uniform synchronization length of \( X \). Furthermore, let \( \epsilon > 0 \) be given. Then there are \( N, M \in \mathbb{N} \) such that \( h(X) - \epsilon < (1 - 2^{-(n+1)}) \log |A^m(X)| \) holds for all \( n \geq N \) and \( m \geq M \). Consequently, for any \( m \geq M \) there is a sofic subshift \( Y'_m \subseteq X \) corresponding to a finite, primitive subgraph \((\Gamma'_m, \varphi'_m)\) of \((\Gamma, \varphi)\), such that \( A^l(Y'_m) = A^l(X) \) holds for all \( l \leq m \). Since \( X \) has uniform synchronization length \( L \), any pair of vertices \( \alpha, \beta \) of \( \Gamma'_m \) can be connected by a path of length at most \( L \) by possibly adding to \( \Gamma'_m \) some vertices and edges of \( \Gamma \). For the resulting cover \((\Gamma_m, \varphi_m)\) of the resulting sofic subshift \( Y_m \), also \( A^l(Y_m) = A^l(X) \) holds for all \( l \leq m \). Furthermore, \((\Gamma_m, \varphi_m)\) is finite, primitive and \( Y_m \) has the speci-
fication property with uniform synchronization length $2L$, independent of $m$. Now for any $Y_m$, consider the sequence of values $\overline{h}_k(Y_m)$ defined in Equation (2). Then there are $n \geq N$, $m \geq M$ such that $(2^{n+1} - 1)2L = m$ holds. Hence, $\overline{h}_n(Y_m) = (1 - 2^{-(n+1)})\frac{1}{2L} \log |A^m(Y_m)| > h(X) - \epsilon$ follows. So, $h_l(Y_m) > h(X) - \epsilon$ follows for all $l \geq n$ since $\overline{h}_l(Y_m)$ is an increasing sequence. Therefore, $h(X) - \epsilon < h(Y_m) \leq h(X)$ is concluded, that is $X$ is almost sofic.\)

As a consequence, there is the following

**Lemma 6.9** Let $X$ be a shift space having the specification property and a primitive, right-resolving cover $(\Gamma, \varphi)$. Then $h(X) = \log \lambda$, where $\lambda$ is the Perron value of the corresponding (primitive) adjacency matrix of $(\Gamma, \varphi)$.

**Proof.** Observe that the following relations hold:

$$
\log \lambda = \sup \{ h(B^Z(\Delta)) : \Delta \text{ is a finite subgraph of } \Gamma \}
= \sup \{ h(A^Z(\Delta)) : \Delta \text{ is a finite subgraph of } \Gamma \}
= \sup \{ h(Y) : Y \subseteq X \text{ is a sofic subshift} \}
= h(X).
$$

The equality in the first line is the Finite Approximation Theorem, see Theorem 7.1.4 in [10]. The equality in the second line holds since the cover is right-resolving and hence $h(B^Z(\Delta)) = h(A^Z(\Delta))$. The third line follows directly from the proof of Lemma 6.8, since the supremum is attained even for sofic subshifts corresponding to finite subgraphs. The last line holds true since $X$ is almost sofic due to Lemma 6.8. \)

Finally it is shown, that any shift having the specification property also has a primitive, right-resolving cover.

**Lemma 6.10** Let $(X, \sigma)$ be a topologically mixing (transitive) shift having a synchronizing word. Then there exists a primitive (irreducible), right-resolving cover of $X$.

**Proof.** Let $w \in \mathcal{A}^*(X)$ be a synchronizing word of $X$. Now given two symbols $a, b \in \mathcal{A}$ such that $aw, wb \in \mathcal{A}^*(X)$ holds, it is easily seen that $aw$ and $wb$ also are synchronizing words. Next, for all $u \in \mathcal{A}^*(X)$ define the follower set $F(u) := \{ v \in \mathcal{A}^* : uv \in \mathcal{A}^*(X) \}$. Observe that, for a synchronizing word $w$, $F(ww) = F(w)$ holds for all $ww \in \mathcal{A}^*(X)$. To show this, let $v \in F(ww)$. Then $ww \in \mathcal{A}^*(X)$ holds. Hence, also $ww \in \mathcal{A}^*(X)$ holds, that is $v \in F(w)$. On the other hand let $v \in F(w)$, that is $ww \in \mathcal{A}^*(X)$. Since $ww \in \mathcal{A}^*(X)$ and $w$ is a synchronizing word, $ww \in \mathcal{A}^*(X)$ follows, that is $v \in F(ww)$.

Now construct the cover. The vertex set $V$ is the set of all follower sets of synchronizing words: $V := \{ F(w) : w \text{ is a synchronizing word of } X \}$. Let
α ∈ V be a vertex. Then there is a synchronizing word w ∈ A∗(X) with α = F(w). Now let a ∈ A and wa ∈ A∗(X). Then also wa is a synchronizing word, hence there exists a vertex β ∈ V with β = F(wa). Draw an edge (α, β) from α to β labeled by a. If wa /∈ A∗(X), do nothing. Proceed for all vertices α ∈ V and all symbols a ∈ A. By construction, the resulting labeled digraph (Γ, ϕ) is right-resolving. Remains to show that (Γ, ϕ) is a cover of X, that is it contains no stranded vertices and A∗(Γ) = A∗(X) holds, and that the cover is primitive (irreducible).

Let α = F(u) and β = F(v) be two vertices where u and v are synchronizing words. Consider first that X is topologically mixing. Then there is an N ∈ N such that for any n ≥ N there is a word w ∈ An(X) such that uwv ∈ A∗(X). Then F(uwv) = F(v) holds. Hence there is a path in Γ starting at α and ending at β of any length ≥ N + |v|. So, Γ is primitive. Consequently, the cover has no stranded vertices. An analogous argument shows that Γ is irreducible, if X is topologically transitive. Next let u ∈ A∗(Γ). Then there is a path γ in Γ having u as sequence of labels. Then there is a synchronizing word w with i(γ0) = F(w). So,wu ∈ A∗(X) follows, as well as u ∈ A∗(X). Hence, A∗(Γ) ⊆ A∗(X) follows. Finally let u ∈ A∗(X) and w be a synchronizing word. Since X is topologically transitive (topologically mixing), there is a word v ∈ A∗(X) such that wuv ∈ A∗(X) holds. Then there is a path γπ in Γ, starting at F(w), γ having label sequence v and π having label sequence u. Hence there is a path π in Γ having label sequence u. Since no vertex is stranded, A∗(X) ⊆ A∗(Γ) follows. □

Remember that a shift (X, σ) having the specification property is mixing [6]. Furthermore it has a synchronizing word, see [4]. Therefore, X has a primitive, right-resolving cover and, according to Lemma 6.8, is almost sofic.

Now, for a shift space X having the specification property, the computability of the topological entropy can be established. Therefore, let Xσ,sp ⊆ Xσ be the class of all shift spaces having the specification property and Enσ,sp : Xω → Xσ,sp be a representation defined by Enσ,sp(p) = X :⇔ Enσ(p) = X ∧ p represents a primitive, right resolving cover of X, where X has the specification property. Then the following main result holds.

**Theorem 6.11** The function hsp : Xσ,sp → R, assigning to each shift space X ∈ Xσ,sp its topological entropy is (Enσ,sp, ρ)-computable. Here, the representation Enσ,sp is defined by Enσ,sp := Enσ,sp ∧ Enσ.

**Proof.** By Theorem 6.3, hsp is (Enσ, ρ>)-computable. Next let X ∈ Xσ,sp be given and p ∈ Aω a corresponding Enσ,sp-name of X. Then p corresponds to a primitive, right-resolving cover of X. By Lemma 6.9, hsp(X) = log λ holds, where λ is the Perron value of the adjacency matrix A corresponding to
p. Since $\log \lambda = h_\tau(B^\mathbb{Z}(\Gamma))$, $h_{sp}$ is $(\text{En}^y_\mathcal{G}, \rho_\prec)$-computable due to Proposition 6.6.

Since $\text{En}_L \equiv \text{En}_G$, Theorem 6.4 shows that only having the “information” of the cover of $X$ is not enough to compute the topological entropy from below. Indeed, examining the proof of $\text{En}_L \leq \text{En}_G$ shows that the constructed labeled digraph is not even irreducible for any language enumeration. So, irreducibility is an essential property. On the other hand, as Example 7.2.8 in [10] shows, irreducibility is not enough. The labeled digraph can be thinned out in such a manner, even staying an irreducible cover, such that $\log \lambda$ is bounded away from $h(X)$. But the stronger notion of a right-resolving primitive labeled digraph is sufficient to guarantee the computability of the topological entropy of a shift, having the specification property.

7 The Topological Entropy of $S$-gap Shifts

In this section, the interesting class of so called $S$-gap shifts is introduced and an equation is derived, determining the topological entropy of an $S$-gap shift. Finally, this equation is used to construct a specific $S$-gap shift where the corresponding topological entropy is not a $\rho_\prec$-computable real number.

Let $S \subseteq \mathbb{N}$ be an arbitrary subset of $\mathbb{N}$. Then define a subshift $X_S \subseteq \{0, 1\}^\mathbb{Z}$, called the $S$-gap shift, the following way. Consider all sequences of the form $x = \ldots 10^{n-2}10^{n-1}1.0^m0^i10^n10^{n+1} \ldots$, where $n_i \in S$ for all $i \in \mathbb{Z}$. Then $X_S$ is the closure of all elements $\sigma^i(x)$, $i \in \mathbb{Z}$. Hence $X_S$ is closed and shift invariant.

Assume that $S$ is infinite. The finite case is treated similarly. Denote by $\chi_S$ the characteristic function of $S$. Let $R_n$ denote the number of words in $X_S$ of length $n$ ending with the symbol 1. Consider a word of length $n$ ending with the symbol 1. Then $k + 1$ symbols backwards, there possibly also is a 1 iff $k \in S$ and $k + 1 < n$. Otherwise, there is no other 1. Hence,

$$R_{n+1} = \sum_{k=0}^{n-1} \chi_S(k)R_{n-k} + 1$$

holds. Next consider all words in $\mathcal{A}^n(X_S)$. Since the last 1 can occur at position $i = 0, \ldots, n - 1$, the equation $|\mathcal{A}^n(X_S)| = \sum_{k=1}^{n} R_k + 1$ follows. Alternatively,

$$R_{n+1} = |\mathcal{A}^{n+1}(X_S)| - |\mathcal{A}^n(X_S)|$$

holds. Inserting the Expression (4) in Equation (3) gives $|\mathcal{A}^{n+1}(X_S)| - |\mathcal{A}^n(X_S)| = \sum_{k=0}^{n-1} \chi_S(k)(|\mathcal{A}^{n-k}(X_S)| - |\mathcal{A}^{n-k-1}(X_S)|) + 1$. So, there is some $0 \leq c_n < n$
such that $|A^{n+1}(X_S)| - \sum_{k=0}^{n-1} \chi_S(k)|A^{n-k}(X_S)| = c_n$ holds. In other words,

$$\sum_{k=0}^{n-1} \chi_S(k)\frac{|A^{n-k}(X_S)|}{|A^{n+1}(X_S)|} + \frac{c_n}{|A^{n+1}(X_S)|} = 1$$

(5)

holds for all $n$.

Now, $|A^n(X_S)|$ is asymptotic proportional to $\lambda^n$ for $n \to \infty$, where $\lambda = 2^{h(X_S)}$. Therefore, for the limit $\lim_{n \to \infty} \frac{|A^{n-k}(X_S)|}{|A^{n+1}(X_S)|} = \lambda^{-(k+1)}$ holds. Letting $n \to \infty$ in Equation (5),

$$\sum_{n \in S} \lambda^{-(n+1)} = 1$$

follows. So, for the topological entropy of $X_S$, $h(X_S) = \log \lambda$ holds, where $\lambda$ is a nonnegative solution of the equation

$$\sum_{n \in S} x^{-(n+1)} = 1.$$  

(6)

Furthermore, the nonnegative solution of Equation (6) is unique and for any $t \in [0, 1]$ there exists an $S \subseteq \mathbb{N}$ such that $h(X_S) = t$ holds (see [12]).

For any $S \subseteq \mathbb{N}$, consider the function $f_S : (1, 2) \to \mathbb{R}$ defined by $f_S(x) := \sum_{n \in S} x^{-(n+1)} - 1$ for all $x \in (1, 2)$. If $S$ is decidable, then $f_S$ is $(\rho, \rho)$-computable and, since $f_S(x) = 0$ has a unique solution, $h(X_S)$ is a $\rho$-computable number. Furthermore, $S$ is decidable iff the language of $X_S$ is decidable. Considering a recursively enumerable, but not recursive $S$ gives the following

**Proposition 7.1** There is an $\text{En}_{L}$-computable name of some shift space $X$ such that $h(X)$ is not a $\rho_{<}$-computable number.

**Proof.** Consider the $K$-gap shift $X$ where $K \subseteq \mathbb{N}$ is the halting problem. Since $K$ is recursively enumerable, also the language of $X$ is recursively enumerable. Hence $X$ has an $\text{En}_{L}$-computable name.

Let $\mu := 2^{-h(X)}$. Then $\sum_{n \in K} \mu^{n+1} = 1$ holds and $\mu$ is not $\rho_{<}$-computable. Otherwise, $K$ would be decidable. To see this, let $M \in \mathbb{N}$ be given. Compute $\mu$ from the left to some value $\mu_n < \mu$ and simultaneously enumerate a finite subset $K_m$ of $K$ such that $\sum_{k \in K_m} \mu_k > 1 - \mu_n^{M+1}$ holds. Indeed, there are $n, m \in \mathbb{N}$ such that the inequality is fulfilled. Then, also $\sum_{k \in K_m} \mu_k > 1 - \mu^{M+1}$ holds. Hence, $M \in K$ iff $M \in K_m$ follows.

8 Related Work and Discussion

In [16], also the computability of the topological entropy of shifts is investigated. There are similarities and differences to the present work, which will
be discussed here briefly. First of all, in [16] only shift spaces with decidable language are considered. The name of a shift space is given by a finite string, representing a decision procedure for the language. On the other hand, the approach presented here handles different naming systems where no further restrictions are required. Furthermore, these naming systems are in some sense "natural" since they represent shift spaces in a way already commonly used in the symbolic dynamics literature [12,3]. Clearly, the former approach gives finite names to some shift spaces where the latter approach does not. But if sofic shifts are considered, they are equivalent and the achieved results are the same: namely the computability of topological entropy. However, the characterization of shift spaces by labeled digraphs seems to be the more adequate since in Section 6 the computability of topological entropy of a class of shifts could be established which are not strictly sofic in general, namely the systems showing the specification property. Finally, the uncomputability result stays in both approaches whereas the one treated here admits an easy example of a shift space $X$, presented in Section 7, where the language enumeration name of $X$ is computable - since the language is recursively enumerable - but $h(X)$ is not a left computable real number. However, the interesting question already stated in [16] remains open here: Is there a shift space with decidable language where the topological entropy is not a computable real number? But in [8] it is shown that for any right-computable real number $r$ with $0 \leq r \leq 1$ there exists a shift $X$ with binary alphabet and (in polynomial time) decidable language such that $h(X) = r$ holds.
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