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ATffCl_e history: Sensitivity analysis stands in contrast to diagnostic testing in that sensitivity analysis
Received 11 June 2008 aims to answer the question of whether it matters that a nuisance parameter is non-zero,

Available online 25 January 2009 whereas a diagnostic test ascertains explicitly if the nuisance parameter is different from

- — zero. In this paper, we introduce and derive the finite sample properties of a sensitivity
’gg/glsgbf‘*“ classifications: statistic measuring the sensitivity of the t statistic to covariance misspecification. Unlike
the earlier work by Banerjee and Magnus [A. Banerjee, ].R. Magnus, On the sensitivity of

62H10 the usual t- and F-tests to covariance misspecification, Journal of Econometrics 95 (2000)
Keywords: 157-176] on the sensitivity of the F statistic, the theorems derived in the current paper hold
AR(1) under both the null and alternative hypotheses. Also, in contrast to Banerjee and Magnus’
Linear regression [see the above cited reference] results on the F test, we find that the decision to accept
MA(T) the null using the OLS based one-sided t test is not necessarily robust against covariance
Power misspecification and depends much on the underlying data matrix. Our results also indicate
Rule of thumb . .

Sensitivity that autocorrelation does not necessarily weaken the power of t'he OLS basgd t test.

Size © 2009 Elsevier Inc. All rights reserved.

1. Introduction

The traditional econometrics literature places a good deal of emphasis on the likely consequences of ignoring non-
spherical errors on estimators and tests. For example, much has been written about the ordinary least squares (OLS)
estimator being no longer best linear unbiased in the face of autocorrelated or heteroscedastic disturbances. In recent years,
a large literature of diagnostic testing has been developed, and the idea that a model must be tested before it can be taken
as an adequate basis for analysis has become widely accepted. Some econometricians, on the other hand, have contended
that models that do not strictly fulfill the assumptions behind their validity are still useful if estimators of the parameters
of interest are not sensitive to deviations from these assumptions. For example, in the presence of AR(1) disturbances, it
occurs frequently that after fitting the model by feasible generalized least squares, the coefficient estimates do not change
much from the OLS estimates. In other words, the OLS estimators of the coefficients are robust against AR(1) disturbances.
In practice, econometric models are invariably misspecified, and whether the estimates of parameters are sensitive to
deviations from the truth appears to be of greater importance than whether the underlying assumptions are satisfied, even
though traditional econometrics has placed much greater emphasis on the latter.

Defined in the most general terms, sensitivity analysis is an analysis of the effects of various parameters and initial value
changes on system behaviour. Over the past twenty years, a variety of sensitivity analysis tools have been developed in the
mathematical modeling and statistics literatures. These tools are typically optimized for their particular applications and
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there are ample examples of the applications of these sensitivity analysis tools across various disciplines. See [1,2] for a good
overview of the various sensitivity methodologies that have been developed.

In the context that is of interest to us here, studies by Banerjee and Magnus [3,4] and Magnus and Vasnev [5] developed
a theory of sensitivity analysis for the linear model. Banerjee and Magnus [3] proposed a sensitivity statistic for the OLS
estimator. They found that the OLS coefficient estimator is not very sensitive to covariance misspecification. In a limited
Monte Carlo study they also found that the Durbin—-Watson test statistic and the sensitivity statistic of the OLS coefficient
estimator are nearly orthogonal. That is, information contained in the Durbin-Watson test is almost irrelevant for the
sensitivity of the OLS coefficient estimator. This finding was later confirmed by theoretical results derived in [6] who also
extended Banerjee and Magnus’ sensitivity analysis to a restricted linear model allowing for the possibility of incorrect
restrictions. The second paper by Banerjee and Magnus [4] discussed the sensitivity of the usual F and two-sided t tests
in the linear model to covariance misspecification. They observed that the usual F test based on OLS residuals is generally
sensitive to covariance misspecification, and the true size of the usual F test exceeds the stated size in the cases of AR(1),
MA(1) and ARMA(1,1) disturbances. They then concluded that if the null is accepted using the usual F test it will also be
accepted by the F test based on generalized least square (GLS) residuals, and hence accepting the null hypothesis using the
OLS based F test is a robust decision.

It is worth noting that [4] findings depend crucially on the null hypothesis being correct. Thus, one cannot ascertain, for
example, the question of whether rejecting the null using the OLS based F test is a robust decision. This shortcoming calls
for further exploration of the problem and a new set of theoretical tools by which sensitivity of the test statistic may be
examined under both the null and alternative hypotheses. The objective of the present paper is to show that an analysis of
the test statistic’s sensitivity under the alternative hypothesis is also well within the reach. Instead of focusing on the F and
two-sided t tests as in [4], our main interest is in the one-sided t test but the theorems developed are in fact relevant to both
one- and two-sided t tests and can be readily extended to consider the F statistic’s robustness. Related studies by Smith [7],
Magnus [8] and Qin and Wan [9] have examined the sensitivity of the t statistic to situations such as non-normal errors or
dependence in the numerator and denominator of the t ratio.

The balance of the paper will begin with a discussion on the model set-up and the sensitivity measure for the decision
based on the t statistic in the next section. Section 3 presents analytical results on the finite sample moments and limiting
behaviour of the sensitivity statistic near the unit-root in the case of AR(1) disturbances. In Section 4, we conduct a
comprehensive numerical study on the behaviour of the sensitivity statistic under AR(1) and MA(1) errors. Section 5 reports
results of a comparison of the size and power of the one-sided t test based on OLS residuals with the corresponding test
based on GLS residuals, while Section 6 discusses a rule of thumb as a practical guideline for the use of the sensitivity
statistic. Section 7 concludes. Proofs of theorems are contained in Appendices A and B.

2. Model set-up and sensitivity statistic

Consider the classical linear regression model

y=XB+u; u~N(©0,0’R2()), (2.1)

where y is an n x 1 vector of observations on the dependent variable, X is an n x k non-stochastic matrix of full column rank
containing values of k explanatory variables, 8 is a k x 1 unknown coefficient vector, u is an n x 1 vector of disturbances,
02 > 0isascalar and £2(0) is an n x n matrix function of a nuisance parameter 6, positive definite and differentiable at
least in a neighbourhood of & = 0. We assume for simplicity that 6 is a scalar. The t statistic for testing

Hy:RB=r1r vs.H{:RB <, (2.2)

where Ris a known 1 x k vector and r is a known scalar, is given by

RB(O) —r
J62ORSTOR’

where B(6) = S~1(0)X'271(9)y is the GLS estimator of 8, S(9) = X'27'(6)X and 62(0) = (y — XB(6))'2~1(0)(y —
XB(G))/(n — k). Without loss of generality, we assume £2(0) = I,. The familiar OLS estimator of f is B(O) = X'X)"'X'y.

Notice that even if diagnostic tests suggest that & 0, t(0) may still be close to t(#). So, one wants to find out if it
is still legitimate to use the OLS based ¢ statistic t(0) instead of t(6) when 0 is not close to 0, and this is precisely what
sensitivity analysis in the present context is about. If t () is close to t(0) even when 6 is far from zero, then we say that t(9)
is insensitive to changes in 6. At issue here is whether the decision to accept/reject the null based on t(0) is robust when
is not close to 0. Now, consider the Taylor series expansion

t0) = (2.3)

t(®) ~ t(0) + 01, (2.4)
wheret = % .Note thatif@t > 0,thent(0) < t(#).Under this case if H, is accepted using t (0)it will also be accepted

using t(#) and acc_epting H, using t(0) is said to be a robust decision. On the other hand, if 6t < 0, then t(0) > t(f) and
rejecting H, based on t(0) is a robust decision. Thus, by considering whether Ey(ft) > 0 (or equivalently, Eg(t) > O
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assuming 0 is positive) or whether Pry (67 > 0) > 1/2 (or equivalently, Pry(tr > 0) > 1/2 assuming 6 is positive) one can
gain insights into the robustness of the decisions based on t(0). In the following, we first investigate the properties of the
sensitivity statistic 7.

Theorem 2.1. The sensitivity statistic t has the stochastic representation

t(0) [ vMAMv H'AH n— k H'AMv
T =—— —_—— - (2'5)

2 oMy HH HH JvMv’

where t(0) = /n—k(H'v — 8)//HHWMv),H = XS™'R,v = u/0,8 = (r —RB)/0,S =X'X,M =1, — XS™'X'isa
symmetric idempotent matrix of rankn — k, and A = 9£2(6)/96|9—o.

Proof. See AppendixA. O

Eq. (2.5) is helpful for analyzing the exact finite sample moments of t and the behaviour of 7 in certain extreme cases
(e.g., near the unit-root). We also observe from Eq. (2.5) that t depends firstly on the data, and secondly on the regression
parameters 8 and o2 through 8. If the null is incorrect then § > 0. For a given value of §, both t(0) and 7 are distributional
invariant with respect to the regression parameters.

3. Finite sample moments and behaviour near the unit-root
To gain insight into the sensitivity of the decision based on t(0), we derive the first two moments of t:

Theorem 3.1. Let the distribution of y be evaluated at 6 = 0. Then we have

£ () [ s )

Fom) = 202(n — OHAT () G-
and
() — H'AMAH (n—k)A 52 39
OV ="pn Tan—k-2\Twn) (:2)
where
_ (HAHN? _ 2t (AM) H'AH | 2tr(AM)? + tr? (AM) (33)
_<H’H> n—k HH n—kn—k+2) ’

Proof. See AppendixA. O

Unlike the corresponding theorem given in [4] (which holds only under the null), Theorem 3.1 holds for all values of §
irrespective of whether R8 = r is valid. When the distribution of y is evaluated at values of 6 other than 0, a corresponding
result has also been obtained and is available on request from the authors. The next theorem presents results on the limiting
behaviour of 7 near the unit-root.

Theorem 3.2. Let u, be generated by the stationary AR(1) process u; = ¢qu¢—1 + &, where 0 < ¢ < 1and & ’s are i.i.d.
N(0, o2) such that
1/(1 = ¢7) if1=],

ia—eh £,
i be an n x 1 vector of ones, and TV = (t,j) be the symmetric Toeplitz matrix such that ty = 1if | —J| = landty = 0
otherwise. Note that when u; follows an AR(1) process, A = 082(¢1)/0¢1]|¢,—0 = T, We have the following cases:

(i) If Mi # 0, H'i # 0 and H'T""Mi = 0, then for any real 7, # 7;(0),

if o < —[71(0)],
if —171(0)| < 7 < [T1(0)], (35)
if 7o > [T1(0)],

where 71(0) = — (£(0)/2) (d1 4+ H'TVH/H'H) , £(0) = /(n — k)/H'HH'i/~/TMi # 0, and d1 = —i'MT "V Mi/i'Mi.

(1) = (wy(¢1)), where wy(¢) = (3.4)

lim P < =
Aim, 1(t < 1)

=N = O
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(i) If Mi # 0, H'i # 0 and H'T™VMi # 0, then for any real Ty # 7(0),

0 ifwo<—[7(0)],
if —17(0)] <1 < [7(0)], (3.6)
if 0 > [T(0)],

where T(0) = 7,(0) — ¥ (0) with (0) = +/(n — k)/H’HH'TVMi//i'Mi.
(iii) If Mi # 0, H'i = 0 and H'T'OMi < 0, then for any real Ty # 7 (0),

if .o < =y (0)1,

if =y <1 <I[yO)l, (3.7)
if 7o > |y (0)].

(iv) If Mi # 0, H'i = 0 and H'TVMi = 0, then for any real o,

—

lim Pr(t <t) =14 -
Aim, (T < 7) 12

lim P < =
¢11£11 r(r < 1)

—N | = O

0 } if o <0,
lim Pr(z < 1) = { Pr{H’[d*l, + T"M]Pn > d*8} if ©o=0, (3.8)
$1=1 1 if o > 0,

where d* = 1 (d1+HTWH/H'H), n ~ N(0, I,_1),P = JP,] isan n x (n — 1) matrix such that ]’ = [O|l,_1], and P is an
(n— 1) x (n — 1) lower triangular matrix with ones on and below the diagonal and zeros elsewhere.
(v) If Mi = 0 and H'i # 0, then for any real 1o,

1
lim Pr(z < 19) = —. 3.9
Jim Pr(z <) = (3.9)

(vi) If Mi = 0, H'i = 0 and H'T™VM]J = 0, then for any real 7o,
¢l1ir_>r11 Pr(t <t) =Pr (r](”(n) < ro) , (3.10)

where t("(p) = —(tPm)/2) (DY) +HTOH/H'H), DY) = —yP’MTOMPy/n'P'MPy, and tV(n) =

V@ =Kk /HH (H'Py —8) /v/n'P'MPn.

(vii) If Mi = 0, H'i = 0 and H'T"M] # 0, then for any real 7,

Jim Pr (v < %) = Pr (P < 7). (3.11)
1—>

where () =tV (n) — y V() with y D (n) = /(n — k)/HHH'TOMPy/+/n'P'MPn,.
Proof. See Appendix A. O

Different models are implied under the different cases of Theorem 3.2. First, when Mi # 0 (cases i-iv), the model contains
no intercept. Second, when Mi = 0 and H'i # 0 (case v), the model has an intercept and the constraint under H, involves the
intercept. Third, when Mi = 0 and H'i = 0 (cases vi and vii), the model has an intercept but the intercept is not part of the
constraint implied by H,. The form of the regressors determines the differences among the cases within these three broad
scenarios. Thus, in the case of AR(1) disturbances, the behaviour of t near the unit-root can be vastly different depending
on the form of the regressor matrix and whether the intercept is part of the null hypothesis. For example, the results of
(3.10) and (3.11) indicate that whether H'T(VM] is zero or not (which in turn depends on the data matrix) can result in very
different limiting behaviour of t, even though both (3.10) and (3.11) are associated with models with an intercept that is
not part of the restriction; similarly, depending on the underlying data matrix, sensitivity statistics in models that contain
no intercept do not necessarily have the same limiting behaviour, as shown in (3.5)-(3.8). Unlike the results of Banerjee and
Magnus [4], Theorem 3.2 holds under both Hy and H;.

4. Numerical analysis

This section reports results of a comprehensive numerical study on the properties of t. Our numerical study considers
AR(1) and MA(1) disturbances. In the latter case, u; = Yr16—1 + &, and so 2(y1) = (1 + wf)ln + 1T, Under both
AR(1) and MA(1) disturbances, A = 082(¢1)/0¢1lg,—0 = 02 (Y¥1)/0Y1ly,—0 = T, Following the previous study of Wan
et al. [6], our numerical analysis is based on design matrices formed by columns or linear combinations of columns from the
following two data sets: the first comprises the eigenvectors ty, t;, ..., t; that correspond to the eigenvalues of the n x n
Toeplitz matrix TV in ascending order; in the second data set, the regressors are s; = i,//n representing an intercept
term, where i, is a p x 1 vector of ones, and s, = (i;H, 1-p, le(nfp)),/VP(P —1),2 <p < nWesetn = 15,50 and
100, k = 4,and R = [1, 0, 0, 0]. Table 1 presents the design matrices on which the numerical investigations are based. In
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Table 1
Regression models for numerical analysis.
n Model X X i'Mi H'i H'TYMi L
15 1 i Tims i == i, fing <= il 7.7345 —0.8035 —1.1480 1.2818
15 2 S15 [s2, S4, S14] 15 0 0.8971 0.2323
15 3 $1 [S10 + S13, S11 + S14, So + S15] 0 3.8730 0 0.1956
15 4 S6 [s1, 52, s3] 0 0 0 1.3025
50 1 fiz Vs gy 2= iy, G 2 figp] 49568 —0.3111 —0.7767 1.2438
50 2 S50 [s37, S39, S40] 50 0 0.9698 0.1386
50 3 S1 [Sm + S13, S11 + S14, So +S15] 0 7.0711 0 0.1443
50 4 S41 [s1, 52, s3] 0 0 0 1.4124
100 1 tgs [to7, tog + tog, tog + t100] 99.844 —0.3275 —1.1178 1.1668
100 2 S100 [sg7, Sg9, Sg9] 100 0 0.9849 0.0990
100 3 S1 [510 + S13, S11 + S14, So +515] 0 10.0000 0 0.1022
100 4 So1 [s1, 52, s3] 0 0 0 1.4138
1.0
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Fig. 1a. Pr(tr > 0) under AR(1) errors—Model 1 (n = 15).
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Fig. 1b. Pr(t > 0) under MA(1) errors—Model 1 (n = 15).

each case the design matrix is X = [X;|X;] and the null hypothesis of interest is Hy : 1 = r, where S, is the first element
of 8. Of the four models considered, only Models 3 and 4 contain an intercept term, and only the null hypothesis of Model

3 involves the intercept. In Table 1, £ = +/H'TWMJJ’/MT(DH is the length of H'T™M]. For all models we set & = 1 and the
values of § are varied at 0, 1, 2 and 10.

The robustness of the decision to accept/reject H, based on the t(0) statistic is assessed by the magnitudes of Pry(t > 0)
and Ey(t) (where 8 = ¢ or ¥r1). If Pry(r > 0) > 1/2 or Eg(t) > 0, then typically t(0) < t(6) and in this case, accepting
H, based on t(0) is a robust decision. On the other hand, if Pry(t > 0) < 1/2 or Es(t) < 0, then typically t(0) > t(8) and
the decision to reject H, based on t(0) is robust. The results on Pry(r > 0) and Ey(7) under the four model settings based
onn = 15 appear in Figs. 1a, 1b, 2a, 2b, 3a, 3b, 4a, 4b, 53, 5b, 63, 6b, 7a, 7b, 8a and 8b. We observe, first, that the limiting
behaviour of Prg(t > 0) portrayed in Figs. 1a, 1b, 2a, 2b, 3a, 3b, 4a and 4b under AR(1) errors concurs with the theoretical
results presented in Theorem 3.2. For example, Fig. 1a shows that under AR(1) errors, Pry(r > 0) for all §’s approach 0.5
as ¢, approaches 1. This is precisely the result expected as in the case of Model 1 (Mi # 0, H'i # 0, HT"WMi # 0, and
7(0) = 0.8056 for § = 0, 1, 2 and 10), Eq. (3.6) shows that the limiting probability is 0.5. Figs. 1a, 1b, 2a, 2b, 3a, 3b, 4a and
4b also show that both the form of the data matrix and the specification of the model have a large impact on the results. For
all cases depicted in Figs. 1a, 1b, 2a, 2b, 4a and 4b, Pry(r > 0) < 1/2 under both AR(1) and MA(1) errors, but exactly the
opposite is observed in Figs. 3a and 3b. So under the model settings of Figs. 1a, 1b, 2a, 2b, 4a and 4b, if we reject the null
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Fig. 2a. Pr(t > 0) under AR(1) errors—Model 2 (n = 15).
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Fig. 2b. Pr(tr > 0) under MA(1) errors—Model 2 (n = 15).
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Fig. 3a. Pr(r > 0) under AR(1) errors—Model 3 (n = 15).
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Fig. 3b. Pr(r > 0) under MA(1) errors—Model 3 (n = 15).
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Fig.4a. Pr(t > 0) under AR(1) errors—Model 4 (n = 15).
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Fig.4b. Pr(tr > 0) under MA(1) errors—Model 4 (n = 15).
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Fig. 5a. E(7) under AR(1) errors—Model 1 (n = 15).
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Fig. 6a. E(7) under AR(1) errors—Model 2 (n = 15).
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Fig. 7a. E(7) under AR(1) errors—Model 3 (n = 15).

12.0

10.0

8.0

6.0

E(1)

4.0

20

0.0 —
00 01 02 03 04 05 06 07 08 09 1.0
L4l

Fig. 7b. E(t) under MA(1) errors—Model 3 (n = 15).
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Fig. 8a. E(t) under AR(1) errors—Model 4 (n = 15).
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Fig. 8b. E(7) under MA(1) errors—Model 4 (n = 15).

using t(0), we will continue to do so using t(8), that is, the decision to reject H, based on t(0) is robust. In contrast, in the
case of Figs. 3a and 3b, the decision to accept H, based on t(0) is a robust decision. Qualitatively, these results are consistent
with those observed based on the analysis of E5 (7). In Figs. 5a, 5b, 6a, 6b, 8a and 8b, E,(t) < 0 for all cases under both types
of error processes under examination, implying that rejecting H, based on t(0) is a robust decision under Models 1, 2 and
4; in Figs. 7a and 7b, however, Ey(t) > O for all cases, implying that accepting the null based on t(0) is a robust decision
in the case of Model 3. Interestingly, these results contrast with the findings of Banerjee and Magnus [4], who show that
in the cases of the OLS based F and two-sided ¢ tests, accepting the null is a robust decision even though the test statistics
are sensitive to covariance misspecification. Our results have shown that for the one-sided ¢ test, this conclusion does not
generally hold true and depends much on the underlying regression matrix. While these commentaries are based on results
for n = 15, the results obtained for n = 50 and 100 are qualitatively very similar and are available on request from the
authors. In particular, we have found that even with a sample size as large as 100, accepting the null based on t(0) is not
always a robust decision and again depends much on the underlying data matrix.

5. Direct power comparisons

The preceding discussion is based on local sensitivity analysis. In this section we conduct a direct comparison of rejection
probabilities between t(0) and t(#) for a range of ¢; and ; values based on the design matrices of Section 4. Given the
findings of the last section, the size and power of t(0) are expected to be smaller than those of t(8) for Models 1, 2 and 4
but larger for Model 3 when 8 # 0. Our aim here is to obtain some idea of the possible magnitude of power as well as size
distortions when t(0) is used in place of t(¢) when 8 # 0. We first derive some theoretical results concerning the limiting
size and power of t(0):

Theorem 5.1. Let u; be generated by the stationary AR(1) process, then we have the following cases:
(i) If Mi # 0, then for any real to,

if to < —|E(0)| and H'i#0,
if —|E0)] <to < [E(0)| and H'i#0,

if to > |t(0)] and H'i #0, (5.1)
ifto<0 and H'i=0,
Pr(H'Py <38) ifto=0 and Hi=0,
1 ifto>0 and H'i=0.

O =N = O

lim Pr(t(0) < ty) =
Pp1—>1
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Table 2a
Comparison between t(0) and t(#) under Model 3 (Nominal « = 0.05; n = 15; critical value t, = —1.7959).
AR(1) Pr(t(0) < to) Pr(t(¢1) < to)

8
b1 0 1 2 10 0 1 2 10
0.000 0.050 0.240 0.591 1.000 0.050 0.240 0.591 1.000
0.100 0.071 0.257 0.579 1.000 0.050 0.214 0.522 1.000
0.200 0.093 0.276 0.570 1.000 0.050 0.189 0.452 1.000
0.300 0.118 0.294 0.558 1.000 0.050 0.166 0.384 1.000
0.400 0.148 0.312 0.543 1.000 0.050 0.145 0.319 1.000
0.500 0.176 0.330 0.528 1.000 0.050 0.126 0.259 1.000
0.600 0214 0.350 0514 1.000 0.050 0.109 0.205 0.993
0.700 0.261 0.371 0.503 0.995 0.050 0.093 0.158 0.940
0.800 0.314 0.400 0.495 0.967 0.050 0.079 0.119 0.748
0.900 0.377 0.433 0.491 0.869 0.050 0.066 0.086 0.399
1.000 0.500 0.500 0.500 0.500 0.050 0.050 0.050 0.050
MA(1) Pr(t(0) < to) Pr(t(¥1) < to)

)
¥ 0 1 2 10 0 1 2 10
0.000 0.050 0.240 0.591 1.000 0.050 0.240 0.591 1.000
0.100 0.069 0.255 0.579 1.000 0.050 0.216 0.528 1.000
0.200 0.085 0.268 0.570 1.000 0.050 0.197 0.474 1.000
0.300 0.099 0.276 0.558 1.000 0.050 0.181 0.428 1.000
0.400 0.109 0.279 0.542 1.000 0.050 0.168 0.390 1.000
0.500 0.118 0.280 0.524 1.000 0.050 0.157 0.356 1.000
0.600 0.125 0.277 0.507 1.000 0.050 0.148 0.328 1.000
0.700 0.128 0.272 0.489 1.000 0.050 0.140 0.304 1.000
0.800 0.131 0.267 0.469 1.000 0.050 0.134 0.283 1.000
0.900 0.132 0.260 0.449 1.000 0.050 0.128 0.264 1.000
1.000 0.132 0.253 0.428 1.000 0.050 0.123 0.248 0.999

(ii) If Mi = 0 and H'i # 0, then for any real to,
1
lim Pr(t(0) < to) = —. (5.2)
P1—1 2

(iii) If Mi = 0 and H'i = 0, then for any real t,

Jim Pr(¢(0) < to) = Pr (tPm) <), (5.3)
1—>

where tV(n) = /(n— k)/H'H (H'Pn — 8) /v/n'P"MPn as in (3.10).
Proof. See Appendix A. O

The results of the size and power comparisons for n = 15 are summarized in Tables 2a and 2b. Since the qualitative
findings are similar for Models 1,2 and 4, Tables 2a and 2b only present the results based on Models 3 and 4. In all evaluations,
the nominal size is set to 0.05. Recall that the null hypothesis is incorrect when § > 0. Hence in Tables 2a and 2b, the null
rejection probabilities corresponding to § = 0 are the true sizes of the tests, while the rejection probabilities for § > 0
represent powers. For t(6), the true size of the test equals the nominal size over the whole range of ¢ or vr; considered.
For t(0), the true size is the same as the stated size at ¢; = 1y = 0. The powers of the two tests are also identical at
¢1 = Y1 = 0. No size corrections are made to the power functions of £(0). The reason for this is that the purpose of this
study is to determine the effects of autocorrelations on the properties of the t test. As such we presume that the researcher
ignores the possibility of autocorrelation in the process. In the case of Model 3 under both AR(1) and MA(1) errors, the true
size of the t (0) test increases and exceeds the nominal 0.05 level as ¢»; and v/ increase. The size inflation is quite substantial
in the case of AR(1) errors but relatively mild in the case of MA(1) errors. Table 2a also shows that the t(0) test is more
powerful than t(0) in the entire region of the parameter space. The deviations in powers between the two tests can be
substantial in the case of AR(1) errors. In view of these observations it is also clear that if one accepts the null using t(0),
one will continue to do so using t(6). In other words, the decision to accept H, based on t(0) is a robust decision, a finding
consistent with that based on the local sensitivity analysis in the last section. In the case of Model 4, the use of t(0) instead of
t(0) does not seem to result in any size distortion, as Table 2b illustrates. On the other hand, there is a striking evidence that
the OLS based t(0) test lacks power when compared to t(6). The drop in power caused by the use of t(0) is very substantial
for large values of ¢1 and ;. But this would suggest that rejecting the null based on t(0) should be a robust decision which
is again consistent with the findings in the last section based on the local sensitivity analysis.

In the case of Model 3, the limiting rejection probabilities of ¢t(0) under AR(1) errors approach 0.5 as ¢; approaches 1
irrespective of the value of §. The finding is consistent with the theoretical results obtained in Part (ii) of Theorem 5.1. For
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Table 2b
Comparison between t(0) and t(6) under Model 4 (Nominal « = 0.05; n = 15; critical value t, = —1.7959).
AR(1) Pr(t(0) < to) Pr(t(¢1) < to)

)
(3} 0 1 2 10 0 1 2 10
0.000 0.050 0.240 0.591 1.000 0.050 0.240 0.591 1.000
0.100 0.051 0.241 0.595 1.000 0.050 0.242 0.597 1.000
0.200 0.051 0.238 0.589 1.000 0.050 0.248 0.609 1.000
0.300 0.051 0.234 0.577 1.000 0.050 0.255 0.628 1.000
0.400 0.050 0.228 0.561 1.000 0.050 0.266 0.652 1.000
0.500 0.047 0.218 0.540 1.000 0.050 0.279 0.681 1.000
0.600 0.044 0.209 0.510 1.000 0.050 0.295 0.713 1.000
0.700 0.040 0.192 0.478 1.000 0.050 0.313 0.747 1.000
0.800 0.034 0.176 0.442 1.000 0.050 0.333 0.781 1.000
0.900 0.028 0.158 0.399 1.000 0.050 0.355 0.815 1.000
1.000 0.028 0.139 0.348 0.998 0.050 0.380 0.847 1.000
MA(1) Pr(t(0) < to) Pr(t(y1) < to)

)
2 0 1 2 10 0 1 2 10
0.000 0.050 0.240 0.591 1.000 0.050 0.240 0.591 1.000
0.100 0.051 0.242 0.594 1.000 0.050 0.242 0.597 1.000
0.200 0.052 0.237 0.588 1.000 0.050 0.247 0.609 1.000
0.300 0.052 0.231 0.574 1.000 0.050 0.256 0.629 1.000
0.400 0.051 0.227 0.556 1.000 0.050 0.269 0.658 1.000
0.500 0.051 0.220 0.535 1.000 0.050 0.287 0.697 1.000
0.600 0.051 0.209 0512 1.000 0.050 0.312 0.745 1.000
0.700 0.051 0.201 0.485 1.000 0.050 0.345 0.800 1.000
0.800 0.051 0.191 0.458 1.000 0.050 0.385 0.854 1.000
0.900 0.052 0.183 0.431 1.000 0.050 0.422 0.893 1.000
1.000 0.051 0.173 0.402 1.000 0.050 0.421 0.893 1.000

Model 4, the limiting null rejection probability is a constant between 0 and 1, and the precise value of the limiting probability
depends on both the data and value of §, as Part (iii) of Theorem 5.1 and Table 2b illustrate. Power comparisons in the cases
of Models 1 and 2, which are not reported here, are similar to those observed under Model 4. That is, the use of the OLS
based one-sided t test typically leads to no discernable difference in test size, but there is also clear evidence that the OLS
based test is less powerful than the GLS based test, particularly for large values of ¢y and ;. For certain data matrices such
as that of Model 1, the limiting rejection probabilities of t(0) can drop to zero as ¢; — 1 in the case of AR(1) errors.

Again, the preceding discussion focuses on the results obtained for n = 15. The qualitative findings under n = 50 and
n = 100 are in fact very similar to those under n = 15 and are available upon request from the authors.

6. A rule of thumb for practical application

The preceding sections have provided a considerable amount of information on the likely consequences of using the OLS
based t(0) statistic when 6 is non-zero. This section discusses a practical guide for the use of the sensitivity statistic 7 in
practice. As is clear from (2.4), other things being equal, a large value of |7| should be taken as an indication of sensitivity,
and vice versa. The following theorem enables the derivation of a “rule of thumb” for sensitivity based on an observed value
of 7.

Theorem 6.1. Suppose that y is evaluated at & = 0 such that u ~ N(0, o%1,,). Consider the following two cases:
(i) If 8*/H'H is bounded, then t(0) = £(0) + O, (n~'/?), where
foy= v =24 (6.1)
- JHH' ‘
andv = u/o ~ N(O, I,).
(i) If 82/H'H and the eigenvalues of A are bounded, then T = T + 0,(n~"/?), where

T=—

H'AMv 1 |:tr(AM) H'AH

=5 HH}um. (6.2)

Proof. See Appendix A. O
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It is readily seen from Theorem 6.1 that as n — oo, t(0) has an approximate N(—§/+/H’H, 1) distribution with a
convergence rate of 0,(n~'/2), and  has an approximate N(a., o2) distribution with a convergence rate of 0,(n~'/2), where

) H'AH  tr(AM)
a, = _ , (6.3)
2H'H | HH n—k
and
, HAMAH 1[HAH tr(AM)]?
UT = ——- + _— _ . (6.4)
H'H 4| HH n—k

Note that in any given application, o2 can be readily computed while a, depends on the knowledge of § in addition to
the data. Now, to assess the robustness of t(0) when 6 deviates from 0, consider the probability Pr(|z| > c¢;(@)) = «.
Results of Theorem 6.1 facilitate the approximation of ¢, («) for a given « by the N(a., af) distribution. Note that under
H, : § = 0,a, = 0, and ¢, («) can be approximated as c; (¢) = cn(a)o;, where cy() is the upper «/2-quantile of the
N(0, 1) distribution. A value of |t| greater than c; (@) can be taken to imply that t(0) is sensitive to a change of § from 0
(or equivalently, t(0) is not robust when 6 deviates from 0) and vice versa. Clearly, the choice of @ has an impact on the
ultimate conclusion; « should neither be too small nor too large if one wants to avoid being too optimistic or too pessimistic
about the robustness of t(0). In their evaluation of the F test, [4] suggested setting « to 0.5. Now, since cy(0.5) &~ 0.6745,
we obtain the following ‘rule of thumb’ on the robustness of the OLS based ¢ statistic t(0) when 6 departs from O:

Rule of thumb. The OLS based statistic t(0) is sensitive to a departure of  from zero if |t| > 0.67450;.

This rule of thumb provides a practical guideline for the use of the sensitivity statistic by practitioners in a given
application. With a given A matrix (e.g., A = TV under Models 1-4 in Table 1), one may compute t from (A.3) and o, from
(6.4) and check whether |7| > 0.67450,. One may also get some idea on how well the rule of thumb works to warn against
the use of the OLS based test for Models 1-4 by contrasting the probability Pr(|z| > 0.67450;) with 0.5. For example, under
Model 3 with § = 0, itis found that Pr(|z| > 0.67450;) increases quickly to 1 as ¢ approaches 1 under AR(1) disturbances,
while it is steady around 0.5 for ¢ over [0, 1] under MA(I) disturbances. Judging from these observations, it is likely that
the rule of thumb would indicate that t(0) is sensitive to AR(1) misspecification especially when ¢ is near 1 but insensitive
to MA(1) misspecification. Under all four models, Pr(|r| > 0.67450;) increases beyond 0.5 when § increases from 0. In
other words, other things being equal, the likelihood of the rule of thumb indicating sensitivity increases as the constraint
becomes increasing misspecified. The above results are not shown here but are available upon request from the authors.

7. Conclusions

The main aim of this paper is to explore the consequences of using the OLS based t statistic in a regression model with
non-spherical errors. A sensitivity statistic T has been introduced for this purpose. In contrast to the earlier contribution of
Banerjee and Magnus [4], all the theorems derived in the current paper hold under both the null and alternative hypotheses.
With AR(1) and MA(1) errors, it seems clear from our results based on both local sensitivity analysis and direct size and
power comparisons that rejecting the null hypothesis based on the one-sided ¢ statistic can often be a robust decision to
covariance misspecification. This contrasts with the findings on the F test (or two-sided t test) that the decision to accept
the null is a robust one. Our results also indicate that autocorrelation does not necessarily weaken the power of the OLS
based t test. Another notable feature of this study is the extent to which the regressor matrix affects the results — sensitivity
depends on the data and the decision based on t(0) can be robust in one application and not so in another application.
We have also derived a rule of thumb as guideline for the use of the sensitivity statistic in practice. Finally, it should be
mentioned that throughout the analysis we have assumed that 6 is a scalar. In the more general context when there are
several autocorrelation parameters the sensitivity statistic will be multivariate and more difficult to treat. The latter situation
is an interesting point of departure that certainly warrants investigation.
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Appendix A. Proofs of theorems

Proof of Theorem 2.1. Using (2.3) and applying the chain rule in Calculus, we have

dt@) _t(@){ Re(@R  A(0) } RC ()
RS=YOR ~ 6%0)) . /62(0)RS-1(OR

T(g) = F = ) (Al)
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where k(9) = dS~1(0)/d8, A(6) = d6?(6)/dh, and £ () = dB(Q)/d@. Using [10, Ch. 8, Theorem 3] we observe that
k(©) = =S"1 )X (d27'(9)/do) XS~ (0). (A2)

Now thatS(0) = S and d9*1(9)/d6]9=0 = —A(see[3], equation 2.5). Setting @ = 0in (A.2) we obtain x (0) = S~!X’AXS~ 1.
In addition, A(0) = A = —y'MAMy/(n — k) and ¢ (0) = —S~'X’AMy (see [3], Theorems 2 and 3). Thus, setting # = 0in (A.1)
and writing H = XS™'R’ we obtain

t(0) {H/AH } -
T=10)=—"- +D¢ 4+, (A.3)

2 H'H

where t(0) = (RB(0) — r)/+/62(0)RS—'R', D = A/62(0) and T = —H'AMy/+/6%(0)H'H.
Under model (2.1), we have B(0) = S™'X'y = B + S™'X'u, My = Mu and 62(0) = y'My/(n — k) = u'Mu/(n — k).
Together with v = u/o we obtain

Vn—k[Hu— (@ —=RB)] n—k(Hv-3)

£(0) = = (A.4)

~vu'MuH'H Vv VMvH'H

and

vn — kH'AMu _ W/n— kH'AMv
JUWMuH'H VUVMvHH

In addition, D = A/62(0) = —y'MAMy/y'My (see [3], Theorem 3). Hence D = —v’MAMv/v'Mv. Substituting the expression
of D and Eqgs. (A.4) and (A.5) into (A.3) completes the proof of Theorem 2.1. O

7T = (A5)

Proof of Theorem 3.1. Definea = /(n—k)/H'H, b = H'AH/H'H,l; = aH'v,l; = aH'AMv,q; = v'"Mv and q; =
v'"MAMv. Then (2.5) may be written as

1 _ _
r=5@ =) (b-g'e)e"” b (A6)

At® = 0,v = u/o ~ N(0,I,), and (3.1) may be obtained by observing the following. First, note that Eq(l;) = O
and Iy and (I, q1, q2) are independent since cov(l;, Mv) = aH'M = 0. Second, q}/z and t]2q1_1 are independent and

Ey (qqu_l) = Eo(q2)/Eo(qq). By the well-known Eckhart-Young (SVD) factorization, we have M = Q’Q, where Q is an

(n — k) x n column orthonormal matrix. Define v = Qv, we have v ~ N(0,I,_), g1 = v'v ~ erfkv and q}/z

and 9 = uq;l/2 are mutually independent. Since qqu’1 = 'QAQ'Y, qqu’l is independent of q}/z. It follows that
Eo(q2) = Eo(qqu_lql) = Eo(qqu_l)EO(ql). Third, note that lzq;l/2 = aH'AQ’Y and qi/z are mutually independent. So,

Ey (lzq;m) = 0, since Eg(l,) = 0 =Ey (lqu_l/z)Eo(q}/z). On the basis of these observations, we have

1 ,
Eo (7) = 5a8 (b — Eol@2)/Eo(an) Eo (¢, %) - (A7)

By v ~ N(0,I,) and M> = M, we obtain Ey(q;) = tr(AM). Also, as q; ~ X,ffk, it follows that Eq(q;) = n — k and
Eo (q;l/z) = %F(”_’z“l )/F(“%"). Eq. (3.1) follows by substituting these expressions in (A.7).
Using the above results, we also obtain from (A.6) that

2 1
Eo (T ) = Eg; — adEp; + 1503, (A.8)

where Eo; = Eo(12q7 "), Eoz = Eo{(b — 47 'q2)q; '} and Eg3 = {a?8? + Eo(I2)}Eo(q; ") {b? — 2btr(AM) /(n — k) + Eo(q;°q3)}.
Now, note that Eg(2) = a*H’AMAH and [2q; " and g are independent. It follows that Eq(12) = Eo(12q; )Eo(q1) = Eo1Eo(q1)-
Thus we obtain

Eo1 = Eq (13) /Eo (q1) = H'AMAH/H'H. (A9)
One can easily show that
Egx = Eo {(b — q1_1Q2) q1_112} =0. (A.10)

In fact, writing f(v) = (b—q;'q:)q; 'L, we have f(v) + f(—v) = 0 by the definition of (I, g1, g»). In addition,
Eof (v) = Eof (—v) as v and —v both follow the N(0, I,) distribution. Thus, 2Eyf (v) = 0 and (A.10) follows.
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One may alternatively prove (A.10) by noting the following. Since qzlzqf/ % and q;” % are independent, E (qzlzqf/ 2) =
Eo(q212) /Eo (q?/z). Using [11, Ch.3, Theorem 3.2d.2], we can show that Ey(q,1;) = 0. So, Eg (qzlzqf/z) = 0. Also, recall that
Eo(lzq]_l/z) = 0 and that lzq]_l/2 and q}/z are independent. Therefore,

Ep, = on(lzq;l/zq;m) - Eo(Qzlqu_3/2q1_]/2)
= bEo(La; "*)Eo(a; *) — Eo(a2hd; )Ee(g; %) = 0.
Now, writing 2 = a®v'HH'v, it is straightforward to see that Eq(?) = a®H’H. Recall that q; and q,q; ' are independent.
Therefore, Eo(q;2q%) = Eo(q%)/Eo(q?). Clearly, Eg(q?) = (n — k)(n — k+2) and Eo(q; ') = (n — k — 2)~'. Using [11, Ch.3,

Theorem 3.2b.2], and recognizing that v ~ N(0, I) and M? = M, we can show that Ey(q3) = 2tr((AM)?) + (tr(AM))?. Thus,
it follows that

i a?(82 + H'H) { b 2btr (AM)  2tr((AM)?) + (tr(AM))? }
BT T k-2 n—k m—k)y(n—k+2)
_ -4 <1+ » ) (A11)
n—k—2 HH) '

Substituting (A.9)-(A.11) into (A.8) yields (3.2) directly. O

Proof of Theorem 3.2. In (2.5), write A = TV and t = 7(0). Then we have

© t(0) P14 H'TOYH
T = ——
2 H'H

} —v(0), (A12)

where t(0) is defined as in Theorem 2.1, ¥ (0) = +/(n — k)/HHH'T'Y"Muv/+/v'"Mv, and D1 = —v'MTVMuv/v’Mv. Observe
from [3] the following result:

p. [d1 if Mi # 0,
b= {D(”(n) if Mi = 0. (A.13)

Applying Theorem B.1 in Appendix B, we have

7(0)&/1€] ifMi#0 and H'TVMi+#0,
p. JO ifMi#0 and H'TVPMi=0
T A4
YO=1,060)  ifMi=0 and HTOM] # 0, (A14)
0 ifMi=0 and H'TYMJ =0,
where £ ~ N(0, 1). It is easy to see from (A.12) through (A.14) and (A.19) (see the proof of Theorem 5.1) that
T(0)E/|E|  ifMi#£0,Hi#0 and H'TVMi+#0,
71(0)€/1|  ifMi#0,Hi#0 and HTVYMi=0,
p. | —7(0)&/|E] ifMi#0,Hi=0 and HTYMi+#0,
T@=10 ifMi#0,Hi=0 and HT"Mi=0, e
D) ifMi=0,Hi=0 and HT®MJ #0,
V() ifMi=0,Hi=0 and HT"MJ=o0.

Except for the cases of (3.9) and 79 = 0 in (3.8), Theorem 3.2 follows readily from (A.15). We observe from (A.12) that for
any p > 0 and real 7 that

Pr(z(0) < 7o) = Pr(p7(0) < p70)

p 1 [n—kpHv—pd b1+ H'TOH 0 < (A16)
=Pr|—= — = 7). .
2V HH  Jumo H'H pYIE) = PTo

Setting 1o = 0in (A.16) yields

Hv—3§ H'TWH
Pr(z(0) <0)=Pr( — D1+ ——

} —HTOMv < 0) ) (A17)

Note that H'i = 0.So we have pH'v = pH'Pn+0,(p?) uponsetting p = /1 — ¢? in(B.4)and (B.6),i.e, H'v = H'Pn+0,(p)
as ¢, — 1. Similarly, by the condition H'T™Mi = 0 we have H'T"Mv = H'T""MPn + 0,(p) as ¢, — 1. Moreover, note
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that D1 2> d1 when Mi # 0 (see (A.13)). Therefore, Pr (z(0) < 0) — Pr (—d*(H'Pn — 8) — H'T"MPn < 0), which gives
the second equation in (3.8).

To prove (3.9), note that Mi = 0 and thus by settingV = M and u = v/o in(B.10), we have v'Mv Z n'P'MPnas¢; — 1.
Accordingly, we obtain by setting a = H and u = v/o in (B.9) of Appendix B that pH'v/+/v'"Mv L H'ig/ n/l_f’MI_’n. In
addition, it is readily seen from the last two items in (A.14) that py (0) = 0,(p) regardless of whether H'T‘"MJ = 0. By
these arguments and the second item in (A.13), we have from (A.16) that

Pr((0) < 1) — br [~ 1 [Tk HE Tp,  HTVHT (A18)
(7T Tp) — IT . .
0 HH \/yPMPny 7 HH |~

The probability value on the right-hand side of (A.18) is 1/2 because & L —&. This proves (3.9) and completes the proof of
the theorem. 0O

Proof of Theorem 5.1. The proof of Theorem 5.1 relies heavily on Theorem B.1 presented in Appendix B, which gives the
limiting properties of the t statistic under ARMA(1,1) disturbances and ¢y — 1. Now, if Mi # 0, then it can be shown

that 1/+/v'"Mv 2 0 when ¢1 — 1, where v is defined as in (2.5). In fact, it can be seen from (B.8) in Appendix B that
1/+/v'Mv = 0,(p), where p = /1 — ¢2.1fMi = 0,then it follows from (B.10) in Appendix B that v'Mv = n/l_”MI_Jn—l—Op(p).
Note that H'H > 0, so H'i = 0 implies H’J # 0. Putting ¥y = 0,a = /(n — k)/H’'HH and V = M in Theorem B.1 of
Appendix B, it follows from (B.2) that
, t0)&/1E] ifMi#£0 and H'i#0,
t(0) > {0 ifMi#0 and H'i=0, (A.19)
tD(x) ifMi=0 and H'i=0.

With the exception of the fifth item in (5.1) and (5.2), other results in Theorem 5.1 follow readily from (A.19). To prove
the fifth item in (5.1), note from Theorem 2.1 that Pr (t(0) < 0) = Pr (H/v < 8). Now, Appendix B shows that the condition

H'i = 0implies H'v = H'Pn+ O, (p). Hence the fifth item in (5.1) follows. In order to show (5.2), note from Theorem 2.1 that
Pr (t(0) < to) = Pr(/(n — k)/H'H [pH'v — p8] < pto~/v'Mv) for any p > 0. Given the conditions Mi = 0 and H'i # 0 in
(5.2), we obtain from (B.9) and (B.10) in Appendix B that Pr (t(0) < ty) — Pr(y/(n — k)/H’HH'if < 0) = % for any real to.
This verifies (5.2) and completes the proof of Theorem 5.1.

Proof of Theorem 6.1. The proof of Theorem 6.1 requires the following lemma from [12]:

Lemma 1. For arbitrary a € (0, oo) and x € [0, 1],

g < 'a+1

=< m <(@a+x'" (A.20)

Lemma 1 gives bounds for the gamma ratio. These bounds are useful for proving Theorem 6.1.
(i) Denote t,(0) = t(0) — t(0). To verify Part (i) of Theorem 6.1, we only need to show Eo[tf(O)] = 0(n~1). Clearly,

Eo [t2(0)] = Eo [t*(0)] + Eo [£*(0) ] — 2E [£(0)(0)] . (A21)

Since v ~ N(0, I,), we have H'v/~/H'H ~ N(0, 1), v"Mv ~ an_k, and H'v and v'Mv are independent. It thus follows that

2 82
Eo [t2(0)] = 2¢, {1 + H/H} (A22)

where

en=1-—

Vi K )+ ! (A.23)
fr("Tk) n—k—2 ’

By Lemma 1, we observe that 1/(n —k—2) > &, > 1/(n—k—2)+1—/(n —k)/(n — k — 2) = o(1)/(n — k — 2), namely
gn = O(n™1). Part (i) of Theorem 6.1 thus follows.
(ii) To prove Part (ii) of Theorem 6.1, it is sufficient to show that

t(0) v MAMv «/ k HAMv t(O)tr[AM] H'AMv
2  vMv A/ v ~V/H'H 2(n —k) H'H

T4

+0,(n""%). (A.24)
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It follows from v'Mv ~ x2 , that Eg [1 —/n—k/ v’Mv] = 2¢, = O(n™"). Accordingly, ~/n — k/~/vMv = 1+
0,(n~1/2). Hence, to verify (A.24), it is sufficient to show that

v'MAMv _ tr[AM]

= 0,(n"%). A25
v'Mv n_k T ( ) (A.25)
Clearly,
vVMAMv  tr[AM])? VMAMv )%  2tr[AM]_ [ v/'MAMv tr2 [AM]
Eo — =E — Eo . (A.26)
vMv n—k v'Mv n—k v"Mv (n — k)2
From the proof of Theorem 3.1 we observe that
v"MAMv tr[AM]
Eo = (A27)
v'"Mv n—k
and
VMAMv )% tr2 (AM) +2tr (AM)?
Eo = . (A.28)
v'"Mv n—ky(n—k+2)
Substituting (A.27) and (A.28) into (A.26), we obtain
. VMAMy  tr[AM]|®  t? (AM) +2tr (AM)* 2 [AM]
1 vMu n—k| — (m=kmh-k+2) (n—k?
2 , tr* (AM)
= tr (AM)* — —— | > 0. (A29)
n—k(n—k+2) n—k

Since the eigenvalues of A are bounded, it follows that tr (AM)? < (n — k)2 for some constant u? < oco. Thus, we observe
(A.25) from (A.27).

Appendix B. Some results on the limiting properties of the t statistic

In this Appendix we derive some results on the limiting properties of the t statistic under the case of an ARMA(1,1)
process as ¢; — 1. The results given here are vital to the proof of Theorem 5.1 but are also of independent interest. The
similar conclusions were given by Banerjee and Magnus [3] for F statistic. Now, let u be an n x 1 vector of disturbances with
mean zero and covariance matrix o2£2, a be an arbitrary n x 1 non-zero vector, and V be a positive semi-definite n x n
symmetric matrix with non-zero rank. We define the t ratio as

adu

Y= .
Ju'Vu

(B.1)

Theorem B.1. Suppose that the elements in u are generated by a stationary ARMA(1,1) process, i.e., Uy = ¢1Us—1 + V18—1 + &
where g;’s are iid N(0, o2) variables, |¢1| < 1and || < 1. When ¢y — 1, we have the following results:

(i) If Vi = 0 implies a'i = 0, then

ai S . . i
— if Vi£0 and d'i+#0,
| Vivilél f .7& ,#
y = {0 ifVi#0 and di=0, (B.2)
aPn o ,
———— ifVi=0 and dJ #0,
n'P'VPn

where, again, & ~ N(0, 1), (£, n') ~ N(0, I,,), p=]jpr,J = [On—1)x1lln—1], and P is an (n — 1) x (n — 1) lower triangular
matrix such that the (i, j)th element of PP’ is min{i, j} — ¥1(1 + &;)/(1+ ¥1)?, and 8j is the Kronecker sign.
(ii) If Vi = 0 but d'i # 0, then for any real yo, both Pr(y > y) and Pr(y < yp) tend to %

Proof. According to the proof of Theorem B.1 in [3] the matrix (1 — ¢f).(2(¢1) can be expressed as (1 — ([)f)ﬂ(qﬁl) = LL,
where

1
L=1Lo+ pL — 5p2Lz + p’Ls + 0(p*) (B.3)
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as¢p; —> 1,p = ‘/]—q&f,Lo = [i|Ohxn-1], L1 = diag(0,P),L, = [l|0pxun-1)] with the components of | being

L = p/A+p3k=s— —1for2 <s < n,L; = diag(0, L3), and L5 is an (n — 1) x (n — 1) lower triangular
matrix. It is readily seen that when ¢; — 1,

aly+ 0(p) ifa'i # 0,
dL={(0, pa'P) 4+ 0(p*) ifdi=0andd] #0, (B.4)
0(p?) ifdi=0andd] =0,
and
—_— diag(i/Vi, O(n—])x(n—l)) +0(p) ifVi#0,
LVL = {diag(o, p2P'VP) + 0(p®) if Vi= 0. (B:5)
Clearly, y = d'v/+/v'Vv, where v = u/o. Since pv = L(§, ")’ with & ~ N(0, 1) and (&, ")’ ~ N(O, I,), we have
pdv=dLE,n) (B.6)
and
p*'Vu = (&, n)LVLE, ). (B7)
Now, Theorem B.1 can be verified using (B.4)-(B.7).
Case (i). Consider item 1 in (B.2). It follows from (B.7) and the first item in (B.5) that
p*v'Vv = 1'ViE* 4+ 0,(p). (B.8)
Additionally, it follows from (B.6) and the first item in (B.4) that
pd'v = d'i& + 0y(p). (B.9)

Accordingly, the first item in (B.2) follows from (B.1), (B.8) and (B.9). _

Next consider item 2 in (B.2). Given that a’J # 0, it follows from the second item in (B.4) that pa'v = pd’Pn + 0,(p?).
So we obtain from (B.1) and (B.8) that y = 0,(p). In the case of a’J = 0, it follows from the third item in (B.4) that
pad'v =0, (p?). We therefore observe from (B.1) and (B.8) that y = Op(,oz). This proves the second item in (B.2).

To consider item 3 in (B.2), note that by (B.7) and the second item in (B.5),

p*v'Vu = p*n'P'VPy + 0,(0). (B.10)

Since a’i = 0 and d’J # 0, pd'v = pad'Pn + 0,(p?) (see the proof of item 2 in (B.2) above). Combining this with (B.10), the
third item in (B.2) follows immediately.

Case (ii). Note that Pr(y < yp) = Pr(d'v < yp~/v'Vv). It follows from (B.9) and (B.10) that Pr (y < yp) = Pr(d'i§ + O0p(p) <

pYoy/MP'VPy + 0y(p)) — Pr(di€ < 0) = andPr(y > y) = 1 —Pr(y <) — 3. This completes the proof to
Theorem B.1. O

Two aspects of Theorem B.1 are of particular interest and deserve mention here. First, Theorem B.1 covers all possible
cases except for the trivial case of Vi = 0, d'i = 0 and a’J = 0. This case is trivial because it leads to a = 0. Second, the
normality assumption is not necessary. Although the proof is not given here, it can be readily shown that Theorem B.1 carries
over to the wider disturbance term assumption of elliptical symmetry.
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