Abstract

For multivariate copula-based models for which maximum likelihood is computationally difficult, a two-stage estimation procedure has been proposed previously; the first stage involves maximum likelihood from univariate margins, and the second stage involves maximum likelihood of the dependence parameters with the univariate parameters held fixed from the first stage. Using the theory of inference functions, a partitioned matrix in a form amenable to analysis is obtained for the asymptotic covariance matrix of the two-stage estimator. The asymptotic relative efficiency of the two-stage estimation procedure compared with maximum likelihood estimation is studied. Analysis of the limiting cases of the independence copula and Fréchet upper bound help to determine common patterns in the efficiency as the dependence in the model increases. For the Fréchet upper bound, the two-stage estimation procedure can sometimes be equivalent to maximum likelihood estimation for the univariate parameters. Numerical results are shown for some models, including multivariate ordinal probit and bivariate extreme value distributions, to indicate the typical level of asymptotic efficiency for discrete and continuous data.
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1. Introduction

We study efficiency properties of a two-stage estimation procedure for copula-based models. This estimation method is intended for situations where maximum likelihood is computationally too difficult or infeasible. Further theoretical results are obtained beyond those in [23,7, Chapter 10].

The use of copulas is a general approach to model multivariate non-normal data [7], with the dependence structure separated from the univariate margins. The general form of a copula-based $m$–variate cumulative distribution function (cdf) is

$$F(y; \mathbf{\alpha}_1, \ldots, \mathbf{\alpha}_m, \delta) = C(F_1(y_1, \mathbf{\alpha}_1), \ldots, F_m(y_m, \mathbf{\alpha}_m); \delta), \quad y = (y_1, \ldots, y_m)^T, \quad (1.1)$$

where $F_j(\cdot; \mathbf{\alpha}_j)$ is the $j$th univariate margin with parameter $\mathbf{\alpha}_j$ and $C(\cdot; \delta)$ is a family of copulas or multivariate uniform distributions with dependence parameter $\delta$. In general $\mathbf{\alpha}_1, \ldots, \mathbf{\alpha}_m, \delta$ are vectors. We refer to $\mathbf{\alpha}_1, \ldots, \mathbf{\alpha}_m$ as univariate parameters and $\delta$ as the multivariate parameter.

The two-stage estimation procedure also applies more generally to models $F(y; \mathbf{\alpha}_1, \ldots, \mathbf{\alpha}_m, \delta)$ with multivariate dependence parameter $\delta$ and univariate parameter $\mathbf{\alpha}_j$ in the $j$th univariate margin.

We assume (1.1) is a good model for applications, in that it includes the independence copula and the Fréchet upper bound, and the Fréchet lower bound for $m = 2$ when strong negative dependence is needed.

The Fréchet upper bound with copula $C(u_1, \ldots, u_m) = \min\{u_1, \ldots, u_m\}$ represents the most positive dependence; in the case of continuous variables, it implies perfect dependence with each variable being an increasing monotone transformation of any other variable. For $m = 2$, the Fréchet lower bound with copula $C(u_1, u_2) = \max\{0, u_1 + u_2 - 1\}$ represents the most negative dependence; in the case of continuous variables, it implies perfect negative dependence with one variable being a decreasing monotone transformation of the other variable. See Chapter 3 of [7] for a detailed discussion of Fréchet bounds.

When the joint multivariate likelihood is computationally difficult to work with, researchers have used a two-stage procedure of firstly estimating the univariate parameters from separate univariate likelihoods and then secondly estimating the multivariate parameters from the multivariate likelihood with the univariate parameters given the values from the first stage. Note that this two-stage procedure is the same as maximum likelihood estimation for the multivariate normal distribution ($C$ is multivariate normal copula with correlation matrix $R$, $F_j$ corresponds to $N(\mu_j, \sigma_j^2)$).

Examples of multivariate models (1.1) where numerical computations become harder as the dimension $m$ increases, and where the two-stage estimation procedure has been or could be used, include the following.

(a) Multivariate normal latent models for categorical data (with a multivariate normal copula and discrete univariate margins) such as multivariate probit; this has mainly been in the psychometrics literature such as [12–14,9,11].

(b) Multivariate extreme value models with generalized extreme value margins; the two-stage estimation method is partly used as a way to get a starting point for the MLE (if the latter is possible) and to compare different models. Some references are [21,22,6].
(c) Multivariate log-normal Poisson model for count data [1,23].
(d) Multivariate logit models for ordinal data [7].
(e) Models for multivariate survival data (extensions of models in [19]).

The relative efficiency of the two-stage estimation procedure has not previously been studied theoretically in its generality. This is not a tractable problem for theoretical analysis, as the asymptotic covariance matrices of the estimators do not have closed form. However, based on analysis of the estimators for the Fréchet bounds and independence copula, we are able to obtain some general results on the efficiency of the two-stage method. Xu [23] has simulations and calculations for multivariate discrete/categorical models that show the two-stage method is highly efficient compared with maximum likelihood (ML). It is actually in the case of continuous variables where the two-stage method may have low efficiency relative to ML for the univariate parameters. The efficiency for the dependence parameters is generally high with the two-stage method.

The organization of the remainder of the paper is as follows. In Section 2, the asymptotic covariance matrix of the two-stage estimator is derived in a partitioned form, using theory of inference functions. For some models it may be possible to get empirical estimates of the asymptotic covariance matrix. Section 3 has analyses of the two-stage estimator for the cases of the Fréchet bounds and the independence copula in (1.1). Section 4 combines the results of Sections 2 and 3 to quantify the patterns in efficiency as a function of dependence, and illustrates this with a few examples. Section 5 consists of conclusions and some discussion.

2. Inference function for margins

In this section, we study the estimation of parameters of a copula-based multivariate model based on the two-stage estimation method. Following Xu [23], we called this the method of inference function for margins (IFM), because the inference or estimating functions correspond to likelihood score functions (univariate or multivariate). This method was proposed in a general framework in Xu [23] and Joe [7, Chapter 10], but had been used much earlier in the psychometrics literature for latent models based on the multivariate normal distributions. The method has been used mainly for multivariate models in which a multi-parameter numerical optimization for maximum likelihood estimation is too time-consuming or infeasible. The theoretical analysis given here is for independent and identically distributed (iid) observations, but the estimation method can also be used when there are covariates.

The usual regularity conditions for maximum likelihood are assumed for our analysis. For notation, we use boldface for vectors but not for matrices; vectors are assumed to be column vectors.

Consider a copula-based parametric model for the random $m$-vector $\mathbf{Y}$, with cdf given by (1.1). We assume that $C$ has a density $c$ (mixed derivative of order $m$). The vector $\mathbf{Y}$ could be discrete or continuous, but for notational simplicity, we will not consider the mixed case of some continuous and some discrete variables. In the former discrete case, the joint probability mass function (pmf) $f(\cdot; \mathbf{x}_1, \ldots, \mathbf{x}_m, \delta)$ for $\mathbf{Y}$ can be derived from the cdf in (1.1) as rectangle probabilities, and we let the univariate marginal pmfs be denoted by $f_1, \ldots, f_m$; in the latter continuous case, we assume that $F_j$ has density $f_j$ for $j = 1, \ldots, m$, ...
and that $Y$ has density

$$f(y; \mathbf{x}_1, \ldots, \mathbf{x}_m, \delta) = c(F_1(y_1; \mathbf{x}_1), \ldots, F_m(y_m; \mathbf{x}_m); \delta) \prod_{j=1}^{m} f_j(y_j; \mathbf{x}_j).$$  (2.1)

For a sample of size $n$, with observed random vectors $y_1, \ldots, y_n$, we can consider the $m$ log-likelihood functions for the univariate margins,

$$L_j(\mathbf{x}_j) = \sum_{i=1}^{n} \log f_j(y_{ij}; \mathbf{x}_j), \quad j = 1, \ldots, m$$  (2.2)

and the log-likelihood function for the joint distribution,

$$L(\delta, \mathbf{x}_1, \ldots, \mathbf{x}_m) = \sum_{i=1}^{n} \log f(y_i; \mathbf{x}_1, \ldots, \mathbf{x}_m, \delta).$$  (2.3)

With multivariate models in general, one does not have closed form estimators (maximum likelihood or other methods) and numerical techniques are needed. For ML estimation, the number of parameters increases with the dimension $m$ and numerical optimization becomes more difficult as the total number of parameters increases (e.g., with a quasi-Newton method). Also for some models, $m$-dimensional numerical integration is needed, and this becomes increasing difficult as $m$ increases. Hence this is the motivation for the two-stage estimation method.

Consider the two-stage process where in the first stage $m$ separate optimizations of the univariate likelihoods, and in the second stage an optimization of the multivariate likelihood as a function of the dependence parameter vector. More specifically,

(a) the log-likelihoods $L_j$ of the $m$ univariate margins are separately maximized to get estimates $\tilde{\mathbf{x}}_1, \ldots, \tilde{\mathbf{x}}_m$;

(b) the function $L(\delta, \tilde{\mathbf{x}}_1, \ldots, \tilde{\mathbf{x}}_m)$ is maximized over $\delta$ to get $\tilde{\delta}$.

Under regularity conditions, $(\tilde{\mathbf{x}}_1, \ldots, \tilde{\mathbf{x}}_m, \tilde{\delta})$ is the solution of

$$(\partial L_1 / \partial \mathbf{x}_1^T, \ldots, \partial L_m / \partial \mathbf{x}_m^T, \partial L / \partial \delta^T) = 0^T.$$  (2.4)

This procedure is computationally simpler than estimating all parameters $\mathbf{x}_1, \ldots, \mathbf{x}_m, \delta$ simultaneously from $L$ in (2.3). For comparison, we let $(\hat{\mathbf{x}}_1, \ldots, \hat{\mathbf{x}}_m, \hat{\delta})$ denote the maximum likelihood estimate (MLE). Under regularity conditions, this comes from solving

$$(\partial L / \partial \mathbf{x}_1^T, \ldots, \partial L / \partial \mathbf{x}_m^T, \partial L / \partial \delta^T) = 0^T.$$  (2.5)

For notation, we let $\eta^T = (\mathbf{x}_1^T, \ldots, \mathbf{x}_m^T, \delta^T)$ be the vector of all parameters (univariate and multivariate), $\tilde{\eta}^T = (\tilde{\mathbf{x}}_1^T, \ldots, \tilde{\mathbf{x}}_m^T, \tilde{\delta}^T)$ be the IFM estimate, and $\hat{\eta}^T = (\hat{\mathbf{x}}_1^T, \ldots, \hat{\mathbf{x}}_m^T, \hat{\delta}^T)$ be the MLE.

A natural question to consider is the asymptotic relative efficiency (ARE) of $\tilde{\eta}$ compared with $\hat{\eta}$. This is studied in Sections 3 and 4. We first need to obtain a form for the asymptotic covariance matrix of $\tilde{\eta}$, which can be derived using theory of inference functions [4], where
the inference functions are in the left-hand side of (2.5). They can be written as

\[ \sum_{i=1}^{n} g(Y_i; \eta), \]

where \( g^T = (g_1^T, \ldots, g_m^T, g_d^T) \), \( g_j = \partial \ell_j / \partial x_j \), \( \ell_j = \log f_j(\cdot; \eta) \) for \( j = 1, \ldots, m \); and \( d = m + 1 \) indexes the score equation \( g_d = \partial \ell / \partial \theta \) for the multivariate log-likelihood and \( \ell = \log f(\cdot; \eta) \). Note that the two-stage estimation is only for the computational implementation, not for the theoretical analysis.

Let \( I = I(\eta) \) be the Fisher information matrix so that

\[ n^{1/2} [\hat{\theta} - \theta] \rightarrow_d N(0, I^{-1}), \quad n \rightarrow \infty. \]

From the theory of inference functions [4,7, Section 10.1.1],

\[ n^{1/2} [\tilde{\theta} - \theta] \rightarrow_d N(0, V), \quad n \rightarrow \infty, \]

where the asymptotic covariance matrix is given in (2.6) below.

The information matrix can be decomposed as

\[
I = \begin{pmatrix}
I_{11} & \cdots & I_{1m} & I_{1d} \\
\vdots & \ddots & \vdots & \vdots \\
I_{m1} & \cdots & I_{mm} & I_{md} \\
I_{d1} & \cdots & I_{dm} & I_{dd}
\end{pmatrix},
\]

where \( I_{jk} = -E [\partial^2 \ell / \partial x_j \partial x_k^T] \) for \( 1 \leq j, k \leq m \), and \( I_{jd} = -E [\partial^2 \ell / \partial x_j \partial \theta^T] \), \( I_{dj} = I_{jd}^T \) for \( j = 1, \ldots, m \). Let its inverse be denoted as \( I^{-1} = (I^{(jk)}) \).

The asymptotic covariance matrix for \( \tilde{\theta} \) is

\[ V = (-D_g^{-1})M_g(-D_g^{-1})^T, \]

where \( M_g = \text{Cov}(g(Y; \eta)) = E[gg^T] \) and \( D_g = E[\hat{g}g(\eta)/\hat{\eta}^T] \). Let \( \mathcal{J}_{jk} = \text{Cov}(g_j, g_k) = E[g_jg_k^T] \) for \( 1 \leq j, k \leq m \), so that \( \mathcal{J}_{jj} \) is the information matrix from the \( j \)th univariate log-likelihood. With this notation, the matrices, in partitioned form, become:

\[
-D_g = \begin{pmatrix}
\mathcal{J}_{11} & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & \mathcal{J}_{mm} & 0 \\
I_{d1} & \cdots & I_{dm} & I_{dd}
\end{pmatrix},
\]

\[
-D_g^{-1} = \begin{pmatrix}
\mathcal{J}_{11}^{-1} & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & \mathcal{J}_{mm}^{-1} & 0 \\
a_1 & \cdots & a_m & I_{dd}^{-1}
\end{pmatrix},
\]
where $a_j = -\mathcal{I}_{dd}^{-1} \mathcal{I}_{dj} \mathcal{J}^{-1}$ for $j = 1, \ldots, m$,

$$
M_g = \begin{pmatrix}
\mathcal{J}_{11} & \cdots & \mathcal{J}_{1m} & 0 \\
\vdots & \ddots & \vdots & \vdots \\
\mathcal{J}_{m1} & \cdots & \mathcal{J}_{mm} & 0 \\
0 & \cdots & 0 & \mathcal{I}_{dd}
\end{pmatrix}, \quad (-D_g^{-1})M_g = \begin{pmatrix}
\mathcal{J}_{11}^{-1} \mathcal{J}_{11} & \cdots & \mathcal{J}_{11}^{-1} \mathcal{J}_{1m} & 0 \\
\vdots & \ddots & \vdots & \vdots \\
\mathcal{J}_{mm}^{-1} \mathcal{J}_{m1} & \cdots & \mathcal{J}_{mm}^{-1} \mathcal{J}_{mm} & 0 \\
\sum_{j=1}^m a_j \mathcal{J}_{j1} & \cdots & \sum_{j=1}^m a_j \mathcal{J}_{jm} & I_d
\end{pmatrix},
$$

and $I_d$ has the dimension of $\delta$. Finally, $V$ has $(j,k)$ element $\mathcal{J}_{jj}^{-1} \mathcal{J}_{jk} \mathcal{J}_{kk}^{-1}$ for $1 \leq j, k \leq m$; $(j, d)$ element $\sum_{k=1}^m \mathcal{J}_{jk} a_k^T$; $(d, j)$ element $\sum_{k=1}^m a_k \mathcal{J}_{kj} \mathcal{J}_{jj}^{-1}$ for $j = 1, \ldots, m$; $(d, d)$ element $\mathcal{I}_{dd}^{-1} + \sum_{j=1}^m \sum_{k=1}^m a_j \mathcal{J}_{kj} a_k^T$. Note that the diagonal elements of $V$ are $\mathcal{J}_{jj}^{-1}$, for $j = 1, \ldots, m$, and these can also be obtained directly from ML theory for the univariate margins.

The derivation of $V$ consists mostly of matrix manipulations, and the only non-trivial calculations are that $\text{Cov}(g_j, g_d) = 0$ for $j = 1, \ldots, d$. The proof of this calculation is given in the appendix.

Otherwise the entries in the partitioned matrices come from:

1. $\frac{\partial^2 \ell}{\partial g_j^2} = -\mathcal{J}_{jj}$, the Fisher information associated with the $j$th margin.
2. $\frac{\partial g_j}{\partial \delta} = 0, j \neq k, \frac{\partial g_j}{\partial \delta} = 0, j, k = 1, \ldots, m$.
3. $\frac{\partial^2 \ell}{\partial g_j^2} = -\mathcal{I}_{dd}$, for $j = 1, \ldots, m$.
4. $\frac{\partial^2 \ell}{\partial \delta \partial \delta^T} = -\mathcal{I}_{dd}$.

From the above derived form for $V$, an estimated covariance matrix for $\hat{\eta}$ is $n^{-1} \hat{V}$, where $\hat{V}$ is a consistent estimate of $V$. For some models, with the help of symbolic manipulation software, it may be possible to obtain analytic forms for the derivatives in $V$ and compute empirical versions of these derivatives. In Xu [23] and Joe [7], the form of $V$ was not given, as $n^{-1} \hat{V}$ was obtained using the (subset-delete) jackknife. With the jackknife and the use of a quasi-Newton method (e.g., [15]) for the two-stage estimation procedure, only the likelihoods (univariate and multivariate) need to be coded; even the inference functions in (2.4) need not be obtained.

### 3. Fréchet bounds and independence

The cases of extreme dependence and independence can provide us with an understanding of the efficiency of the IFM method. In the case of the Fréchet upper bound with continuous margins, sometimes the IFM estimator is exactly the same as the MLE, and sometimes it is different (in which case it is less efficient than the MLE in estimating the univariate parameters). Under some conditions, the efficiency of the IFM method is 1 in the limiting case of the independence copula.

For a Fréchet bound analysis, the $m = 2$ case provides insight that generalizes to higher dimensions. For the bivariate continuous case, suppose $Y_{i1}$ are iid $F_1(\cdot; \mathbf{x}_1)$ and $Y_{i2}$ are iid $F_2(\cdot; \mathbf{x}_2)$. Suppose $(Y_{i1}, Y_{i2})$ have a joint distribution of the Fréchet upper or lower bound.
The IFM estimates of $x_j$ come from separate likelihoods. The joint bivariate likelihood has the constraint of the functional relationship $Y_{12} = h(Y_{11}) = h(Y_{11}; x_1, x_2)$, where

$$h(x) = F_2^{-1}(F_1(x; x_1); x_2)$$

(3.1)

or

$$h(x) = F_2^{-1}(1 - F_1(x; x_1); x_2).$$

(3.2)

respectively, for the Fréchet upper and lower bounds.

If $x_1, x_2$ are scalars, then $h(x_1; x_1, x_2)$ is either a two-parameter family or a one-parameter family of a function of a parameter $\theta$ which depends on $x_1, x_2$. If $x_1, x_2$ are vectors, then $h$ depends on a few functions of $x_1, x_2$.

Consider the Fréchet upper bound. If $x_1, x_2$ are identified from (3.1), then maximum likelihood of $x_1, x_2$ has no error and the IFM method is inefficient compared with ML. If $x_1, x_2$ are not identified, then the IFM method may be the same as ML (see examples below). For the bivariate Fréchet lower bound, more generally $x_1, x_2$ are identified from (3.2). Hence we can find examples where the asymptotic relative efficiency of estimating $x_1, x_2$ with the IFM method is 0 or 1.

For the bivariate discrete Fréchet upper bound, the bivariate pmf consists of many zero points. For the Fréchet upper bound, generally $h(x)$ is either a two-parameter family or a one-parameter family of a function of a parameter $\theta$ which depends on $x_1, x_2$. Let $h(x)$ be given by (3.2). Hence we can find examples where the asymptotic relative efficiency of estimating $x_1, x_2$ with the IFM method is 0 or 1.

**Example 1.** Scale family such as two exponential margins. Let $F_j(y) = F_0(y/x_j)$ for a given $F_0$, for example, $F_0(z) = 1 - e^{-z}, z > 0$. For the Fréchet upper bound, $h(x) = \alpha x/\alpha_1 = \theta x$, where $\theta = \alpha_2/\alpha_1$. The data $(Y_{1i}, Y_{2i}), i = 1, \ldots, n$, would lie on a straight line where only $\theta$ is known exactly, but not $x_1, x_2$. The ML and IFM estimators of $x_1, x_2$ are the MLEs $\hat{x}_1, \hat{x}_2$ from individual univariate likelihoods, since $\hat{x}_2/\hat{x}_1 = \theta$. For example, $\hat{x}_j = Y_j = n^{-1} \sum_{i=1}^n Y_{ij}, j = 1, 2$, for exponential margins.

For the Fréchet lower bound, generally $x_1, x_2$ are identifiable from curve (3.2). For example, with exponential margins, $h(x) = -x_2 \log(1 - e^{-x/x_2})$. The data $(Y_{1i}, Y_{2i})$ would lie on this curve, and the parameters of this families of curves are identifiable from $n \geq 2$ points. Let $\lambda_j = x_j^{-1}$. We outline a proof that $\beta_2^{-1} \log(1 - e^{-\beta_1 x})$ and $\beta_2^{-1} \log(1 - e^{-\beta_1 x})$ are distinct for $(\lambda_1, \lambda_2) \neq (\beta_1, \beta_2)$. If the two curves are equal, then for all $x \geq 0$,

$$\frac{\log(1 - e^{-\lambda_1 x})}{\lambda_2} = \frac{\log(1 - e^{-\beta_1 x})}{\beta_2}.$$

(3.3)

Equal derivatives imply

$$\frac{\lambda_1}{\lambda_2 [e^{\lambda_1 x} - 1]} = \frac{\beta_1}{\beta_2 [e^{\beta_1 x} - 1]}.$$

(3.4)
Hence
\[ \hat{\lambda}_2^{-1} = \lim_{x \to 0} \frac{x \hat{\lambda}_1}{\hat{\lambda}_2[e^{\hat{\lambda}_1 x} - 1]} = \lim_{x \to 0} \frac{x \beta_1}{\beta_2[e^{\beta_1 x} - 1]} = \beta_2^{-1}. \]

Substitution of this equality into (3.3) leads to \( \hat{\lambda}_1 = \beta_1 \).

**Example 2. Location family:** Let \( F_j(y) = F_0(y - \alpha_j) \) for a given \( F_0 \) with median 0. With the Fréchet upper bound, \( h(x) = x - \alpha_1 + \alpha_2 = x - \theta \), where \( \theta = \alpha_1 - \alpha_2 \). As in Example 1, the data \((Y_{i1}, Y_{i2}), i = 1, \ldots, n\), would lie on a straight line where only \( \theta \) is known exactly, but not \( \alpha_1, \alpha_2 \). The ML and IFM estimators of \( \alpha_1, \alpha_2 \) are the same. More generally, if \( F \) is symmetric about 0, then for (3.2), \( h(x) \) becomes \( \hat{\beta}_1 \). If \( F_0 \) is symmetric about 0, then \( \alpha_1, \alpha_2 \) will generally be identifiable from curve (3.2). An analysis similar to that for exponential margins in Example 1 would have to be checked for special cases of \( F_0 \).

**Example 3. Location-scale family:** Suppose \( F_j(y) = F_0((y - \mu_j)/\sigma_j) \) for a given \( F_0 \) and \( \alpha_j = (\mu_j, \sigma_j)^T \). For the Fréchet upper bound, \( h(x) = \mu_2 + \sigma_2[(x - \mu_1)/\sigma_1] = a + bx \), where \( a = \mu_2 - \sigma_2 \mu_1/\sigma_1, b = \sigma_2/\sigma_1 \). Hence the observed data \((Y_{i1}, Y_{i2}), i = 1, \ldots, n\), would lie on a straight line, where \( \theta = \alpha_1 + \alpha_2 \) is known but not \( \alpha_1, \alpha_2 \). If \( F_0 \) is not symmetric about 0, then \( \alpha_1, \alpha_2 \) will generally be identifiable from curve (3.2). An analysis similar to that for exponential margins in Example 1 would have to be checked for special cases of \( F_0 \).

For the Fréchet lower bound, \( h(x) = \mu_2 + \sigma_2 F_0^{-1}(1 - F_0([x - \mu_1]/\sigma_1)) \). This can be a parametric family of functions with 2 to 4 parameters. If \( F_0 \) is symmetric about zero, then for (3.2), \( h(x) = \mu_2 + \sigma_2(\mu_1 - x)/\sigma_1 \) and also \( \sigma_1(Y_{i2} - \mu_2) = \sigma_2(\mu_1 - Y_{i1}) \) or \( \sigma_1 Y_{i2} + \sigma_2 Y_{i1} = \sigma_2 \mu_1 + \sigma_1 \mu_2 \). That is, \((Y_{i1}, Y_{i2})\) lie on a straight line, \( Y_{i2} = (\sigma_2 \mu_1 + \sigma_1 \mu_2)/\sigma_1 \) and also \( \sigma_2/\sigma_1 \) and \( (\sigma_2 \mu_1 + \sigma_1 \mu_2)/\sigma_1 \) are known. The IFM estimates must satisfy \( \hat{\mu}_2 = (\sigma_2 \mu_1 + \sigma_1 \mu_2)/\sigma_1, \hat{\sigma}_2 = \sigma_2/\sigma_1 \), so that the ML and IFM estimators are the same. More generally, if \( F_0 \) is not symmetric about zero, the ML and IFM estimators are different.

**Example 4. Families with shape parameters:** Some examples with scalar \( \alpha_j \) are (a) Pareto distributions \( F(y; \alpha_j) = 1 - (1 + y)^{-\alpha_j}, x > 0 \), for which (3.1) becomes \( h(x) = (1 + x)^{\alpha_j/\alpha_2} - 1 \); (b) Weibull distributions \( F(y; \alpha_j) = 1 - \exp(-y^{\alpha_j}), x > 0 \), for which (3.1) becomes \( h(x) = x^{\alpha_2/\alpha_j} \); (c) Gamma(\( \alpha_j, 1 \)) distributions for which \( h(x) \) in (3.1) does not reduce to a one-parameter family. Hence for the one-parameter Pareto and Weibull margins, IFM and ML estimators of \( \alpha_1, \alpha_2 \) are the same with the Fréchet upper bound, but for Gamma margins, the IFM estimators \( \hat{\alpha}_j \) would have zero asymptotic efficiency for the Fréchet upper bound.

For the Fréchet lower bound, \( \alpha_1, \alpha_2 \) are identified from \( h(x) \) in (3.2) for the Pareto, Weibull and Gamma margins (analysis is similar to that in Example 1).
Example 5. GEV univariate margins and the Fréchet upper bound: Since multivariate extreme value analysis (GEV margins) has been one area where two-stage estimation has been used in the past, we provide some details for this case.

With \((z)_+ = \max\{0, z\}\), let \(F_j(y) = \exp\{-(1 + \gamma_j [y - \mu_j]/\sigma_j)^{\gamma_j / \gamma_j}\}, F_j^{-1}(u) = \mu_j + \sigma_j [(-\log u)^{-\gamma_j} - 1]/\gamma_j\), \(\gamma_j < 0\), \(\gamma_j < \infty\), \(\gamma_j < \infty\), \(\sigma_j > 0\), \(j = 1, 2\), with the limiting case of \(\gamma_j \to 0\) corresponding to \(\exp\{-(y - \mu_j)/\sigma_j\}\). We assume \(\gamma_1, \gamma_2 \neq 0\) below; the analysis of this case follows from a limit.

For the Fréchet upper bound, from (3.1),

\[
 h(x) = \mu_2 + \sigma_2 \gamma_2^{-1} \left\{ (1 + \gamma_1 [x - \mu_1]/\sigma_1)^{\gamma_2 / \gamma_1} - 1 \right\} 
 = (\mu_2 - \sigma_2 \gamma_2^{-1}) + \sigma_2 \gamma_2^{-1} \left( 1 - \gamma_1 \mu_1 \sigma_1^{-1} + \gamma_1 x \sigma_1^{-1} \right)^{\gamma_2 / \gamma_1} 
 = (\mu_2 - \sigma_2 \gamma_2^{-1}) + \left[ (1 - \gamma_1 \mu_1 \sigma_1^{-1})(\sigma_2 / \gamma_2) - \gamma_1 \gamma_2 / \gamma_2 + (\sigma_2 / \gamma_2)^{\gamma_1 / \gamma_2} \gamma_1 x \sigma_1^{-1} \right]^{\gamma_2 / \gamma_1} 
\]

This is a 4-parameter family of curves if \(\gamma_1 \neq \gamma_2\). Note that for \(a > 0\), the parameter transforms \(\gamma_1 \to a \gamma_1, \gamma_2 \to a \gamma_2, \sigma_1 \to a \sigma_1, \sigma_2 \to a \sigma_2\) leads to the same curve.

If \(\gamma_1 = \gamma_2\), the above curve is linear (2-parameter family) over the support of \(F_1\). Because \((Y_{ij}, Y_{ij})\) would lie on the straight in this case, the ML and IFM estimators are the same (see Example 3).

For \(\gamma_1 \neq \gamma_2\), reparametrize with \(\lambda_j = \sigma_j / \gamma_j; \lambda_j\) has the same sign as \(\gamma_j\). Then, for (3.1),

\[
 h(x) = \begin{cases} 
 \mu_2 - \lambda_2 + \lambda_2 \lambda_1^{\gamma_2 / \gamma_1} [x - (\mu_1 - \lambda_1)]^{\gamma_2 / \gamma_1}, & \gamma_1 / \gamma_2 > 0, \\
 \mu_2 - \lambda_2 + |\lambda_2| |\lambda_1|^{\gamma_2 / \gamma_1} [(\mu_1 - \lambda_1) - x]^{\gamma_2 / \gamma_1}, & \gamma_1 / \gamma_2 < 0 
\end{cases} 
\]

and this is a 4-parameter family of curves with parameters \(a_1 = \mu_1 - \lambda_1, a_2 = \mu_2 - \lambda_2, b = |\lambda_2| |\lambda_1|^{\gamma_2 / \gamma_1}, d = \gamma_2 / \gamma_1\). These parameters can be identified with \(n \geq 4\) points on the curve. Let \(W_{ij} = Y_{ij} - a_j\) with cdf

\[
 G_j(w) = \exp\{-(w/a_j)^{\gamma_j / a_j}\} = \exp\{-\beta_j |w|^{-1 / \gamma_j}\}, 
\]

where \(\beta_j = |\lambda_j|^{1 / \gamma_j}\) and \(w > 0\) for \(\gamma_j > 0\), \(w < 0\) for \(\gamma_j < 0\). That is, if \(\gamma_j\) is positive, then the support of \(G_j\) is \((0, \infty)\), and if \(\gamma_j\) is negative, then the support of \(G_j\) is \((\infty, 0)\). \(G_j\) is a Fréchet and Weibull extreme value distribution, respectively, in the two cases. The sign of \(\gamma_j\) will be known from the sign of \(Y_{ij}\) after \(a_1, a_2\) are deduced. If \(W\) has a Weibull distribution on \((\infty, 0)\) with parameter \(\gamma_j < 0\), then \(-W^{-1}\) has a Fréchet distribution on \((0, \infty)\) with parameter \(-\gamma_j > 0\), since

\[
 \Pr(-W)^{-1} \leq z = \Pr(W \leq -z^{-1}) = \exp\{-\beta z^{1 / \gamma_j}\}, \quad z > 0. 
\]

Hence we now continue our analysis assuming \(\gamma_1, \gamma_2 > 0\).

With the parameter transform to \(\beta_j, b = (\beta_2 / \beta_1)^{\gamma_2 / \gamma_1}\). If the data are \(\{W_{ij}\}\), for \(j = 1, 2\), the univariate ML estimates based on \(W_{ij}\) maximized the univariate likelihoods with parameters \(\beta_j, \gamma_j\). The density of \(W_{ij}\) is

\[
 g_j(w) = \gamma_j^{-1} w^{-1 - 1 / \gamma_j} \beta_j \exp\{-\beta_j w^{-1 / \gamma_j}\} 
\]
and the log-likelihood is

\[ L_j = n \log \beta_j - n \log \gamma_j - (1 + \gamma_j^{-1}) \sum_i \log w_{ij} - \beta \sum_i w_{ij}^{-1/\gamma_j}. \]

Solving the derivative equations lead to

\[ \frac{\partial L_j}{\partial \beta_j} = n \beta_j^{-1} - \sum_i w_i^{-1/\gamma_j} = 0, \]

\[ \frac{\partial L_j}{\partial \gamma_j} = -n \gamma_j^{-1} + \gamma_j^{-2} \sum_i \log w_{ij} - \beta_j \gamma_j^{-2} \sum_i w_{ij}^{-1/\gamma_j} \log w_{ij} = 0, \]

\[ \hat{\beta}_j = n \left( \sum_i w_{ij}^{-1/\gamma_j} \right), \tag{3.6} \]

\[ -n \hat{\gamma}_j + \sum_i \log w_{ij} - \hat{\beta} \sum_i w_{ij}^{-1/\gamma_j} \log w_{ij} = 0, \]

\[ \hat{\gamma}_j = n^{-1} \sum_i \log w_{ij} - \sum_i w_{ij}^{-1/\hat{\gamma}_j} \log w_{ij} \left/ \sum_i w_{ij}^{-1/\hat{\gamma}_j} \right.. \tag{3.7} \]

From (3.5), \( w_{i2} = bw_{i1}^d \), and substituting in (3.7) leads to

\[ \hat{\gamma}_2 = n^{-1} \sum_i \log w_{i2} - \sum_i w_{i2}^{-d/\hat{\gamma}_2} \log w_{i2} \left/ \sum_i w_{i2}^{-d/\hat{\gamma}_2} \right., \]

\[ = dn^{-1} \sum_i \log w_{i1} + \log b - \sum_i w_{i1}^{-d/\hat{\gamma}_2} [d \log w_{i1} + \log b] \left/ \sum_i w_{i1}^{-d/\hat{\gamma}_2} \right., \]

\[ = dn^{-1} \sum_i \log w_{i1} - d \sum_i w_{i1}^{-d/\hat{\gamma}_2} \log w_{i1} \left/ \sum_i w_{i1}^{-d/\hat{\gamma}_2} \right.. \]

From (3.7), \( \hat{\gamma}_2 = d \hat{\gamma}_1 \) and hence \( \hat{\gamma}_2/\hat{\gamma}_1 = d \). Substituting in (3.6) leads to

\[ \hat{\beta}_2 = n \left( \sum_i w_{i2}^{-1/\hat{\gamma}_2} \right) = nb^{1/\hat{\gamma}_2} \left/ \sum_i w_{i1}^{-d/\hat{\gamma}_2} \right., \]

\[ = n(b \beta_1 \gamma_2/\hat{\gamma}_2) \left/ \sum_i w_{i1}^{-1/\hat{\gamma}_1} \right. = n(b \beta_1 \gamma_2/\hat{\gamma}_2) \hat{\beta}_1. \]

Hence \( \hat{\beta}_2/\hat{\beta}_1 \gamma_2/\hat{\gamma}_2 = b \) and the estimates \( \hat{\beta}_1, \hat{\beta}_2, \hat{\gamma}_1, \hat{\gamma}_2 \) satisfy the constraints from the curve \( h \).

These estimates with the transformed data correspond to MLE of \( \{Y_{ij}\} \) with the Fréchet upper bound. For the IFM estimators, \( a_j \) and \( W_{ij}, j = 1, 2, \) would not be known. Hence the IFM estimators are less efficient than MLEs for the Fréchet upper bound.

The analyses in the above examples extend to \( m > 2 \). For the Fréchet upper bound with \( m > 2 \), each bivariate margin is a bivariate Fréchet upper bound, so the above results apply. In general, there is no Fréchet lower bound for \( m > 2 \).

Next we study the information matrix \( I \) in the limiting case of an independence copula. Let \( \delta_i \) be the parameter value in (1.1) for the independence copula. As \( \delta \to \delta_i \), then \( I_{jj} \to \mathcal{J}_{jj} \) and \( I_{jk} \to 0, j \neq k, j, k = 1, \ldots, m, \) under some regularity conditions.
this, it follows that a necessary condition for \( V - \mathcal{I}^{-1} \to 0 \) as \( \delta \to \delta_I \) is for \( \mathcal{I}_{jd} \to 0 \) for \( j = 1, \ldots, m \), and this condition is proved below. Note that for many useful copula families which do not extend to negative dependence (for example, multivariate extreme value distributions have positive dependence only), \( \delta_I \) is on the boundary of the parameter space and hence asymptotic ML theory would not apply for \( \delta = \delta_I \).

**Theorem.** As \( \delta \to \delta_I \), under the usual regularity conditions for maximum likelihood, \( V - \mathcal{I}^{-1} \to 0 \). That is, the covariance matrix for the IFM estimator becomes the same as the covariance matrix of the MLE when the independence copula is approached.

**Proof.** For the continuous case, from (2.1),

\[
\mathcal{I}_{jk} = -E \left[ \frac{\partial^2 \ell}{\partial x_j \partial x_k} \right].
\]

Assuming that taking the limit as \( \delta \to \delta_I \) and differentiation with respect to \( x_j, x_k \) can be interchanged, then \( c \to 1 \) as \( \delta \to \delta_I \), and \( \mathcal{I}_{jk} = 0 \) for \( j \neq k \) and \( \mathcal{I}_{jj} = J_{jj} \) for \( j = 1, \ldots, m \).

For the discrete case, letting \( I(y) \) be an indicator function, then

\[
\mathcal{I}_{jk} = -E \left[ \frac{\partial^2 \ell}{\partial x_j \partial x_k} \right],
\]

where

\[
\ell = \sum_y I(y) \log f(y; \eta) \to \sum_y I(y)[\log f_1(y_1; x_1) + \cdots + \log f_m(y_m; x_m)],
\]

as \( \delta \to \delta_I \), so that \( \mathcal{I}_{jk} \to 0 \) for \( j \neq k \) and \( \mathcal{I}_{jj} \to J_{jj} \) for \( j = 1, \ldots, m \) (assuming the limit and differentiation can be interchanged).

Similarly, \( J_{jk} \to 0 \) for \( j \neq k \). From the matrices in (2.6), if \( \mathcal{I}_{jd} \to 0 \) for \( j = 1, \ldots, m \), then \( -D_g = \mathcal{I} \to 0 \) and \( M_g = \mathcal{I} \to 0 \), and \( V - \mathcal{I}^{-1} \to 0 \).

Finally, we show that \( \mathcal{I}_{jd} \to 0 \) as \( \delta \to \delta_I \), \( j = 1, \ldots, m \). Under regularity conditions,

\[
\mathcal{I}_{jd} = -E \left[ \frac{\partial^2 \ell}{\partial x_j \partial \delta} \right] = E \left[ \frac{\partial \ell}{\partial x_j} \frac{\partial \ell}{\partial \delta} \right] \to \delta_I \quad E \left[ \frac{\partial \ell_j}{\partial x_j} \frac{\partial \ell}{\partial \delta^T} \right] = E [g_jg_\delta^T] = 0.
\]

The last equality is shown in the appendix, and the limit step is similar to the above. \( \square \)

4. Efficiency

In this section, we use results from the preceding sections and study asymptotic relative efficiencies (AREs) of \( \hat{\eta} \) and \( \hat{\theta} \) based on \( V \) and \( \mathcal{I}^{-1} \). The bivariate continuous case with scalar quantities \( x_1, x_2, \delta \) is used to show some patterns in the efficiency of the IFM estimator and link together some results from Sections 2 and 3. In this case, we get a simpler form for the inverse of Fisher information, and the quantities in \( V \) and \( \mathcal{I} \) can be more readily evaluated numerically.
We proceed with some analyses in the bivariate continuous case with scalar parameters to indicate the behavior of terms in the Fisher information matrix as the Fréchet bounds are approached. For \( \alpha_1, \alpha_2 \) being scalars, the asymptotic variance of \( n^{1/2}(\hat{\alpha}_j - \alpha_j) \) is \( \mathcal{I}_{jj} \) and the asymptotic variance of \( n^{1/2}(\hat{\alpha}_j - \alpha_j) \) is \( \mathcal{J}_{jj}^{-1} \). From (2.1), \( \log f(y; \alpha_1, \alpha_2, \delta) = \log c(F_1(y_1; \alpha_1), F_2(y_2; \alpha_2); \delta) + \log f_1(y_1; \alpha_1) + \log f_2(y_2; \alpha_2) \) so that \( \mathcal{I}_{jj} = \mathcal{J}_{jj} + \zeta_{jj}, \quad j = 1, 2 \), where

\[
\zeta_{jj} = -E \left\{ \frac{\partial^2 \log c(F_1, F_2; \delta)}{\partial \alpha_j^2} \right\}.
\]

To understand the behavior of the asymptotic covariance matrix (2.6) for the IFM estimator, and the behavior of \( \zeta_{jj} \), we consider the efficiency of estimating \( \alpha_2 \) when \( \alpha_1 \) is known. In this subproblem, the relevant information matrix for is

\[
\mathcal{I}^* = \begin{pmatrix} \mathcal{I}_{22} & \mathcal{I}_{2d} \\ \mathcal{I}_{d2} & \mathcal{I}_{dd} \end{pmatrix},
\]

so asymptotic covariance matrix for the MLE (\( \hat{\alpha}_2, \hat{\delta} \)) is

\[
(\mathcal{I}^*)^{-1} = \frac{1}{\mathcal{I}_{22}\mathcal{I}_{dd} - \mathcal{I}_{2d}^2} \begin{pmatrix} \mathcal{I}_{dd} & -\mathcal{I}_{2d} \\ -\mathcal{I}_{d2} & \mathcal{I}_{22} \end{pmatrix}
\]

For the Fréchet bounds, \( \alpha_2 \) in (3.1) or (3.2) can be identified from the curve, so that \( \alpha_2 \) can be estimated without error (the IFM efficiency goes to 0), and

\[
\mathcal{I}_{dd}/(\mathcal{I}_{22}\mathcal{I}_{dd} - \mathcal{I}_{2d}^2) = \mathcal{I}_{dd}/((\mathcal{J}_{22} + \zeta_{22})\mathcal{I}_{dd} - \mathcal{I}_{2d}^2) = [\mathcal{J}_{22} + \zeta_{22} - \mathcal{I}_{2d}^2/\mathcal{I}_{dd}]^{-1} \to 0,
\]

as \( \delta \to \delta_U \) or \( \delta_L \), the parameter values for the Fréchet upper and lower bounds. \( \mathcal{J}_{22} \) does not change with \( \delta \), so that from (4.1), \( \zeta_{22} - \mathcal{I}_{2d}^2/\mathcal{I}_{dd} \to \infty \) as \( \delta \to \delta_U \) or \( \delta_L \). Hence \( \zeta_{22} \to \infty \) for the Fréchet bounds, and by symmetry \( \zeta_{11} \to \infty \) also. This means that \( \mathcal{I}_{11} \to \infty \) and \( \mathcal{I}_{22} \to \infty \) for the Fréchet bounds.

Now back to estimating \( \alpha_1, \alpha_2 \) with both unknown. With the notation \( \mathcal{I}^{-1} = (\mathcal{I}^{jk}) \),

\[
(\mathcal{I}^{(22)})^{-1} = \left[ \mathcal{J}_{22} + \zeta_{22} - \mathcal{I}_{2d}^2/\mathcal{I}_{dd} \right]^{-1}. \tag{4.2}
\]

We consider two cases for the behavior of \( \mathcal{I}_{jk} \) to explain the possible form of the MLE of \( \alpha_1, \alpha_2 \) for the Fréchet bounds, when \( \mathcal{I}_{1d}, \mathcal{I}_{2d}, \mathcal{I}_{dd} \) remain bounded. First, assume \( |\mathcal{I}_{12}| \to \infty \) as \( \delta \to \delta_U \) or \( \delta_L \) at a rate comparable to \( \zeta_{11}, \zeta_{22} \). Then from (4.2),

\[
(\mathcal{I}^{(22)}) \approx [\mathcal{J}_{22} + \zeta_{22} - \mathcal{I}_{12}^2/\mathcal{I}_{11}]^{-1}
\]

for \( \delta \) close to the Fréchet bound parameters. With \( \zeta_{22}, |\mathcal{I}_{12}| \to \infty \), it is possible for \( \zeta_{22} - \mathcal{I}_{12}^2/\mathcal{I}_{11} \) to approach \( \infty \), a positive constant or 0; in the latter case, IFM and ML estimators
become equivalent for the Fréchet bound and otherwise the IFM estimator is less efficient. Next, assume that |\( I_{12} |\) remains bounded. Then from (4.2),

\[
T^{(22)} \approx [J_{22} + \zeta_{22} - I_{2d}^2/I_{dd}]^{-1} \to 0.
\]

Note that \( T^{(22)} \to 0 \) as \( \delta \to \delta_U \) or \( \delta_L \) corresponds to the case where the univariate distributions can be determined when observing data satisfying the Fréchet bound (see the discussion in Section 3).

Next we discuss specific examples where the Fisher information \( I \) and the matrix \( V \) in (2.6) have been numerically compared. In the numerical computations, we noted that behavior of \( I_{jk}, \zeta_{jj} \) and \( T^{(jj)} \) referred to above.

Consider a bivariate family

\[
C(F_1(y_1, x_1), F_2(y_2; x_2); \delta)
\]  

(4.3)

which includes the independence copula and the Fréchet upper bound, and is increasing in dependence as the scalar parameter \( \delta \) increases. Assuming some regularity conditions, from the results in Section 3, the pattern in the efficiency of the IFM estimator for \( x_1, x_2 \) that we might expect to see are: (a) efficiency of 1 for \( \delta \to \delta_L \), (b) efficiency decreases as \( \delta \) increases from \( \delta_L \), (c) efficiency continues to decrease as \( \delta \) increases to \( \delta_U \), in the case where the parameters \( x_1, x_2 \) are identifiable from (3.1), or efficiency reaches a minimum for some \( \delta^* \) and then efficiency increases towards 1, in the case the parameters \( x_1, x_2 \) are not identifiable from (3.1) and the IFM and ML estimators are the same in the limit. If furthermore, the bivariate family has negative dependence and extends to the Fréchet lower bound, we might expect to see: (d) efficiency decreases as \( \delta \) decreases from \( \delta_L \) and reaching an efficiency of 0 as \( \delta \to \delta_U \), or efficiency reaches a minimum for some \( \delta^* \) and then efficiency increases towards 1, depending on whether \( x_1, x_2 \) are identifiable from (3.2). These are the patterns in the efficiency that we see in all numerical examples for which we have done the computations.

In Table 1, some numerical results to illustrate this is given for (4.3) for the Plackett [17] copula \( C(u_1, u_2; \delta) = \frac{1}{4} (\delta - 1)^{-1} \left[ 1 + (\delta - 1) (u_1 + u_2) - [(1 + (\delta - 1) (u_1 + u_2))^2 - 4\delta (\delta - 1) u_1 u_2]^{1/2} \right] \) (\( \delta \to 1 \) for independence, \( \delta \to \infty \) for the Fréchet upper bound, \( \delta \to 0 \) for the Fréchet lower bound) and exponential margins with mean parameters \( x_1, x_2 \) (because of scale invariance, the results are invariant to the values of \( x_1, x_2 \)). In Table 1, the \( \delta \) values correspond to those that yield Kendall tau values from \(-0.9\) to \(0.9\) in steps of \(0.1\) (see [7, Table 5.1]), and the ARE values are from the ratio of diagonal elements of \( I^{-1} \) to corresponding diagonal elements of \( V \). In the case for positive dependence, the efficiency for the IFM estimator \( \tilde{\delta}_j \) decreases up to a Kendall tau value of around \(0.8\) (\( \delta = 44 \)) and then increases. Note that the IFM estimator \( \tilde{\delta} \) has very high efficiency; this is also typical of other examples that were studied.

For model (4.3) with continuous margins and \( x_1, x_2, \delta \) being scalars, the elements of \( I \) and \( V \) are straightforward to compute using two-dimensional numerical integration [2]. For the integrations, the following derivatives of the copula density \( c(u_1, u_2; \delta) = \partial^2 C(u_1, u_2; \delta)/\partial u_1 \partial u_2 \) are needed: \( \partial c/\partial u_j, \partial c/\partial \delta, \partial^2 c/\partial u_j^2, \partial^2 c/\partial u_1 \partial u_2, \partial^2 c/\partial \delta^2 \) and \( \partial^2 c/\partial u_j \partial \delta \). With \( C \) or \( c \) in closed form, these derivatives are easily obtained using symbolic manipulation software. We tried computations with a number of one-parameter family of copulas (see
Table 1
ARE of IFM estimators for Plackett copula, exponential margins

<table>
<thead>
<tr>
<th>δ</th>
<th>ARE(\tilde{z}_j)</th>
<th>ARE(\delta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.002</td>
<td>0.064</td>
<td>0.996</td>
</tr>
<tr>
<td>0.009</td>
<td>0.238</td>
<td>0.995</td>
</tr>
<tr>
<td>0.023</td>
<td>0.444</td>
<td>0.995</td>
</tr>
<tr>
<td>0.047</td>
<td>0.621</td>
<td>0.996</td>
</tr>
<tr>
<td>0.088</td>
<td>0.753</td>
<td>0.997</td>
</tr>
<tr>
<td>0.15</td>
<td>0.852</td>
<td>0.998</td>
</tr>
<tr>
<td>0.25</td>
<td>0.921</td>
<td>0.999</td>
</tr>
<tr>
<td>0.40</td>
<td>0.968</td>
<td>0.999+</td>
</tr>
<tr>
<td>0.64</td>
<td>0.993</td>
<td>0.999+</td>
</tr>
<tr>
<td>1.00</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>1.57</td>
<td>0.994</td>
<td>0.999+</td>
</tr>
<tr>
<td>2.48</td>
<td>0.978</td>
<td>0.999+</td>
</tr>
<tr>
<td>4.00</td>
<td>0.955</td>
<td>0.999+</td>
</tr>
<tr>
<td>6.60</td>
<td>0.930</td>
<td>0.999</td>
</tr>
<tr>
<td>11.4</td>
<td>0.909</td>
<td>0.999</td>
</tr>
<tr>
<td>21.1</td>
<td>0.896</td>
<td>0.999</td>
</tr>
<tr>
<td>44.1</td>
<td>0.893</td>
<td>0.999</td>
</tr>
<tr>
<td>115</td>
<td>0.895</td>
<td>0.998</td>
</tr>
<tr>
<td>530</td>
<td>0.898</td>
<td>0.998</td>
</tr>
</tbody>
</table>

[7, Section 5.1]) that include independence and the Fréchet upper bound, and a number of different univariate one-parameter families: $N(\mu, 1)$, exponential(\mu), Weibull(\mu), Gumbel or extreme value distribution with location parameter \mu. The pattern is similar to the above table, but of course the efficiency depends on the copula family and the univariate margins. The turning point where efficiency of $\tilde{z}_j$ increases again sometimes corresponds to a Kendall tau value which is closer to 1 than 0.8.

The combination with the worse case of efficiency of $\tilde{z}_j$ for positive dependence, among those mentioned above, is for the Frank [3] copula with exponential margins. In this case, ARE($\tilde{z}_j$) reached 0.57 for \delta corresponding to a Kendall tau value of 0.9.

The next Table 2 is based on an artificial model. It is used to compare continuous and discrete univariate margins. The copula is the Frank [3] copula $C(u_1, u_2; \delta) = -\delta^{-1} \log((1 - e^{-\delta}) - (1 - e^{-\delta u_1})(1 - e^{-\delta u_2})/(1 - e^{-\delta})) (\delta \to 0$ for independence, $\delta \to \infty$ for the Fréchet upper bound) and the univariate margin is $F_j(y; \alpha_j) = 1 - \exp(-\tau_y/\alpha_j)$, $\tau_y = -\log(1 - y/(r + 1))$, $y = 1, \ldots, r$; this corresponds to discretized exponential with $r + 1$ ordered categories. The $\delta$ values in Table 2 correspond to Kendall tau values of 0.2, 0.5, 0.7 and 0.9. Note that the efficiency loss for the IFM method slowly worsens as the number of categories increases.

The next example is for bivariate ordinal probit or discretized bivariate normal, where the number of univariate parameters is one less than the number of categories $r_j$. If the cutpoints or threshold parameters are $\alpha_1 = (\alpha_{11}, \ldots, \alpha_{1r_1-1})$, and $\alpha_2 = (\alpha_{21}, \ldots, \alpha_{2r_2-1})$ and $\alpha_{j0} = -\infty$ and $\alpha_{jr_j} = \infty$, the bivariate ordinal probit model has
Table 2
ARE of IFM estimators for Frank copula with discretized exponential margins in $r$ categories, $x_1 = x_2 = 1$

<table>
<thead>
<tr>
<th>$r$</th>
<th>$\delta$</th>
<th>$\text{ARE}(\bar{\delta})$</th>
<th>$\text{ARE}(\tilde{\delta})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.86</td>
<td>0.988</td>
<td>0.999+</td>
</tr>
<tr>
<td>3</td>
<td>1.86</td>
<td>0.984</td>
<td>0.999+</td>
</tr>
<tr>
<td>5</td>
<td>1.86</td>
<td>0.981</td>
<td>0.999+</td>
</tr>
<tr>
<td>10</td>
<td>1.86</td>
<td>0.979</td>
<td>0.999+</td>
</tr>
<tr>
<td>20</td>
<td>1.86</td>
<td>0.978</td>
<td>0.999+</td>
</tr>
<tr>
<td></td>
<td>5.74</td>
<td>0.941</td>
<td>0.999+</td>
</tr>
<tr>
<td></td>
<td>5.74</td>
<td>0.916</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td>5.74</td>
<td>0.898</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td>5.74</td>
<td>0.888</td>
<td>0.997</td>
</tr>
<tr>
<td></td>
<td>5.74</td>
<td>0.884</td>
<td>0.997</td>
</tr>
<tr>
<td></td>
<td>11.4</td>
<td>0.926</td>
<td>0.999+</td>
</tr>
<tr>
<td></td>
<td>11.4</td>
<td>0.877</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td>11.4</td>
<td>0.825</td>
<td>0.996</td>
</tr>
<tr>
<td></td>
<td>11.4</td>
<td>0.786</td>
<td>0.994</td>
</tr>
<tr>
<td></td>
<td>11.4</td>
<td>0.773</td>
<td>0.994</td>
</tr>
<tr>
<td></td>
<td>20.9</td>
<td>0.950</td>
<td>0.999+</td>
</tr>
<tr>
<td></td>
<td>20.9</td>
<td>0.903</td>
<td>0.999+</td>
</tr>
<tr>
<td></td>
<td>20.9</td>
<td>0.826</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td>20.9</td>
<td>0.730</td>
<td>0.995</td>
</tr>
<tr>
<td></td>
<td>20.9</td>
<td>0.683</td>
<td>0.994</td>
</tr>
</tbody>
</table>

Note that this is a copula-based model with the bivariate normal copula $\Phi_2(\phi^{-1}(u_1), \phi^{-1}(u_2); \delta)$ and univariate cdfs $F_j(y) = \Phi(x_j, y)$ for $y = 1, \ldots, r_j$, where $\Phi$ is the univariate standard normal cdf and $\Phi_2$ is the bivariate standard normal cdf with correlation $\delta$. The two-stage estimation method for this model was studied in Olsson [16], but without any comparison of relative efficiency.

Table 3 has some results on asymptotic relative efficiency for this model. Given some $x_j$ vectors, the $\delta$ value listed is the positive value leading to the smallest ARE. The computations of $I$ and $V$ are not difficult because of the discreteness and because the derivatives have simple forms. With the range of $r$ and parameters commonly encountered for this model, two-stage estimation is highly efficient. There is a slow worsening of efficiency of the univariate parameters as $r_1, r_2$ increase. Similar to Table 1, the efficiency of $\tilde{\delta}$ is high (above 0.98 in all numerical cases that were computed).

As the dimension $m$ increases, intuitively one would expect the ARE of the IFM method to worsen. The next example gives an indication of amount of the decrease in efficiency as $m$ increases. We use the multivariate exchangeable binary probit model (multivariate
version of (4.4) with \( r_j = 2 \) for all \( j = 1, \ldots, m \), correlation matrix \( R = (\rho_{jk}) \) with \( \rho_{jk} = \rho \geq 0 \) for all \( j \neq k \). We parameterize the model so that the univariate parameters are Bernoulli parameters \( \alpha_j \) (thresholds \( \Phi^{-1}(\alpha_j) \)) and the multivariate dependence parameter is \( \delta = \rho \). For this model, computations are numerically straightforward because the rectangle probabilities and their derivatives with respect to \( \alpha_j, \rho \) can be reduced to 1-dimensional numerical integrals. For a fixed \( (\alpha_1, \ldots, \alpha_m) \), the minimum ARE of \( \tilde{\alpha}_j \) typically occurs for \( \rho \) in the interval \((0.9, 1)\). With \( (\alpha_1, \ldots, \alpha_m) \) varying and \( \rho \) fixed, the minimum ARE of \( \tilde{\alpha}_j \) occurs on the boundary as \( \alpha_j \to 0 \) or 1. Hence for a more reasonable optimization, we set \( \rho = 0.9 \), \( \alpha_m = 0.01 \) and constrain \( \alpha_j \) in \([0.01, 0.99]\) for \( \alpha_j, j = 1, \ldots, m - 1 \). Table 4 shows the constrained minimum ARE of \( \tilde{\alpha}_m \) for \( m = 3, \ldots, 8 \) as well as the vector \( \alpha \) leading to the minimum (the complementary vector \( 1 - \alpha \) leads to the same value of ARE). The constrained minimum ARE values are much closer to 1 if the interval for each \( \alpha_j \) is narrower such as \([0.1, 0.9]\).

Finally, we show a table for bivariate extremes to illustrate Example 5. This example is relevant to extreme value inference. Note that the generalized extreme value distribution is a nonregular case in that the range of support depends on the \( \mu_j \) parameters; however regular asymptotic maximum likelihood theory is valid for \( \gamma_j > -\frac{1}{2} ([18;20, Section 7]) \). In practice, the shape parameter \( \gamma \) is usually in the interval \((-\frac{1}{2}, \frac{1}{2})\).

Because the expectations in \( \mathcal{I} \) are computationally difficult and the results in the appendix do not apply, we approximate the asymptotic relative efficiencies based on Monte Carlo simulations. Table 5 has some ARE results for \( \delta \) values for the Gumbel [5] copula \( C(u_1, u_2; \delta) = \exp\{-[\log u_1]^\delta + [\log u_2]^\delta]^{1/\delta}\} (\delta = 1 \text{ for independence}, \delta \to \infty \text{ for the Fréchet upper bound}) \) with \( \delta \) values corresponding to Kendall tau values 0.1, 0.3, 0.5, 0.7, 0.9. Combinations of \( (\gamma_1, \gamma_2) \) chosen were \((.1, .1), (.1, .2), (.2, .2), (.2, .3), (-.1, -.1), (-.1, .1)\). The estimated ARE values are based on sample sizes of \( n = 500 \) and 1000 simulations. The range of ARE for \( \tilde{\mu}, \tilde{\sigma}, \tilde{\gamma}, \tilde{\delta} \) is given for each of the \( \delta \) values. Note that the main loss of efficiency is in \( \tilde{\gamma}_j \) as \( \delta \) increases. In the moderate dependence range, most
Table 5
Range of AREs for bivariate extreme value with Gumbel copula

<table>
<thead>
<tr>
<th>( \delta )</th>
<th>( \text{ARE}(\tilde{\mu}_j) )</th>
<th>( \text{ARE}(\tilde{\sigma}_j) )</th>
<th>( \text{ARE}(\tilde{\gamma}_j) )</th>
<th>( \text{ARE}(\tilde{\delta}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.11</td>
<td>.99–1.0</td>
<td>.99–1.0</td>
<td>.94–.97</td>
<td>.99–1.0</td>
</tr>
<tr>
<td>1.43</td>
<td>.96–.99</td>
<td>.97–1.0</td>
<td>.77–.85</td>
<td>.98–.99</td>
</tr>
<tr>
<td>2.00</td>
<td>.94–.97</td>
<td>.94–.99</td>
<td>.61–.72</td>
<td>.97–.99</td>
</tr>
<tr>
<td>3.33</td>
<td>.93–.96</td>
<td>.92–.98</td>
<td>.48–.62</td>
<td>.97–.99</td>
</tr>
<tr>
<td>10.0</td>
<td>.93–.96</td>
<td>.92–.98</td>
<td>.30–.53</td>
<td>.97–.99</td>
</tr>
</tbody>
</table>

common in applications, the efficiency loss may be acceptable. For this bivariate model, numerical ML is straightforward as there are just 7 parameters. In multivariate extreme value models where numerical ML is infeasible and the IFM method can be used, the efficiency loss would have to be accepted for computational reasons; see the next section on suggestions on how the IFM method might be modified.

For all of the examples, there was high efficiency for \( \tilde{\delta} \) (see in particular Tables 1,2,5). From the elements of the matrices \( V \) and \( I \) in Section 2, note that if \( I_{jd} = 0 \) for \( j = 1, \ldots, m \), then \( \mathcal{I}^{(dd)} = \mathcal{I}^{-1}_{dd} \), \( V_{jd} = 0 \) for \( j = 1, \ldots, m \) and \( V_{dd} = \mathcal{I}^{-1}_{dd} \). That is, \( \tilde{\delta} \) is asymptotically fully efficient in this case. Hence if \( I_{jd}, \ j = 1, \ldots, m, \) consist of small absolute values relative to other elements in \( I \), one can expect \( \tilde{\delta} \) to be highly efficient. An example where \( I_{jd} = 0 \) is a model consisting of a bivariate reflection symmetric copula \( c(u, v; \delta) = c(1 - u, 1 - v; \delta) \) and symmetric univariate margins with a location parameter (proof is straightforward and is omitted).

5. Conclusions and further research

Results obtained in this paper were based on numerical comparisons in combination with derivation of theoretical results to explain the patterns in the efficiency of the two-stage estimation or IFM method. There is tradeoff between computatability and asymptotic relative efficiency of estimators. Generally, IFM has good efficiency except possibly for extreme dependence near the Fréchet bounds. For discrete margins, with few categories, the IFM estimator appears to be highly efficient, and the efficiency slowly worsens with more categories. It is in the case of continuous margins, that there can efficiency loss with strong dependence. Computationally two-stage or IFM estimation is much easier, particularly when the total number of parameters exceeds the 15–20 range. Standard errors of (functions of) parameters can be estimated by the jackknife in general or in some cases with the asymptotic covariance matrix. When maximum likelihood estimation is computationally feasible, the two-stage procedure provides a good starting point.

The two-stage procedure is especially convenient for the comparison of different copulas with the same set of univariate margins. This type of comparison is important in practice for a sensitivity analysis of inferences to the multivariate model.

If one feels that IFM estimation might be inefficient because of strong association, a version of estimating/inference equations based on a combination of univariate and bivariate
log-likelihoods could be considered as an alternative to the multivariate log-likelihood. This approach is considered in Jöreskog and Moustaki [8] for a multivariate ordinal probit model with factor analysis, and is an example of what has been called a composite likelihood [10]. Its efficiency for multivariate models is a topic of future research. Other versions of estimation based on log-likelihoods of low-dimensional margins could also be considered. These variations are important for models in which computations of high-dimensional multivariate probabilities are difficult. The general good efficiency properties of the two-stage estimation method can be expected to carry over to these other variations.

Appendix

We prove that $\text{Cov}(g_j, g_d) = E[g_j g_d^T] = 0$, first for the continuous case, and then for the discrete case. The usual regularity conditions (including interchange of differentiation and integration/summation) for maximum likelihood theory are assumed. The support of $F_j$ is assumed not to depend on the parameter $\alpha_j$.

In the continuous case, let $y_{-j}$ be the vector $y$ omitting the $j$th component $y_j$. Then

$$E[g_j g_d^T] = \int \frac{\partial \ell_j}{\partial \alpha_j} \cdot \frac{\partial \log c}{\partial \delta^T} \cdot f_1 \cdots f_m \cdot c(F_1, \ldots, F_m; \delta) \, dy_1 \cdots dy_m$$

$$= \int \frac{\partial \ell_j}{\partial \alpha_j} \cdot \frac{\partial c}{\partial \delta^T} \cdot f_1 \cdots f_m \, dy_1 \cdots dy_m$$

$$= \int \frac{\partial \ell_j}{\partial y_j} \frac{\partial c(F_1, \ldots, F_m; \delta)}{\partial \delta^T} \, dy_{-j} \, dy_j = \int \frac{\partial \ell_j}{\partial y_j} \frac{\partial}{\partial \delta^T} f(y_j) \, dy_j = 0,$$

where an interchange of integration and differentiation is made in the second to last step.

In the discrete case, let $f_j(y_j; \alpha_j) = \Pr(Y_j = y_j)$ where $y_j$ are the support points of the $j$th margin. Let $f(y; \alpha_1, \ldots, \alpha_m, \delta)$ be the joint probability mass function with univariate margins $f_1, \ldots, f_m$. Let $I_1(y_1), \ldots, I_m(y_m), I(y)$ be the indicator functions. Then

$$\ell_j = \sum_{y_j} I_j(y_j) \log f_j(y_j; \alpha_j) = \sum_{y_j} \sum_{y:y_j=y_j} I(y) \log f_j(z_j; \alpha_j),$$

$$\ell = \sum_y I(y) \log f(y; \delta, \alpha),$$

$$g_j = \frac{\partial \ell_j}{\partial \alpha_j} = \sum_{z_j} \sum_{y:y_j=z_j} I(y) f_j^{-1} \frac{\partial f_j}{\partial \alpha_j},$$

$$g_d = \frac{\partial \ell}{\partial \delta} = \sum_y I(y) f^{-1} \frac{\partial f}{\partial \delta},$$

$$E[g_j g_d^T] = \sum_y E[I(y)] f_j^{-1} f^{-1} \frac{\partial f_j}{\partial \alpha_j} \frac{\partial f}{\partial \delta^T}$$

$$= \sum_y f_j^{-1} \frac{\partial f_j}{\partial \alpha_j} \frac{\partial f}{\partial \delta^T} = \sum_{z_j} f_j^{-1} \frac{\partial f_j}{\partial \alpha_j} \sum_{y:y_j=z_j} \frac{\partial f}{\partial \delta^T} = \sum_{z_j} f_j^{-1} \frac{\partial f_j}{\partial \alpha_j} \frac{\partial f_j}{\partial \delta^T} = 0.$$
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