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a b s t r a c t

In this paper,we first give the representation of the general solution of the following inverse
monic quadratic eigenvalue problem (IMQEP): given matrices Λ = diag{λ1, . . . , λp} ∈

Cp×p, λi ≠ λj for i ≠ j, i, j = 1, . . . , p, X = [x1, . . . , xp] ∈ Cn×p, rank(X) = p, and
both Λ and X are closed under complex conjugation in the sense that λ2j = λ̄2j−1 ∈ C,
x2j = x̄2j−1 ∈ Cn for j = 1, . . . , l, and λk ∈ R, xk ∈ Rn for k = 2l + 1, . . . , p,
find real-valued symmetric matrices D and K such that XΛ2

+ DXΛ + KX = 0. Then
we consider a best approximation problem: given D̃, K̃ ∈ Rn×n, find (D̂, K̂) ∈ SDK such
that ‖(D̂, K̂) − (D̃, K̃)‖W = min(D,K)∈SDK ‖(D, K) − (D̃, K̃)‖W , where ‖ · ‖W is a weighted
Frobenius norm and SDK is the solution set of IMQEP.We show that the best approximation
solution (D̂, K̂) is unique and derive an explicit formula for it.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

In a recent treatise, Tisseur andMeerbergen [1] have surveyedmany applications, mathematical properties, and a variety
of numerical techniques for the so-called quadratic eigenvalue problem (QEP). The problem concerns, given n × n complex
matricesM,D and K , find scalars λ and nonzero vectors x such that

Q (λ)x = 0, (1.1)

where

Q (λ) := Q (λ;M,D, K) = λ2M + λD + K (1.2)

is called a quadratic pencil defined by M,D and K . The scalars λ and the corresponding nonzero vectors x are called,
respectively, eigenvalues and eigenvectors of the pencil. The QEP is currently receiving much attention because of its
extensive applications in areas such as appliedmechanics, electrical oscillation, vibro-acoustics, fluidmechanics, gyroscopic
systems, and signal processing. It is known that the QEP has 2n finite eigenvalues over the complex field, provided that the
leading matrix coefficient M is nonsingular. The ‘‘direct’’ problem is, of course, to find the eigenvalues and eigenvectors
when the coefficient matrices M,D and K are given, and an inverse QEP is to determine the matrix coefficients M,D and K
from a prescribed set of eigenvalues and eigenvectors.

In most of the applications involving (1.1), specifications of the underlying physical system are embedded in the matrix
coefficients M,D and K while the resulting bearing of the system usually can be interpreted via its eigenvalues and
eigenvectors. A direct QEP, therefore, is meant generally to induce the dynamical behavior from given physical parameters.
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The inverse QEP reverse the line of induction. It is meant to construct the physical parameters from a given or desired
behavior. The inverse problem is equally important in practice as the direct problem.

Matrix coefficients in QEPs arising in practice often maintain some additional properties. A typical case is that each of
the matrix coefficients is of certain symmetry and thatM is symmetric positive definite. Thus, for practicality, inverse QEPs
should be solved with these additional constraints on the matrix coefficients in mind. An inverse QEP of interest here is that
when the leading matrix coefficientM is known and fixed, only D and K are to be determined. Our study in this paper stems
from the speculation that the notion of the inverse QEP has the potential of leading to an important modification tool for
model updating, model tuning, and model correction [2–5], when compared with an analytical model.

Consider the fact that ifM = LLT denotes the Cholesky decomposition ofM , then

Q (λ)x = 0 ⇔ Q̃ (λ)(LT x) = 0, (1.3)

where

Q̃ (λ) := λ2In + λL−1DL−T
+ L−1KL−T . (1.4)

Thus, without loss of generality, we may assume that the given matrixM in our inverse problem is the n× n identity matrix
In. For this reason, the inverse problem we are dealing with will be called an inverse monic quadratic eigenvalue problem
(IMQEP). This paper is mainly concerned with solving the following two problems.

Problem I (IMQEP). Given a pair of matrices (Λ, X) in the form

Λ = diag{λ1, . . . , λp} ∈ Cp×p (1.5)

and

X = [x1, . . . , xp] ∈ Cn×p, (1.6)

where diagonal elements of Λ are all distinct, X is of full column rank p, and both Λ and X are closed under complex
conjugation in the sense that λ2j = λ̄2j−1 ∈ C, x2j = x̄2j−1 ∈ Cn for j = 1, . . . , l, and λk ∈ R, xk ∈ Rn for k = 2l + 1, . . . , p,
find real-valued and symmetric matrices D and K that satisfy the equation

XΛ2
+ DXΛ + KX = 0. (1.7)

In other words, each pair (λt , xt), t = 1, . . . , p, is an eigenpair of the monic quadratic pencil

Q (λ) = λ2In + λD + K .

Problem II (Approximation Problem). Given D̃, K̃ ∈ Rn×n, find (D̂, K̂) ∈ SDK such that

‖(D̂, K̂) − (D̃, K̃)‖W = min
(D,K)∈SDK

‖(D, K) − (D̃, K̃)‖W , (1.8)

where ‖ · ‖W is the weighted Frobenius norm, and SDK is the solution set of Problem I.

In Section 2, we show that Problem I is always solvable, and the representation of the solution set of Problem I, denoted
by SDK , is presented. In Section 3, we prove that Problem II is uniquely solvable, and the expression of the unique solution
(D̂, K̂) is given. In Section 4, a numerical algorithm to acquire the best approximation solution under a weighted Frobenius
norm sense is described and two numerical examples are provided. Some concluding remarks are given in Section 5.

In this paper, we shall adopt the following notation. Let Cm×n,Rm×n denote the set of allm×n complex and real matrices,
respectively.ORn×n denotes the set of all orthogonalmatrices inRn×n. Capital letters A, B, C, . . . , denotematrices, lower case
letters denote column vectors, Greek letters denote scalars, ᾱ denotes the conjugate of the complex number α, AT denotes
the transpose of the matrix A, and ‖ · ‖ stands for the matrix Frobenius norm. Given two matrices A = [aij] ∈ Rm×n and
B = [bij] ∈ Rm×n, A ∗ B represents the Hadamard product of the matrices A and B, that is, A ∗ B = [aijbij] ∈ Rm×n. We write
A > 0 (A ≥ 0) if A is real symmetric positive definite (positive semi-definite).

2. Solving Problem I

Letαi = Re(λi) (the real part of the complex numberλi), 0 < βi = Im (λi) (the imaginary part of the complex numberλi),
yi = Re(xi), zi = Im (xi) for i = 1, 3, . . . , 2l − 1 and

Λ̃ = diag
[

α1 β1
−β1 α1

]
, . . . ,

[
α2l−1 β2l−1

−β2l−1 α2l−1

]
, λ2l+1, . . . , λp


∈ Rp×p, (2.1)

X̃ =

y1, z1, . . . , y2l−1, z2l−1, x2l+1, . . . , xp


∈ Rn×p. (2.2)
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Then, the equation (1.7) is equivalent to the equation

X̃Λ̃2
+ DX̃Λ̃ + KX̃ = 0. (2.3)

Since rank(X) = rank(X̃) = p, the singular value decomposition (SVD) of X̃ is of the form

X̃ = U
[
Σ

0

]
Q T

= U1ΣQ T , (2.4)

where U = [U1,U2] ∈ ORn×n with U1 ∈ Rn×p,Q ∈ ORp×p, and Σ = diag{σ1, . . . , σp} > 0.
Now, based on the SVD of X̃ , for an arbitrary matrix A ∈ Rn×n, we can define a norm termed weighted Frobenius norm

that

‖A‖W := ‖WAW‖, (2.5)

where W = U

Σ 0
0 I


UT > 0. It is easy to check that ‖ · ‖W is a norm induced by the inner product ⟨A, B⟩ :=

trace(W 2BTW 2A) for all matrices A, B ∈ Rn×n. So, Rn×n with ‖ · ‖W is a Hilbert space.
Plugging (2.4) into (2.3), we have[

Σ

0

]
Q T Λ̃2Q + UTDU

[
Σ

0

]
Q T Λ̃Q + UTKU

[
Σ

0

]
= 0. (2.6)

Let

UTDU =

[
D11 D12

DT
12 D22

]
, UTKU =

[
K11 K12

K T
12 K22

]
. (2.7)

Thus, the equation (2.6) is equivalent to the following matrix equations:

ΣQ T Λ̃2Q + D11ΣQ T Λ̃Q + K11Σ = 0, (2.8)

DT
12ΣQ T Λ̃Q + K T

12Σ = 0. (2.9)

For convenience, we shall denote

G = QΣ2Q T , QΣD11ΣQ T
= A, QΣK11ΣQ T

= B, (2.10)

then the equation (2.8) can be written as

GΛ̃2
+ AΛ̃ + B = 0, (2.11)

where A, B are yet to be determined. It is easy to see that the equation (2.11) with unknown matrix B has a symmetric
solution if and only if

GΛ̃2
+ AΛ̃ = (Λ̃T )2G + Λ̃TAT . (2.12)

It is not difficult to prove that A0 = −Λ̃TG − GΛ̃ is a particular solution of (2.12). Consider the following homogeneous
equation

HΛ̃ = Λ̃TH, s.t. H = HT . (2.13)

When setting

Λ̃1 = diag
[

α1 β1
−β1 α1

]
, . . . ,

[
α2l−1 β2l−1

−β2l−1 α2l−1

]
, Λ̃2 = diag{λ2l+1, . . . , λp}, (2.14)

and

H =

[
H1 H2

HT
2 H3

]
with H1 = HT

1 ∈ R2l×2l and H3 = HT
3 ∈ R(p−2l)×(p−2l), (2.15)

we know the equation (2.13) is equivalent to the following three matrix equations:

H3Λ̃2 = Λ̃2H3, (2.16)

H2Λ̃2 = Λ̃T
1H2, (2.17)

H1Λ̃1 = Λ̃T
1H1. (2.18)
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Because thematrixH3 can be commutedwith the diagonalmatrix Λ̃2 and the diagonal elements of Λ̃2 are distinct, it follows
from the equation (2.16) that

H3 = diag{ξ2l+1, . . . , ξp}, (2.19)
where the scalars ξj, j = 2l + 1, . . . , p, are arbitrary real numbers.

Observe that the matrices Λ̃2 and Λ̃T
1 have no eigenvalues in common. Applying an established result [6, Theorem 2,

Section 12.3], we conclude that
H2 ≡ 0. (2.20)

Now we are ready to deal with the equation (2.18). Let

H1 = [Hij]2l×2l with Hij =

[
η

(ij)
1 η

(ij)
2

η
(ij)
3 η

(ij)
4

]
2×2

for i, j = 1, . . . , l. (2.21)

From the equation (2.18), when i ≠ j, i, j = 1, . . . , l, we have[
η

(ij)
1 η

(ij)
2

η
(ij)
3 η

(ij)
4

] [
α2j−1 β2j−1

−β2j−1 α2j−1

]
=

[
α2i−1 −β2i−1
β2i−1 α2i−1

] [
η

(ij)
1 η

(ij)
2

η
(ij)
3 η

(ij)
4

]
.

After some manipulations this results in ζ −β2j−1 β2i−1 0
β2j−1 ζ 0 β2i−1

−β2i−1 0 ζ −β2j−1
0 −β2i−1 β2j−1 ζ




η
(ij)
1

η
(ij)
2

η
(ij)
3

η
(ij)
4

 = 0, (2.22)

where ζ = α2j−1 − α2i−1. It is easily verified that

det

 ζ −β2j−1 β2i−1 0
β2j−1 ζ 0 β2i−1

−β2i−1 0 ζ −β2j−1
0 −β2i−1 β2j−1 ζ

 = (β2
2j−1 − β2

2i−1)
2
+ ζ 4

+ 2ζ 2(β2
2i−1 + β2

2j−1) ≠ 0.

Hence, it follows from the equation (2.22) that

η
(ij)
t = 0 for t = 1, 2, 3, 4,

namely,
Hij = 0 for i ≠ j, i, j = 1, . . . , l.

When i = j, i = 1, . . . , l, from the equation (2.18), it is easy to check that

Hii =

[
ε2i−1 δ2i−1
δ2i−1 −ε2i−1

]
, i = 1, . . . , l, (2.23)

where the scalars ε2i−1, δ2i−1, i =, 1, . . . , l, are arbitrary real numbers.
By now, we know that the general symmetric solution to the equation (2.13) with unknown matrix H can be expressed

as

H = diag
[

ε1 δ1
δ1 −ε1

]
, . . . ,

[
ε2l−1 δ2l−1
δ2l−1 −ε2l−1

]
, ξ2l+1, . . . , ξp


, (2.24)

then the general symmetric solution to the equation (2.12) with unknown matrix A becomes

A = −Λ̃TG − GΛ̃ + H. (2.25)
Combining (2.25) with (2.11), we find that

B = Λ̃TGΛ̃ − HΛ̃. (2.26)
Inserting (2.25) and (2.26) into (2.10) yields

D11 = −Σ−1Q T (Λ̃TG + GΛ̃)QΣ−1
+ Σ−1Q THQΣ−1 (2.27)

and

K11 = Σ−1Q T Λ̃TGΛ̃QΣ−1
− Σ−1Q THΛ̃QΣ−1. (2.28)

From the equation (2.9), it follows that

K12 = −Σ−1Q T Λ̃TQΣD12, (2.29)
where D12 is an arbitrary matrix.

Summing up above discussion, we can reach our first major result as follows.
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Theorem 2.1. Let (Λ, X) ∈ Cp×p
× Cn×p be given as in (1.5) and (1.6). Separate matrices Λ and X into real parts and imaginary

parts resulting Λ̃ and X̃ expressed as in (2.1) and (2.2). Let the SVD of X̃ be (2.4). Then the solution set of Problem I, denoted by
SDK , admits the following representation:

SDK =

(D, K)


D = U

[
D11 D12

DT
12 D22

]
UT ,

K = U
[
K11 −Σ−1Q T Λ̃TQΣD12

−DT
12ΣQ T Λ̃QΣ−1 K22

]
UT

 , (2.30)

where D12 ∈ Rp×(n−p) is an arbitrary matrix, D22 ∈ R(n−p)×(n−p) and K22 ∈ R(n−p)×(n−p) are arbitrary symmetric matrices, and
D11, K11 and H are the same as in (2.27), (2.28) and (2.24) , respectively.

3. Solving Problem II

In the preceding section, we have shown that the Problem I is always solvable, that is, the solution set SDK is always
nonempty. It is easy to verify that SDK is a closed convex set. Therefore, for given matrices D̃, K̃ ∈ Rn×n, based on the
variation principle (see [7]), we know there exists a unique solution (D̂, K̂) in SDK such that the equality (1.8) holds.

Now, we shall focus our attention on seeking the unique solution (D̂, K̂) in SDK . For givenmatrices D̃, K̃ ∈ Rn×n, and any
pair of matrices (D, K) ∈ SDK given in (2.30), we obtain

‖D − D̃‖
2
W + ‖K − K̃‖

2
W = ‖WDW − WD̃W‖

2
+ ‖WKW − WK̃W‖

2

=

[
Σ 0
0 I

]
UTDU

[
Σ 0
0 I

]
−

[
Σ 0
0 I

]
UT D̃U

[
Σ 0
0 I

]2

+

[
Σ 0
0 I

]
UTKU

[
Σ 0
0 I

]
−

[
Σ 0
0 I

]
UT K̃U

[
Σ 0
0 I

]2

,

where ‖ · ‖W is defined by (2.5). Let

UT D̃U =

[
D̃11 D̃12

D̃21 D̃22

]
, UT K̃U =

[
K̃11 K̃12

K̃21 K̃22

]
with D̃11, K̃11 ∈ Rp×p. (3.1)

Hence,

‖D − D̃‖
2
W + ‖K − K̃‖

2
W = ‖ΣD11Σ − ΣD̃11Σ‖

2
+ ‖ΣD12 − ΣD̃12‖

2
+ ‖DT

12Σ − D̃21Σ‖
2

+ ‖D22 − D̃22‖
2
+ ‖ΣK11Σ − Σ K̃11Σ‖

2
+ ‖Q T Λ̃TQΣD12 + Σ K̃12‖

2

+ ‖DT
12ΣQ T Λ̃Q + K̃21Σ‖

2
+ ‖K22 − K̃22‖

2

= ‖H − (QΣD̃11ΣQ T
+ Λ̃TG + GΛ̃)‖2

+ ‖HΛ̃ + (QΣ K̃11ΣQ T
− Λ̃TGΛ̃)‖2

+ ‖ΣD12 − ΣD̃12‖
2
+ ‖ΣD12 − ΣD̃T

21‖
2
+ ‖Λ̃TQΣD12 + QΣ K̃12‖

2

+ ‖Λ̃TQΣD12 + QΣ K̃ T
21‖

2
+ ‖D22 − D̃22‖

2
+ ‖K22 − K̃22‖

2. (3.2)

It is easily seen from the relation (3.2) that ‖D − D̃‖
2
W + ‖K − K̃‖

2
W = min if and only if

‖H − (QΣD̃11ΣQ T
+ Λ̃TG + GΛ̃)‖2

+ ‖HΛ̃ + (QΣ K̃11ΣQ T
− Λ̃TGΛ̃)‖2

= min, (3.3)

‖ΣD12 − ΣD̃12‖
2
+ ‖ΣD12 − ΣD̃T

21‖
2
+ ‖Λ̃TQΣD12 + QΣ K̃12‖

2
+ ‖Λ̃TQΣD12 + QΣ K̃ T

21‖
2

= min, (3.4)

‖D22 − D̃22‖
2

= min, s.t. D22 = DT
22, (3.5)

‖K22 − K̃22‖
2

= min, s.t. K22 = K T
22. (3.6)

Let

N = QΣD̃11ΣQ T
+ Λ̃TG + GΛ̃ = [γij]p×p, L = Λ̃TGΛ̃ − QΣ K̃11ΣQ T

= [µij]p×p. (3.7)

Then the minimization problem (3.3) is equivalent to[
ε2i−1 δ2i−1
δ2i−1 −ε2i−1

]
−

[
γ2i−1,2i−1 γ2i−1,2i
γ2i,2i−1 γ2i,2i

]2

+

[
α2i−1ε2i−1 − β2i−1δ2i−1 β2i−1ε2i−1 + α2i−1δ2i−1
α2i−1δ2i−1 + β2i−1ε2i−1 β2i−1δ2i−1 − α2i−1ε2i−1

]
−

[
µ2i−1,2i−1 µ2i−1,2i
µ2i,2i−1 µ2i,2i

]2

= min for i = 1, . . . , l (3.8)
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and

‖ξj − γjj‖
2
+ ‖λjξj − µjj‖

2
= min, for j = 2l + 1, . . . , p. (3.9)

After some algebraic manipulations, from (3.8) and (3.9) we conclude that

ε2i−1 =
1

2(1 + α2
2i−1 + β2

2i−1)
(γ2i−1,2i−1 − γ2i,2i + α2i−1µ2i−1,2i−1

+ β2i−1µ2i−1,2i + β2i−1µ2i,2i−1 − α2i−1µ2i,2i), i = 1, . . . , l, (3.10)

δ2i−1 =
1

2(1 + α2
2i−1 + β2

2i−1)
(γ2i−1,2i + γ2i,2i−1 − β2i−1µ2i−1,2i−1

+ α2i−1µ2i−1,2i + α2i−1µ2i,2i−1 + β2i−1µ2i,2i), i = 1, . . . , l, (3.11)

ξj =
1

1 + λ2
j
(γjj + λjµjj), j = 2l + 1, . . . , p. (3.12)

Let the SVD of matrix Λ̃TQ be

Λ̃TQ = P
[
Ω 0
0 0

]
V T

= P1ΩV1, (3.13)

where Ω = diag{θ1, θ2, . . . , θs} > 0, s = rank(Λ̃TQ ), P = [P1, P2] ∈ ORp×p, V = [V1, V2] ∈ ORp×p with P1, V1 ∈ Rp×s.
Partition the product V TΣD12 into

V TΣD12 =

[
Z11
Z21

]
, Z11 ∈ Rs×(n−p). (3.14)

Clearly, the minimization problem (3.4) is equivalent to

‖Z11 − V T
1 ΣD̃12‖

2
+ ‖Z11 − V T

1 ΣD̃T
21‖

2
+ ‖ΩZ11 + PT

1QΣ K̃12‖
2
+ ‖ΩZ11 + PT

1QΣ K̃ T
21‖

2
= min,

‖Z21 − V T
2 ΣD̃12‖

2
+ ‖Z21 − V T

2 ΣD̃T
21‖

2
= min,

which can be easily determined as

Z11 = Φ ∗ (V T
1 ΣD̃12 + V T

1 ΣD̃T
21 − ΩPT

1QΣ K̃12 − ΩPT
1QΣ K̃ T

21), (3.15)

where Φ = [ϕij]s×(n−p) with ϕij =
1

2(1+θ2i )
for i = 1, . . . , s, and j = 1, . . . , (n − p), and

Z21 =
1
2
(V T

2 ΣD̃12 + V T
2 ΣD̃T

21). (3.16)

Substituting (3.15) and (3.16) into (3.14) yields

D12 = Σ−1V1Z11 + Σ−1V2Z21. (3.17)

Applying the result established by Fan and Hoffman, see [8, Theorem 2], we conclude from the minimization problems (3.5)
and (3.6) that

D22 =
1
2
(D̃22 + D̃T

22), K22 =
1
2
(K̃22 + K̃ T

22).

We have now proved the following result.

Theorem 3.1. Given matrices D̃, K̃ ∈ Rn×n. Let UT D̃U = [D̃ij]2×2,UT K̃U = [K̃ij]2×2, and QΣD̃11ΣQ T
+ Λ̃TG + GΛ̃ =

[γij]p×p, Λ̃TGΛ̃−QΣ K̃11ΣQ T
= [µij]p×p be given as in (3.1) and (3.7). Assume that the SVD of matrix Λ̃TQ has the form (3.13).

Then the unique solution of Problem II can be expressed as

D̂ = U

D11 Σ−1V1Z11 + Σ−1V2Z21

(Σ−1V1Z11 + Σ−1V2Z21)T
1
2
(D̃22 + D̃T

22)

UT , (3.18)

K̂ = U

K11 −Σ−1Q T Λ̃TQ (V1Z11 + V2Z21)

−(Σ−1Q T Λ̃TQ (V1Z11 + V2Z21))T
1
2
(K̃22 + K̃ T

22)

UT , (3.19)

where Z11, Z21,D11, K11 and H are the same as in (2.24), (2.27), (2.28), (3.15) and (3.16), respectively, the scalars ε2i−1, δ2i−1, i =

1, . . . , l, and ξj, j = 2l + 1, . . . , p, which are the elements of matrix H, are given by (3.10)–(3.12), respectively.
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4. Numerical algorithm and numerical example

Discussion in the preceding sections offers a constructive way to solve the IMQEP and the approximation problem, which
can be formulated as an algorithm in the following steps.

Algorithm 4.1. (1) Input Λ, X, D̃, K̃ .
(2) Separate matrices Λ and X into real parts and imaginary parts resulting Λ̃ and X̃ given as in (2.1) and (2.2).
(3) Compute the SVD of X̃ according to (2.4).
(4) Form the matrices D̃ij, K̃ij for i, j = 1, 2 by (3.1).
(5) Compute the matrices N, L by (3.7).
(6) Assemble the matrix H expressed in (2.24) with the scalars in (3.10)–(3.12).
(7) Compute the SVD of Λ̃TQ according to (3.13).
(8) Calculate the matrices Z11 and Z21 on the basis of (3.15) and (3.16), and form the matrix D12 according to (3.17).
(9) Compute the matrices D11 and K11 in the light of (2.27) and (2.28).

(10) According to (3.18) and (3.19), calculate the optimal approximation solution (D̂, K̂).

Example 4.1. Let n = 5, p = 3. Given

Λ = diag{−0.2168 − 4.3159i −0.2168 + 4.3159i −0.3064},

X =


−0.4132 + 5.2801i −0.4132 − 5.2801i −9.6715
−4.3518 + 3.2758i −4.3518 − 3.2758i −9.1357
−0.1336 − 4.0588i −0.1336 + 4.0588i −4.4715
−5.1414 + 4.4003i −5.1414 − 4.4003i −6.9659
8.6146 − 4.0112i 8.6146 + 4.0112i −4.4708

 ,

D̃ =


0.9501 0.4966 0.6111 0.44585 0.4746
0.4966 0.4565 0.4052 0.87845 0.3988
0.6111 0.4052 0.9218 0.82755 0.49475
0.44585 0.87845 0.82755 0.4103 0.45175
0.4746 0.3988 0.49475 0.45175 0.1389

 ,

K̃ =


0.2028 0.107 0.5112 0.55515 0.3508
0.107 0.7468 0.64565 0.4757 0.58775
0.5112 0.64565 0.5252 0.44195 0.5505
0.55515 0.4757 0.44195 0.3795 0.5682
0.3508 0.58775 0.5505 0.5682 0.1897

 .

Using Algorithm 4.1, we obtain the unique solution (D̂, K̂) of Problem II as follows.

D̂ =


3.0197 1.4619 −0.66031 1.7773 0.21842
1.4619 −1.0225 −1.7043 −0.25371 2.0397

−0.66031 −1.7043 1.0113 −1.6342 3.1118
1.7773 −0.25371 −1.6342 −0.19947 1.3446
0.21842 2.0397 3.1118 1.3446 0.7091

 ,

K̂ =


21.163 −8.2495 −30.471 −1.9469 8.0122

−8.2495 4.1853 11.534 2.0892 −5.3793
−30.471 11.534 46.211 2.19 −8.3976
−1.9469 2.0892 2.19 2.1772 −4.951
8.0122 −5.3793 −8.3976 −4.951 12.913

 .

We define the residual as

res(λi, xi) = ‖(λ2
i In + λiD̂ + K̂)xi‖,

and the numerical results are shown in the following table.

(λi, xi) (λ1, x1) (λ2, x2) (λ3, x3)
res(λi, xi) 2.5487e−013 2.5487e−013 2.5513e−013

Therefore, the given eigenvalues (the diagonal elements of the matrix Λ) and eigenvectors (the column vectors of the
matrix X) are embedded in the new system (λ2In + λD̂ + K̂)x = 0.
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Example 4.2. Consider a model updating problem. The original model is the statically condensed oil rig model (Ma,Da, Ka)
represented by the triplet bcsstruc1 in the Harwell–Boeing collection [9]. In this model,Ma and Ka ∈ R66×66 are symmetric
and positive definite, and Da = 1.55I66. There are 132 eigenpairs. Let the Cholesky decomposition of Ma be Ma = LLT , then
D̃ = L−1DaL−T , K̃ = L−1KaL−T . Assume that themeasured eigenvalues are λ1 = −34.62+574.48i, λ2 = −34.62−574.48i,
λ3 = −44.503, λ4 = −27.554 and λ5 = −9.2761, and the corresponding eigenvectors are the same as those of the original
model. By Algorithm 4.1, we can obtain the unique solution (D̂, K̂) of Problem II, and it is easily verified that

‖XΛ2
+ D̂XΛ + K̂X‖ = 6.1241e − 009.

Observe that the prescribed eigenvalues and eigenvectors have been embedded in the new model.

5. Concluding remarks

Just as the quadratic eigenvalue problems are critical to scores of important applications, the quadratic inverse eigenvalue
problems are equally vital in many different fields of disciplines. In a large or complicated system, often it is the case that
only partial eigeninformation is available. To understand how a physical system modeled by a quadratic pencil should be
modified with only partial eigeninformation in hand, it will be very helpful to first understand how the IMQEP should be
solved. The main contribution of this paper is to offer an explicit formula for Problem II. The method is developed using
constrainedminimization theory. Theminimization error function is formulated such that the resulting changes to the given
matrices are a minimum under the weighted Frobenius norm sense. The method does not require iteration or eigenanalysis
and the resulting system is consistent with the partially prescribed eigenstructure. The approach is demonstrated by two
numerical examples and reasonable results are produced. The proposedmethod seems to have enough generality that, with
some suitable modifications, it can be applied to other types of partially described inverse eigenvalue problems as well.
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