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Abstract

This is the first in a series of articles devoted to deformation quantization of gerbes. We introduce basic
definitions, interpret deformations of a given stack as Maurer—Cartan elements of a differential graded Lie
algebra (DGLA), and classify deformations of a given gerbe in terms of Maurer—Cartan elements of the
DGLA of Hochschild cochains twisted by the cohomology class of the gerbe. We also classify all deforma-
tions of a given gerbe on a symplectic manifold, as well as provide a deformation-theoretic interpretation
of the first Rozansky—Witten class.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction

The notion of deformation quantization, as well as the term, was first introduced in [1]. Both
became standard since then. A deformation quantization of a manifold M is a multiplication
law on the ring of functions on M which depends on a formal parameter 7. This multiplication
law is supposed to satisfy certain properties, in particular its value at # = 0 must be equal to
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the usual multiplication. A deformation quantization defines a Poisson structure on M ; therefore
it is natural to talk about deformation quantization of Poisson manifolds. In the case when M
is a symplectic manifold, deformation quantizations of C°°(M) were classified up to isomor-
phism in [10,11,14]. In the case of a complex manifold M with a holomorphic symplectic form,
deformation quantizations of the sheaf of algebras Oy, are rather difficult to study. They were
classified, under additional cohomological assumptions, in [32] (Theorem 5.2.1 of the present
paper; cf. also [3] for the algebraic case). If one moves away from symplectic to general Poisson
manifolds, the problem becomes much more complicated. All deformation quantizations of Oy
were classified by Kontsevich in [28]. For the algebraic case, cf. [43].

In this paper we start a program of studying deformation quantization of stacks and gerbes.
Stacks are a natural generalization of sheaves of algebras. They appear in geometry, microlocal
analysis and mathematical physics, cf. [7,9,18,25,29-31,35], and other works.

The main results of this paper are as follows.

(1) We prove that deformations of every stack (in the generality adopted by us here) are classified
by Maurer—Cartan elements of a differential graded Lie algebra, or DGLA (Theorems 6.2.2
and 6.2.7). This generalizes the results of Gerstenhaber [17] for associative algebras and of
Hinich [21] for sheaves of associative algebras.

(2) We show that the DGLA controlling deformations of a gerbe on a manifold is equivalent to
the Hochschild cochain complex of this manifold, twisted by the cohomology class of the
gerbe (Theorem 7.1.2).

(3) We classify deformation quantizations of all gerbes on a symplectic manifold (Theo-
rems 4.2.1 and 8.1.1). This generalizes the classification results for deformation quantiza-
tions of C* symplectic manifolds [10,11,13,14].

(4) We show that the first Rozansky—Witten class of a holomorphic symplectic manifold is an
obstruction for a canonical stack deformation quantization to be a sheaf of algebras (Theo-
rem 5.3.1).

We start by defining stacks, gerbes and their deformations in the generality suited for our
purposes (Section 2). We then recall (in Sections 3.1, 3.2) the language of differential graded
Lie algebras (DGLAs) in deformation theory, along the lines of [12,17,19,22,37,38]. Then we
pass to a generality that suits us better, namely to the case of cosimplicial DGLAs (Section 3.3).
We define descent data for the Deligne two-groupoid (cf. [15,16] and references thereof) of a
cosimplicial DGLA and prove that the set of isomorphism classes of such data does not change
if one passes to a quasi-isomorphic cosimplicial DGLA (Proposition 3.3.1). Next, we recall the
construction of totalization of a cosimplicial DGLA (Section 3.4). We prove that isomorphism
classes of descent data of a cosimplicial DGLA are in one-to-one correspondence with isomor-
phism classes of Maurer—Cartan elements of its totalization.

After that, given a gerbe on a Poisson manifold, we define its deformation quantization. We
first classify deformations of the trivial gerbe, i.e. deformations of the structure sheaf as a stack,
on a symplectic manifold M, C* or complex (Theorem 4.2.1; this result is very close to the main
theorem of [34]). More precisely, we first reduce the classification problem to classifying certain
Q-algebras, using the term of A. Schwarz (or curved DGAs, as they are called in [4]). (Similar
objects were studied in several contexts, in particular in [8].) The link between these objects and
gerbes was rather well understood for some time; for example, it is through such objects that
gerbes appear in [24]. We also give a new proof of the classification theorem for deformations of
the sheaf of algebras of functions (Theorem 5.2.1). Then we show how the first Rozansky—Witten
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class [23,26,36] can be interpreted as an obstruction for a certain canonical deformation of the
trivial gerbe to be a sheaf, not just a stack. This canonical stack is very closely related to stacks
of microdifferential operators defined in [25,35].

Next, we show how to interpret deformations of any gerbe in the language of DGLAs (Theo-
rems 7.1.2 and 7.1.3). The proof is based on a DGLA interpretation of the deformation theory of
any stack (within our generality); such an interpretation is provided by Theorem 6.2.2. We show
there that deformations of a stack are classified by the DGLA of De Rham-Sullivan forms with
coefficients in local Hochschild cochains of the twisted matrix algebra associated to this stack.

Note that De Rham—Sullivan forms were used in [43] to classify deformation quantizations of
algebraic varieties.

(The DGLA above is actually a DGLA of Hochschild cochains of a special kind of an asso-
ciative DGA; the cyclic homology of this DGA is the natural recipient of the Chern character of
a twisted module over a stack. We will study this in the sequel.)

Afterwards we prove a classification theorem for deformation quantizations of any gerbe
on a symplectic manifold (Theorems 8.1.1 and 8.1.2). This can be viewed as an adaptation of
Fedosov’s methods [13,14] to the case of gerbes. Note that some ideas about deformation quanti-
zation of gerbes appeared already in Fedosov’s work; cf. also [27], as well as [25,35] and [40—42].

This paper was motivated by the index theory, in particular by index theorems for Fourier
integral operators or by index theorems such as in [31]. Among the applications other than index
theory, we would like to mention dualities between gerbes and noncommutative spaces, as in
[2,4,24,29,30]. The deformation-theoretical role of the first Rozansky—Witten class is also quite
intriguing and worthy of further study.

2. Stacks and cocycles

2.1. Let M be a smooth manifold (C* or complex). In this paper, by a stack on M we will
mean the following data:

(1) an open cover M = U;;

(2) asheaf of rings A; on every U;;

(3) an isomorphism of sheaves of rings G;; : A;|(U; N U;j) = A;|(U; N U;) for every i, j;
(4) an invertible element c;j; € A; (U; N U; N Uy) for every i, j, k satisfying

GijGjk = Ad(ciji)Gik .1
such that, for every i, j, k, [,
cijkciki = Gij(cjr)ciji- (2.2)

/ / / / VA 4 1 /7 : : :
If two such data (U/, A;, Gl.j, cl.jk) and (U], A/, Gl.j, cl.jk) are given on M, an isomorphism

between them is an open cover M = | J U; refining both {Ui/ } and {Ul.” } together with isomor-
phisms H; : A; — A’ on U; and invertible elements b;; of A’ (U; N U;) such that

G} = H; Ad(bij)G; Hj_l (2.3)
and

H! (Cl/;k) =b;; G} (bjk)c;jkb;cl' 2.4

1
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A gerbe is a stack for which A; = Oy, and G;; =id. In this case c;jx form a two-cocycle in
Z2(M, O3)).

2.2. Categorical interpretation

Here we remind the well-known categorical interpretation of the notions introduced above.
Though not used in the rest of the paper, this interpretation provides a very strong motivation for
what follows.

A stack defined as above gives rise to the following categorical data:

(1) a sheaf of categories C; on U; for every i;
(2) an invertible functor G;; :C;|(U; NU;) = C;|(U; N U;) for every i, j;
(3) an invertible natural transformation

Cijk:GijGl(UiNU; NU) = Giul(Ui N U; NUk)

such that, for any i, j, k, [, the two natural transformations from G;; G jx Gy to G;; that one
can obtain from the ¢;;;’s are the same on U; NU; N U N Uj.

If two such categorical data (U/,C], ng, c;jk) and (U/,C/, G;/j,cl/.}k) are given on M, an
isomorphism between them is an open cover M = |JU; refining both {U/} and {U/'}, to-
gether with invertible functors H;:C; = C! on U; and invertible natural transformations
b,-j:H,-G;jl(Ui nuU;) = G;;HjI(Ui N U;) such that, on any U; N U; N Uy, the two natural
transformations HiG;j G’jk = G;/].G’j(ka that can be obtained using H;’s, b;;’s, and c;j’s are
the same. More precisely:

-1
((cij) ™ Hi) Gio) (Hictj) = (GFibje) (bij G'y)- (2.5)
The above categorical data are defined from (A;, G;;, ¢;ji) as follows:

(1) C; is the sheaf of categories of .4;-modules;
(2) given an 4;-module M, the A;-module G;;(M) is the sheaf M on which a € A; acts via
G (@
(3) the natural transformation c; jx between G;; G jx (M) and G j; (M) is given by multiplication
—1, -1
by Gy (cjp)-

From the categorical data defined above, one defines a sheaf of categories on M as follows.
For an open V in M, an object of C(V) is a collection of objects X; of C; (U; N V), together with
isomorphisms g;;: G;;(X ;) = X; onevery U; NU; NV, such that

8ijGij(gjk) = &ikCijk

;}) is a collection

of morphisms f;:X; — X/ (defined for some common refinement of the covers), such that
figi; =8i;Gij(f})-

onevery U; NU; N Ui N V. A morphism between objects (X, g{j) and (X[, g
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Remark 2.2.1. What we call stacks are what is referred to in [9] as descent data for a special
kind of stacks of twisted modules (cf. Remark 1.9 in [9]). Both gerbes and their deformations are
stacks of this special kind. We hope that our terminology, which blurs the distinction between
stacks and their descent data, will not cause any confusion.

2.3. Deformations of stacks

Definition 2.3.1. Let k be a field of characteristic zero. Let a be a local Artinian k-algebra with
the maximal ideal m. A deformation of a stack .A® over a is a stack .4 where all 4; are sheaves
of a-algebras, free as a-modules, G;; are isomorphisms of algebras over a, and the induced stack
A/mAis equal to A©. An isomorphism of two deformations is an isomorphism of stacks which

is identity modulo m and such that H; are isomorphisms of algebras over a.

Consider the filtration of a by powers of m. Choose a splitting of the filtered k-vector space

N
a=Dmn
m=0

where m,,, =m” /m"*1,
Given a deformation, we can identify A; = .AZ(O) ® a; the multiplication on 4; is determined
by

N
frig=re+Y P"(f.9)

m=1

©0) ®2
i

with Pi(m) :A — Ago) ® my,. Similarly, G;; is determined by

N
Gij()=rf+Y T

m=1

with Tlsm) cAO AEO) ® my,, and

N
— (m)
Cije =) i
m=0
with cl.(;','() € my,. For an isomorphism of two stacks, H; is determined by

N
Hi(f)=f+Y R"(f)

m=1
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with H™ : A® — A @ m,,;

N
(m)
bij=)_bj]
m=0
: (m)
with bij emy,.

Definition 2.3.2. Consider a gerbe A® given by a two-cocycle cl(;),)( A deformation of A© is

by definition its deformation as a stack, such that Pi(m)( f, g) are (holomorphic) bidifferential

expressions and Ti(jm)are (holomorphic) differential expressions.
(m)

An isomorphism between two deformations is an isomorphism (H;, b;;) where R;

(holomorphic) differential expressions.

are

3. Differential graded Lie algebras and deformations

3.1. Here we give some definitions that lie at the foundation of the deformation theory
program along the lines of [12,17,19,22,37,38], as well as of the notions such as Deligne two-
groupoid (cf. [15,16] and references thereof). Let

L= cr
m=—1
be a differential graded Lie algebra (DGLA). Let a be a local Artinian k-algebra with the maximal
ideal m. We call @ Maurer—Cartan element an element A of £' ® m satisfying

dk+%[k,k]=0. 3.1)

A gauge equivalence between two Maurer—Cartan elements A and p is an element G = exp X
where X € £° ® m such that

d+pn=expad X(d+21). (3.2)

The latter equality takes place in the cross product of the one-dimensional graded Lie algebra
kd concentrated in dimension one and £' ® m. Given two gauge transformations G = exp X,
H =expY between A and u, a two-morphism from H to G is an element c = exp? of L~! @ m
such that

exp(X) =exp(dt + [, 1])expY (3.3)

in the unipotent group exp(£® ® m). The composition of gauge transformations G and H is the
product G H in the unipotent group exp(£%) ® m. The composition of two-morphisms ¢; and c3
is the product cjc; in the prounipotent group exp(£~! ® m). Here £7! ® m is viewed as a Lie
algebra with the bracket

la,bl, = [a.db+ [, b]]. (3.4)
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We denote the above pronilpotent Lie algebra by (£~! @ m) - The above definitions, together
with the composition, provide the definition of the Deligne two-groupoid of L ® m (cf. [15]).

Remark 3.1.1. Recently Getzler gave a definition of a Deligne n-groupoid of a DGLA concen-
trated in degrees above —n, cf. [16].

3.2. Descent data for Deligne two-groupoids

Let £ be a sheaf of DGLAs on M. A descent datum of the Deligne two-groupoid of £ ® m
are the following:

(1) a Maurer—Cartan element A; € £' ® m on U; for every i;
(2) a gauge transformation G;; : A;|(U; NU;) = AU;N U;) forevery i, j;
(3) atwo-morphism

cijk:GijG i |(Ui NU; N U) = Gul(U; N U;NU)

such that, for any i, j, k, [, the two two-morphisms from G;;G jxGy; to G;; that one can
obtain from the ¢;ji’s are the same on U; NU; N U N U;.

If two such data (U/, A}, G;j, cl(jk) and (U, A}, G;’j, c;}k) are given on M, an isomorphism
between them is an open cover M = | J U; refining both {U/} and {U/'}, together with gauge

transformations H; : A, = A/ on U; and two-morphisms
bij: H;Gj;|(U; NU;j) = G} H,|(Ui N U,)

such that, on any U; N U; N Uy, the two two-morphisms H,-G;jG’jk = G;’jG;’ka that can be
obtained using H;’s, b;;’s, and c; j;’s are the same.

Finally, given two isomorphisms (H/, b; j) and (H/, b;}) between the two data (U;,A;,
G; T c i o) and (Ui, A7, G:.’j, cl’; 1)» define a two-isomorphism between them to be a collection of
two-morphisms a; : H) — H/’ such that

bl"/ ) (a,- ) G;j) = (G:/l oai) ) bl{j

as two-morphisms from H; o G}; — G}, o H}.
3.3. Cosimplicial DGLAs and descent data

The notion of a descent datum above, as well as an analogous notion for simplicial sheaves
of DGLAs that we use below, is a partial case of a more general situation that we are about to
discuss. Recall that a cosimplicial object of a category C is a functor X : A — C where A is
the category whose objects are sets [n] = {0, ..., n} with the standard linear ordering (n > 0),
and morphisms are nondecreasing maps. We denote X ([n]) by X". For 0 <i <n, letd; : [n] —
[n + 1] be the only injective map such that i is not in the image, and s;:[n + 1] — [n] the
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only surjection for which every element of [n — 1] except i has exactly one preimage. For a
cosimplicial Abelian group A, one defines the standard differential

9= Z(—l)"d,- c A — AL
i=0

For a cosimplicial set X, let x € X* Letn>kand0<ip<--- <ix <n. By x;,...;, we denote
the object of X" which is the image of x under the map in A which embeds [k] into [n] as the
subset {ig, ..., ir}.

Let £ be a cosimplicial DGLA. We will denote by £™? the component of degree p of the
DGLA £",n > 0.

Let a be a local Artinian algebra over k with the maximal ideal m. Consider a cosimplicial
DGLA L such that L7 =0 for p < —1. A descent datum for the Deligne two-groupoid of L m
is the following:

(1) a Maurer—Cartan element A € £ @ m;
(2) a gauge transformation G : A; = Ag in exp(£10);
(3) atwo-morphism

c:Go1G12 = G

in exp(ﬁi;)_l) such that, for any i, j, k, [, the two two-morphisms from Go;G12G23 to Go3
that one can obtain from the ¢;;;’s are the same.

An isomorphism between two data (A, G’,¢’) and (A", G”,c”) is a pair of a gauge trans-
formation H:1' = A" and a two-morphism boi : HoG(; — G, H such that the two two-
morphisms HyG, G, — G, G, H> that can be obtained using H;’s, b;;’s, and c are the same.

For two isomorphisms (H’,b’) and (H”,b”) between the two data (A',G’,¢’) and
(", G",c"), define a two-isomorphism between them to be a collection of two-morphisms
a:H — H” such that

/! / " /
byy o (00 °© G01) = (Gm ° ‘10) o by,
: / ! 4 "
as two-morphisms from Hjo Gy, — Gy, o H}'.

Proposition 3.3.1. (a) A morphism f : L — Ly of cosimplicial DGLAs induces a map from the
set of isomorphism classes of descent data of the Deligne two-groupoid of L1 @ m to the set of
isomorphism classes of descent data of the Deligne two-groupoid of L, @ m.

(b) Assume that f induces a quasi-isomorphism of total complexes of the double complexes
Erf’p — C;’p . Then the map defined in (a) is a bijection.

(c) Under the assumptions of (b), let A be a descent datum of the Deligne two-groupoid of
L1 ®m, and let f(A) be its image under the map from (a). The morphism f induces a bijection

Iso(A, A" ~ Iso(f(A), f(A))
2-Iso 2-Iso '
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(d) For two isomorphisms ¢,y : A — A’, denote their images under the above bijection by
f(@), f(&). Then f induces a bijection

2-Iso(¢, ¥) = 2-Iso(f (), f(¥)).

In other words, f induces an equivalence of two-groupoids of descent data, compare
to [15,16].

Proof. What follows is essentially a standard deformation theoretical proof. We start by estab-
lishing a rigorous expression of the following intuitive statement. First, a descent datum (A, G, ¢)
is a non-Abelian version of a two-cocycle of the double complex £*°, 9 +d; second, if one takes
an arbitrary datum (A, G, ¢) and measures its deviation from being a descent datum, the result
will be a non-Abelian version of a three-cocycle. This is, in essence, what enables us to study
deformations of descent data by homological methods.

3.3.1. Consider a triple (A, G, t) with A € L0 @m, G e exp([ﬂl’0 ®@m),andf € L2 ' @m.
Define the operation a -y b on £~! ® m to be the Campbell-Dynkin-Hausdorff series corre-
sponding to the bracket [a, b]) = [a,db + [A, b]]. If X is a Maurer—Cartan element, this is a
group multiplication. If not, one can still define the operation which is no longer associative;
zero is the neutral element, and every element is invertible. Denote the set £~' ® m with the
operation a - b by exp((ﬁ_l ®m)y). Fort € £7' @ m, we will denote by exp(?) the element ¢
viewed as an element of exp((ﬁ_l Qm)y).

A notation convention. For G € exp(£L"°®@m) and X € £L®m, we will denote Adg (X) simply
by G(X). For A € L% @ m, G(d + ) will stand for d + A’ where 1’ is the image of A under the
gauge transformation by G.

Given (A, G, t) as above; let c = exp(¢) and y = exp(dt + [Ag, ¢]) in exp([ﬁl'O ® m). Define

R=dxr+ %[A,)\] e L @m; 3.5
Z=Gd+x)—(d+r)elt @m (3.6)
Gor = TyGo1G1a € exp(L>* @ m) (3.7)

(this is a definition of T');
@ = ((G()l(6123)_105113)0023)6012 eexp((£*'® m)ko) (3.8)

(the order of parentheses is in fact irrelevant for our purposes).
Define 7 to be the cosimplicial ideal of £ ® m generated by [R;, L @ m], [Z;;, L ® m],
(Ad(T;jx) — Id)(£ ® m). Note that the operation a - b becomes a group law modulo exp(Z).

Lemma 3.3.2. (1) (The Bianchi identity): dR + [A, R] =0;
(2) (Gauge invariance of the curvature):

1
Ro+dZ +[ho, Z] + E[Z, Z]—-G(Ry) =0;



P. Bressler et al. / Advances in Mathematics 214 (2007) 230-266 239

B)Ty(d+r0) — (d+r0)+ Zo1 + Go1(Z12) — Zp = 0;
4) To13(Y013Go1)(T123)¥013Go1 (Y123) = To23 023 (To12) Y023 Y012 modulo exp(Z);
(5) (The pentagon equation):

Go1(P1234)AdG, (c153)-1 (P0134) P0123 = AdG, G s (ca3) 1 (P0124) P0234
modulo exp(Z).

Proof. The first equality is straightforward. The second follows from (G(d + A1) =
G((d + *1)?). The third is obtained by applying both sides of (3.7) to d + A;. The fourth can
be seen by transforming Go1(G12G23) = (Go1G12)G23 in two different orders, using (3.7). The
fifth equation compares two two-morphisms from ((Gg1G12)G23)G34 to Go1(G12(G23G34))
corresponding to the two different routes along the perimeter of the Stasheff pentagon. (This is
just a motivation for writing the formula which is then checked directly. We could not think of a
reason for this formula to be true a priori.) O

Corollary 3.3.3. Let (1, G,t) be as in the beginning of 3.3.1. Assume that they define a de-
scent datum modulo "1, Then (R+D | zn+D T+l _g0+Dy s g d 4+ §-cocycle of degree
three. 0O

3.3.2.  We need analogues of the above statements for isomorphisms and two-morphisms. Let
(A, G,c) and (', G', ¢) be two descent data. Consider a pair (H, s) where H € exp(£L*? ® m)
ands € L~ @m. Put b =exp(s) inexp(L" ! ® m);, ). Define also 8 = exp(ds + [\/¢, s]) in
exp(L10 @ m). ’

As above, we measure the deviation of the pair (H, b) from being an isomorphism of descent
data. Put

C=Hd+») —d+\)el’ @m; (3.9)
HoG = SBG'H € exp(L"* @ m) (3.10)

(this is a definition of §);
W = by, ¢'012G 01 (b12)bo1 Ho(cor2) (3.11)

in exp((ﬁz'_1 ®m) A())- The pair (H, b) is an isomorphism between the two descent data if and
onlyif C=0,S=1,¥=1.
Let J be the cosimplicial ideal of £L®m generated by [C;, L@ m] and (Ad(S;;) —1d)(L@m).

Lemma 3.3.4.

(1) dC + [V, C]+ 3[C.C]=0;

(2) SB(d+ 1) — (d + rp) + Co — Gy, (C) =05

(3) So1B01G (S12B12) = Ho(y012)So2Bozy ' o1s modulo exp(J);

(4) Wo023 AdHy(cons) (P012) = Adyy 100 161 (5,3 (G1 (W123)) Po12 modulo exp(T).
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Proof. The first equality follows from (H (d + A))> = 0; the second from comparing the action
of both sides of (3.10) on d + A}; the third is obtained by comparing two different expressions
for HyGo1 G 12 that can be obtained from (3.10). The fourth equality compares two different two-
morphisms from HyGo3 to itself. If one passes to two-morphisms from HyGo1 G12Go3 to itself,
it becomes the pentagon equation which compares two different routes from ((HoGo1)G12)Go3
to Ho(Go1(G12Go3)). One side of the pentagon, namely the edge between Hy((Go1G12)Go3)
and Ho(Go1(G12Go3)), degenerates into a point. O

Corollary 3.3.5. Let (H, s) be as in the beginning of 3.3.2. Assume that they define an isomor-
phism of descent data (., G, c) and (A, G’, ¢') modulo w1, Then (COHD §OHD _y @ty
is a d + d-cocycle of degree two. O

3.3.3. Finally, we need an analogous statement for two-morphisms. Let (H, b) and (ﬁ ,b)
be isomorphisms between the descent data (A, G,c) and (\/,G',c’). Let r € £ ® m and
a =exp(r) in exp((L%>~! ® m), ). Define P and £2 by

H=PaH (3.12)

where o = exp((d + 1")a). Let K be the cosimplicial ideal generated by all (Adp, —Id)(£ @ m).

borag = $2G{y, (a1)bo - (3.13)
a:(H,b) — (I:i, b)isa two-morphism if and only if P =1 and 2 = 1.
Lemma 3.3.6.
(1) (Pa)d+r1)=0; _ .
) AdB(P()_l)G/(Pl) = (Ba)(G'(a1) )" where p =exp((d + 1')b) and = exp((d + 1)b);
3) AdG€” (512)([201)G61(.Q12) AdC(/)lz(.QO}]) = 1 modulo exp(KC).
Proof. The first equality follows from the fact that H andNﬁ both preserve d + A’. The second
is obtained by comparing the equalities HyG = BG’'H;, HyG = BG’H}, and (3.12). The third

equality is obtained by comparing two different expressions for G61 (1512)1501610 using (3.13). O

Corollary 3.3.7. Let r be as in the beginning of 3.3.3. Assume that it defines a two-isomorphism
(H,b) — (H, b) modulo w"t!. Then (P"*V, — Q2"+ is a d + 8-cocycle of degree one. O

3.3.4. End of the proof of Proposition 3.3.1

The statement (a) is obvious. Let us prove the surjectivity of (b). Let (u, G, ¢) be a descent
datum for £,. Let G = exp(y) in exp(ﬁé’_o ® m) and ¢ = exp(t) in exp((ﬁ%’_1 ®@m),). We
write

y=y 3% =)W
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etc., where y®, t® ¢ £, ® my. Note that the triple (1, y(I, 1) is a two-cocycle. By our
assumption,

(D, y D (D) = £ (LD 2D 5O) 4 (@ +9) (D, D)

for some cocycle (A1), x™M sy and some cochain (uV,r(). Apply the gauge transfor-
mation H = exp(u(l)), b= exp(r(l)) to (u, G, ¢). We may assume that (,u(l),y(l),t(l)) =
f(A(l), x, s“)) where (X“), x®) s(l)) is a cocycle.

By induction, we can replace (1, G, c¢) by an isomorphic descent datum and assume that,
modulo m"T!, it is equal to f(XA, F,a) where (A, G,a) is a descent datum modulo mttl
By Corollary 3.3.3, the cochain (R?+2), z("+2)  7(+2) ' _p(1+2)) j5 3 cocycle. It is a cobound-
ary, because its image under f is (since f(A, F,a) is a descent datum), and f is a quasi-
isomorphism. Therefore, one can modify (A, F, a) in the component m, 1, so that it will become
a descent datum modulo m”*2, Furthermore,

(d +0) (D, Y0+ (D) (oD GD) @Dy g
therefore

() k) t(n—H)) _ f(k(n+1)’x(n+1)’ s(n+1))

(1 y

=+ 8)(u(”+1), r(n+l)) + f(k/(’”'l), x/("'H), S/(n+l))

where (W'D x/@+D ¢/+Dy s a cocycle. Replace (A7+D x®+D s0+Dy py 04D 4
AOHD D st D) Cg(itD) o/ Cthen apply the gauge transformation H = exp(u™ 1),
b =exp(r™tD) to (u, G, c). We get a new (A, G,a) which is a descent datum modulo m”+2,
and f (A, G, a) = (u, G, ¢) modulo m"*2,

Now let us prove the injectivity in (b). Let (A, F, a) and (A, F/,a’) be two descent data
whose images under f are isomorphic. Denote the isomorphism by (H, b). Let F = exp(y),
F' =exp(y'), a =exp(s), a’ =exp(s’), H=-exp(x), b =exp(r). We have

f(A(l), y, S(l)) _ f()\/(l)’ Yy, S/(l)) =d+ 8)(u(1), ,(1));
therefore, since f is a quasi-isomorphism, the cocycle
()\(1), y, S(l)) _ (;J(l)’ Yy, s/(l))

is a coboundary. After replacing the datum (A, F/, a’) by a datum which is isomorphic to it and
identical to it modulo m?, we may assume that f(x, F,a) = f()', F’, a’) modulo m?. By induc-
tion, we may assume that (A, F, a) and (A', F’, a’) coincide modulo m"t1 and that their images
are isomorphic, the isomorphism being equal to identity modulo m”. Apply Corollary 3.3.5 to
study the failure of (H = 1, b = 1) to be an isomorphism between (A, F,a) and (\', F’, a’). The
corresponding cocycle is a coboundary because its image under f is. Therefore we can act upon
(H =1, b=1) by a two-morphism and obtain a new (H, b) which is an isomorphism between
(A, F,a) and (), F’,a’) modulo m"*!. Now one can assume that (A, F, a) and (\', F’, a’) coin-
cide modulo m™*! and that their images are isomorphic, the isomorphism being equal to identity
modulo m"*!. We have

f()\(nJrl)’ y(n+l)’ S(n+l)) _ f()»/(nJrl), y/(n+l), S/(n+l)) =d+ 3)(M(n+l), r(n+1));
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since f is a quasi-isomorphism, the cocycle (A"+D, y(1+D gDy _ /Gt yrtntD) o1y
is a coboundary. After replacing the datum (A, F’, a’) by a datum which is isomorphic to it and
identical to it modulo m"*2, we may assume that f (A, F,a) = f (), F’, a’) modulo m"+2.

This proves the statement (b). The proofs of (c) and (d) are very similar, and we leave them to
the reader. O

3.4. Totalization of cosimplicial DGLAs

Here we recall how one can construct a DGLA from a cosimplicial DGLA by the procedure
of totalization (sf. [6]). We then prove that isomorphism classes of descent data for a cosimplicial
DGLA are in one-to-one correspondence with isomorphism classes of Maurer—Cartan elements
of its totalization. This is a two-groupoid version of a theorem of Hinich [20].

Define for p > 0

@[Ap] ZQ[t07...,lp]/(t0+...+tp _ 1)
and
2°[AP] =Qlto, ..., tp)dto, ..., d1p}/to + - -+ 1, — 1,dtg + - - +dty).

The collection {§2°[AP]}, p > 0, is a simplicial DGA.

Let M be the category whose objects are morphisms f :[p] — [¢] in A and a morphism from
f:lpl—[qlto f:[p'1— [q'lisapaira:[p'] — [pl, b:[q] — [¢'] such that f' = bfa. Given
(a,b): f— f'and (@', b'): f' — f”, define their composition to be (a’a, bb').

Given a cosimplicial DGLA L, we can construct a functor from M to the category of vector
spaces by assigning to the object f :[p] — [¢] the space 2°[A”] ® L4. Set

Tot(£) = limdirp 2°[AP] ® £1.
This is a DGLA with the differential being induced by dpgr.

Proposition 3.4.1. (a) There is a bijection between the set of isomorphism classes of descent data
of the Deligne two-groupoid of L and the set of Maurer—Cartan elements of Tot(L).

(b) For a descent datum A of L, denote by A(A) a Maurer—Cartan element from the isomor-
phism class given by (a). Then there is a bijection

Iso(A, A" ~ Iso(A(A), A(A))
2-Iso 2-Iso '

(¢c) For two isomorphisms ¢,y : A — A', denote their images under the above bijection by
G (o), G(Y¥). Then f induces a bijection

2-Iso(¢, ¥) => 2-1s0(G (), G(V)).

Proof. Recall that for every small category M and for every functor C : M — Vect; one can
define a cosimplicial space

(Rliminv C)" = I1 C(fn)

o] o On
fo—=>fi—> > fa
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with the standard maps d; and s;. The product is taken over all composable chains of morphisms
in M. If C is a functor from M to the category of DGLAs then Rliminv 4 C is a cosimplicial
DGLA.

Consider the cosimplicial DGLA Rliminv g £2°[AP]® L4, together with the constant cosim-
plicial DGLA Tot(£) and the cosimplicial DGLA Rliminv(£). The second and the third
DGLASs embed into the first, and these embeddings are quasi-isomorphisms with respect to the
differentials d + 9. By Proposition 3.3.1, our statement is true if we replace the cosimplicial
DGLA £ by Rliminva(L£). But these two cosimplicial DGLA are quasi-isomorphic, whence
the statement. 0O

3.5. The Hochschild complex

Definition 3.5.1. For any associative algebra A, let LH(A) be the Hochschild cochain com-
plex equipped with the Gerstenhaber bracket [17]. The standard Hochschild differential is de-
noted by 8. For a sheaf of algebras A, let £ (A) denote the sheafification of the presheaf of
DGLA U +— L7 (A(U)). For the sheaf of algebras C 57 on a smooth manifold, respectively Oy
on a complex analytic manifold, let EZ be the sheaf of Hochschild cochains D(fi,..., fu)
which are given by multi-differential, respectively holomorphic multi-differential, expressions in

f 1 9 ey f n-
One gets directly from the definitions the following

Lemma 3.5.2. The set of isomorphism classes of deformations over a of a sheaf of k-algebras A
as a stack is in one-to-one correspondence with the set of isomorphism classes of descent data
of the Deligne two-groupoid of L™ (A) ® m. Similarly, the set of isomorphism classes of defor-
mations of the trivial gerbe on M is in one-to-one correspondence with the set of isomorphism
classes of descent data of the Deligne two-groupoid of EZ ®@m. O

3.6. Hochschild cochains at the jet level

For a manifold M, let J, or Jy, be the bundle of jets of smooth, respectively holomorphic,
functions on M. By V¢an we denote the canonical flat connection on the bundle J. Let C*(J, J)
be the bundle of Hochschild cochain complexes of J. More precisely, the fibre of this bundle is
the complex of jets of multi-differential multi-linear expressions D( f1, ..., f). We denote by §
the standard Hochschild differential.
Proposition 3.6.1. The set of isomorphism classes of deformations of the trivial gerbe on M is
in one-to-one correspondence with the set of isomorphism classes of Maurer—Cartan elements of
the DGLA L7 (M) ® m where

£ (M) =A% (M, C*TH(J, D))

with the differential Vean + 8. Here by A* we mean C™ forms with coefficients in a bundle.

Proof. We have an embedding of sheaves of DGLA:

L — Ay (c* T, D)
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which is a quasi-isomorphism, and the sheaf on the right-hand side has zero cohomology in
positive degrees. The proposition follows from Proposition 3.3.1. O

4. Deformation quantization of the trivial gerbe on a symplectic manifold
4.1. Deformation quantization of gerbes

Definition 4.1.1. A deformation quantization of a gerbe .A) on a manifold M is a collection of
deformations AN over a = C[A]/(AN 1), N > 0 (cf. Definition 2.3.1), such that AN /AN =
AW=D_ An isomorphism of two deformation quantizations is a collection of isomorphisms of
deformations ¢y : AN — A such that gy = ¢y—1 mod AV

Given a deformation quantization of a gerbe, one can define a stack of C[h]-algebras
A = liminv AN, Usually we will not distinguish between the deformation quantization and
this stack.

4.2. Let (M,w) be a symplectic manifold (C*° or complex analytic with a holomorphic
symplectic form). In this section, we extend Fedosov’s methods from [14] to deformations of
the trivial gerbe. We say that a deformation quantization of the trivial gerbe on M corresponds
to w if, on every Ui, f *x g — g * f = ~/—1h{f, g} + o(h) where {,} is the Poisson bracket
corresponding to w.

Let us observe that the group H2(M, RC[h]) acts on the set of equivalence classes of de-
formations of any stack: a class y acts by multiplying c;;x by expy;jx Where y;jx is a cocycle
representing y .

Theorem 4.2.1. Denote by Def(M, w) the set of isomorphism classes of deformation quanti-
zations of the trivial gerbe on M compatible with the symplectic structure w. The action of
H*(M, RC[R]) on Def(M, w) is free. The space of orbits of this action is in one-to-one corre-
spondence with an affine space modelled on the vector space H>(M,C) (in the C* case) or
H'(M, Oy /C) (in the complex case).

Proof. Asin[13], we will reduce the proof to a classification problem for certain connections in
an infinite-dimensional bundle of algebras.

Let us observe that Proposition 3.6.1 is true if we replace deformations over Artinian rings by
deformation quantizations. Indeed, the proof of Proposition 3.3.1 works verbatim for the DGLAs
that are needed for Proposition 3.6.1, since one can start with a good cover, and all cohomological
obstructions are zero already in the Cech complex of this cover; one has no need of refining the
cover, and therefore one can carry out the induction procedure infinitely many times. Next, note
that in Proposition 3.6.1 we can replace the bundle of algebras J by the bundle of algebras

grd =[5 (1)

Indeed, a standard argument shows that they are isomorphic as C* bundles of algebras.

Under this isomorphism, the canonical connection V.., becomes a connection Vy on
grJ. We are reduced to classifying up to isomorphism those Maurer—Cartan elements of
(A*(M, C‘+1(gr J,grJ)), Vo + 8) whose component in AYM, C?) is equal to %\/—_lh{f, g}
modulo /%. In other words, these components must be, pointwise, deformation quantizations of
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[18™(T};) corresponding to the symplectic structure. But all such deformations are isomorphic
to the standard Weyl deformation from the definition below:

Definition 4.2.2. The Weyl algebra of T} is the bundle of algebras

W = er g[8 = [ 5" (5) 8]
with the standard Weyl product .

Moreover, a smooth field of such deformations on M admits a smooth gauge transformation
making it the standard Weyl deformation. Therefore, we have to classify up to isomorphism
those Maurer—Cartan elements of A®(M, C**!(grJ, grJ)) whose component in the subspace
A%(M, C?)isequal to f * g — fg. Here x is the product in the standard Weyl deformation.

Proposition 4.2.3. Deformations of the trivial gerbe on M compatible with a symplectic structure
w are classified up to isomorphism by pairs (A, ¢) where

A enA' (M, hom(gr J, gr J))[A]; 4.1)
cehA> (M, gr )[h], (4.2)
such that, if
V=Vy+A,
then
V(f*xg)=V(f)*xg+ f*V(g); 4.3)
V2 =ad(c); V(c)=0. (4.4)

Two pairs (A, c) and (A, ) are equivalent if one is obtained from the other by a composition
of transformations of the following two types.

(a) (A, ¢) > (exp(ad(X))(A), exp(ad(X))(c)) (4.5)
where X € hiDer(W);

1
(b) (A, ¢0)—~> <A+B,c+VB+§[B,B]) (4.6)
where B € hW.

It is straightforward that the set of Maurer—Cartan elements discussed above, up to isomor-
phism, is in one-to-one correspondence with the set of pairs (A, ¢) up to equivalence. Indeed,
given (A, c¢), the Maurer—Cartan element is constructed as follows: the component in Ad(M, C?)
is the difference between the Weyl product and the commutative product; the component in
AY(M, C") is V — Vp, and the component in A2(M, C?) is c. It remains to show that the pairs
(A, ¢) are classified as in Theorem 4.2.1.
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Let us start with notation. Let
' =grJ
be the bundle of Lie algebras of formal power series with the standard Poisson bracket. Let

g® = grJ/C be the quotient bundle of Lie algebras. In other words, the fibre of g° is the Lie
algebra of formal Hamiltonian vector fields on the tangent space. Also, put

L1 W
=5
with the bracket a * b — b % a where * is the Weyl product, and
—5/-ClA]
g=9 7 .
This is the Lie algebra of continuous derivations of the Weyl algebra. It maps surjectively to g°
via ,lg(fo +hfi+--) = fo.Put|a| =m for a € S"(T};) and |/i| = 2. This defines the degree

of any monomial in §” (T;)[]. By @9,1 we denote the subspace S’”+2(T1;'j1), and by g,, the set of
% f where f is a polynomial from S’"+2(T;,)[h]. Then

[ggn’g(r)] c §9n+r; [gm»gr] C Gmrs
= J] & d= G-
m>=-2 m>-2

One defines g?n and g,, accordingly. We have

=[] 5 o= ][] an

m>—1 m>=>—1

In particular, the bundle go_l = g(ll = g1 = g1 is the cotangent bundle T};. The symplectic
form identifies this bundle with T),.

Definition 4.2.4. By A_; we denote the canonical form id € AY(M, Tyy) which we view as a
form with values in g9 |» €tc., under the identifications above.

The form A_; is smooth in the C*° case and holomorphic in the complex case.
The connection V( can be expressed as

oo
Vo=A-1+Voo+ Y Ar=Voo, 47
k=1

where Vo is an sp,,-valued connection in the tangent bundle T)s and Ay € Al(M, gg). Define

o0
ACD = ZAk.
k=1
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(Here n = %dim(M ).) The form A_; is in fact the canonical form from the above definition. In

the case of a complex manifold, locally Voo =9 + 9+ Ap,0 where Ag is a (1, 0)-form with
values in sp,,. The form A1 can be viewed as a ’-valued one-form:

ATY e Al(M,§°). (4.8)
Let us look for V of the form
oo
V=Vo+ Y (V-1n)"A™ (4.9)
m=0

where A" e A1(M, g°). The condition V2 = o(%) is equivalent to

1
VoA“’)+§[A(‘”,A(_”]z=0‘ (4.10)
Here we use the notation
o0
axb—bxa=Y_(vV=1h)"[a.bln
m=1

(in particular, [, ]Jo is the Poisson bracket); we then extend the brackets [a, b],, to forms with
values in the Weyl algebra. Since [Vean, [Vean, Vean]] = 0 and [V, Vo] = 0, we conclude that

VO[A(*])’ A(*l)]2 -0
in A2(M, §°). Moreover, observe that the left-hand side lies in fact in A2(M, ]_[m>0 ﬁ?n).

Lemma 4.2.5. If c € AP(M,E(,O,,), m > —1, satisfies [A_1,c] =0, then ¢ = [A_y,c'] for
e APTNM,L G ).

Proof. Indeed, the complex A®(M, §°) with the differential [A_, ] is isomorphic to the complex
of smooth sections of, respectively, A%® forms with coefficients in, the bundle of complexes
S[T;;] ® A(T;) with the standard De Rham differential. O

We now know that pairs (V, ¢) exist. The theorem is implied by the following lemma (we use
the notation of (4.1)-(4.6)).

Lemma 4.2.6. (1) For any two connections V and V', A — 4O 454 cocycle in Al(M, J/C);
a pair (V, c) is equivalent to a pair (V', c’) for some ¢’ by some transformation (X, B) if and
only if AQ — A’O) s g coboundary;

(2) for any two pairs (V,c) and (V,c') with the same V, ¢ — ¢’ is a closed form in
A?(M, hC[h]); two such pairs are equivalent if and only if ¢ — ¢’ is exact.

Proof. (1) The first statement of (1) follows from (4.10). To prove the second, note that
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V' =expad(X)(V) + ad(B),
B e A" (M, h§)

with
oo
X =Y (V=1n)"x™
m=0

and X ¢ AO(M, go), is possible if and only if
VoX(O) +AO _ 4@,

(2) The first statement of (2) follows from (4.4). To prove the second, consider a lifting of V
to a g-valued connection V. We have

c=V2+46
where 6§ € A?(M, KC[#]). One has
V =expad(X)(V)+ B
if and only if the following two equalities hold:
V= expad(X)(%) + B+«
for some a € A' (M, C[h]);
¢ =expad(X)(c) + expad(X)(B) + %[B, B].
But in this case
¢’ =expad(X) (%2 + 9) + [exp ad(X) (%) V- exp ad(X)(%) - a]
+ %[6 —expad(X)(V), V —expad(X)(V)]
= % [exp ad(X) (%), expad(X) (%)]
+6 + [expad(X)%, %] — %[expad(X)(%), expad(X)(%)] —da + %[% 6]

— [%, expad(X)(%)] + %[expad(X)(%), expad(X)(%)] =V24+0—da

=c—da.

This proves the theorem. 0O
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5. The characteristic class of a deformation and the Rozansky—Witten class
5.1. The characteristic class

Given a deformation of the trivial gerbe on a symplectic manifold (M, w), one defines its
characteristic class

1 > — 1 5
e_ﬁhw+]§)(ﬂh) Okeﬁhw+H (M)[[n]

as follows. Represent the deformation by a pair (V, ¢) as in Proposition 4.2.3. Choose a lifting
V of V to a g-valued connection; define

6=V>—c.
It is easy to see that:

(i) 0 € A*(M, zC[RD);
(i) d6 =0, and the cohomology class of 6 is invariant under the equivalence and independent
of the lifting.

The above construction generalizes Fedosov’s Weyl curvature. It is easy to see that the
class of 6y coincides with the image of the class from Theorem 4.2.1 under the morphism
d:H' (M, 0y /C) — H?*(M,C). In particular, if this map is not injective, there may be non-
isomorphic deformations with the same class 6.

5.2. Deformation quantization of the sheaf of functions

Here we recall a theorem from [32] (cf. [3] for the algebraic case).

Let (M, w) be either a symplectic C* manifold or a complex manifold with a holomorphic
symplectic structure. By Oy we denote the sheaf of smooth, respectively holomorphic, func-
tions.

In what follows we will study deformation quantization of Oy as a sheaf. In the language
adopted in this article, these are deformation quantizations of the trivial gerbe such that ¢;j; = 1.
An isomorphism is by definition an isomorphism of deformation quantizations such that b;; = 1.

Theorem 5.2.1. Assume that the maps H (M, C) — H' (M, Oy) are onto fori =1,2. Set
H}(M,C) =ker(H*(M,C) — H*(M, Oy)).
Choose a splitting
H*(M,C)=H*(M,Oy)® H:(M, C).

The set of isomorphism classes of deformation quantizations of Oy as a sheaf which are com-
patible with w is in one-to-one correspondence with a subset of the affine space

w+ H*(M,C)[r]

1
v —1h
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whose projection to

1
ﬁw—i- H}(M,C)[r]

is a bijection.
5.3. The first Rozansky—Witten class

We have seen in the previous section that, under the assumptions of Theorem 5.2.1, deforma-
tions of the sheaf of algebras Oy are classified by cohomology classes 6 as in (5.7) where 6_; =
%mw; the (non-natural) projection of the set of all possible classes 6 to \/_l_m w+ H%(M , C[a])
is a bijection. More precisely, the (natural) projection of 6,41 to H>(M, Oy) is a nonlinear func-
tion in 6;, 0 < i < n. We are going to describe this function for the case n = 0.

Let M be a complex manifold with a holomorphic symplectic structure w. We start by describ-
ing two ways of constructing cohomology classes in H>(M, Oyy). The first one was invented by
Rozansky and Witten, cf. [23,26,36]. Let Vj o be a torsion-free connection in the tangent bundle
which is locally of the form d + Ag for Ag € AL0(M, sp). Let R = 3 A be the (1, 1) component
of the curvature of Vp o. We can view R as a (1, 1) form with coefficients in SZ(T}*W). Let z' be
holomorphic coordinates on M. By z! we denote the corresponding basis of Ty;. We write

R=Y R,,;2'2"dz" d7/. (5.1)

Put
RW, (M, 0) =Y R iR g™ o™ w’* dzl dz. (5.2)
Here I refers to the graph with two vertices and three edges connecting them. In fact a similar
form RW (M, w) can be defined for any finite graph I" for which every vertex is adjacent to

three edges; the cohomology class of this form is independent of the connection [36].
The other way of obtaining (0, 2) classes is as follows. For o = Z“z’j dz'dz’ and B =

> Bi; dz' dz/, put
o, B) =Y oo ds d7'. (5.3)
It is straightforward that the above operation defines a symmetric pairing
w:H' (M) @ HY (M) — HO? (M),
Combined with the projection H% (M) — H''(M), this gives a symmetric pairing
w:H: (M) ® H2 (M) — H*(M, Oy).

Theorem 5.3.1. Under the assumptions of Theorem 5.2.1, let a deformation of the sheaf of alge-
bras Oy corresponds to a cohomology class

0=> (V=11)"0n. Ome H*(M).
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Then the projection of the class of 01 to H*(M, Oyy) is equal to
RWr, (M, w) + w (6o, 6p)-
Proof. First, observe that Lemma 3.5.2 and Proposition 3.6.1 have their analogs for deformations

of the structure sheaf as a sheaf of algebras. The only difference is that the Hochschild complex
C**! is replaced everywhere by C**!, e > 0. Similarly to (4.1)—(4.6), one has

Lemma 5.3.2. Deformations of the sheaf of algebras Oy which are compatible with a symplectic
structure o are classified by forms A € hA' (M, hom(gr J, gr J))[h] such that, if

V=Vo+ A,
then

V(f*g)=V(f)*xg+ f*V(g) (5.4
and V* = 0. Two such forms are equivalent if, for X € A°(M, h Der(W)),
V' =expad(X)V.
The proof is identical to the proof of Lemma 4.2.3.
Let us now classify pairs (V, ¢).

We start by constructing a flat connection V. We use a standard proof from the homological
perturbation theory. One has to solve recursively

R, + VoA =0 (5.5)
where
R, = % 3 [A®,A0)]
i,j20;i+j+m=n+1
At every stage Vo R, = 0; the class of R, is in the image of the map
H*(M, Oy) — H*(M, O /C)

which is zero under our assumptions.
We have shown that flat connections V exist. For any such connection we can consider its
lifting to a g-valued connection V. Put

Vi=6= i (vV=11)"0,, € A? <M, %C[[h]]). (5.6)

m=—1

Let us try to determine all possible values of 6.
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Lemma 5.3.3. Under the assumptions of Theorem 5.2.1, the map V > 0 establishes a one-to-
one correspondence between the set of equivalence classes of connections V and a subset of the
affine space

\/_l_lhw + H>(M, C)[[1]

whose projection to

1 2
——ow+ Hg(M,O)[h
»J:Th F( )HH
is a bijection.

First of all, 6_| = «/_h

To obtain other possible 6 we have to add to V aform A" — A© whose i image in A'(M, J/C)
is V-closed. Therefore, the cohomology class of a possible 6y must be in the image of the map

. There exists V with 0o = 0 (see (4.10) and the argument after it).

H'(M, Oy /C) — H*(M, C),

which is precisely H 2 (M, C) under our assumptions.

Proceeding by 1nduct10n we see that, having constructed 6;, i < n, and V(n) such that
n
Vi, = > (V=11)"0, +o(n"). (5.7)
m=—1

we can find 6, and %er) =V® 4 o(A") such that

n+1
Vo = 2 (V=10)"0n +o(n"*).

m=—1

The cohomology class of such 6,41 can be changed by adding any element of Hj 2(M).

Proceeding by induction, we see that we can construct unique ¥ with any given projection
of 6 to H2 (M)[A]. Now observe that, if V' = expad(X)V, then V = expad(X)V + « for

aeA\M, (C[[h]]) and therefore 6’ = expad(X)(0) + da. Therefore two connections with non-
cohomologous curvatures are not equivalent. An inductive argument, similar to the ones above,
shows that two connections with cohomologous curvatures are equivalent. Indeed, by adding an
o we can arrange for 8’ and 6 to be equal. Then we find X = Y (+/—14)" X, by induction. At
each stage we will have an obstruction in the image of the map

H'(M,0p) — H' (M, 0y /C).

But this image is zero under our assumptions.
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5.3.1. End of the proof of Theorem 5.3.1
Let us start by observing that one can define the projection

Proj: (A®*(M, grJ), Vo) — (A%*(M), 3) (5.8)
as follows: if Z is the DG ideal of the left-hand side generated by dz’ and by the augmentation
ideal of gr J then the right-hand side is identified with the quotient of the left-hand side by Z. It

is straightforward that Proj is a quasi-isomorphism.
Using the notation introduced in and after Definition 4.2.4, we can write

1
©) (=D A(=D] _
VoA +§[A AT, =60 (5.9)
and
1
M —) 41 —1) 4(0) —0) A7 _
VoA +§[A( ATV +[ACD, AO], 4 [ACD, A0 =0, (5.10)
Observe that:

(a) Proj[ACD, ACD], = ProjlaA-D, ACO, = 0;
(b) ProjlA=", AC=D1]; depends only on the (0, 1) component of the form Agfl);
(c) Proj[A©®, A©7]; depends only on the (0, 1) component of the form A@i.

The connection V( can be chosen in such a way that the form from (b) is equal to
> Rz dT (5.11)
therefore for this connection

1
3 Proj[A", ACD], =RW (M, w).

Since [AD, ACD], € AZ(M, 520), we can choose A© e Al (M, 521); we conclude, because
of (b) and (c), that there exists V with 6o = 0 such that the projection of 6; to H 2(M, Oy) is
equal to RW (M, w).

Now we can produce a connection with a given 6y by adding to the above connection a form
A’ — A; for this new connection, the form from (c) may be chosen as

Z a j%i dz/
where
o= Zai;dzi dz’
is the (1, 1) component of a form representing the class 6. This implies

Proj[A©, AD] =w(0.60). O
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Remark 5.3.4. In [33, 4.8], we defined the canonical deformation of the trivial gerbe on a sym-
plectic manifold. It is easy to see that the characteristic class 8 of this deformation is equal
to J—l_lh w. We see from Theorem 5.3.1 that the first Rozansky—Witten class is an obstruction for
the canonical stack deformation to be a sheaf of algebras.

6. Deformation complex of a stack as a DGLA

In this section we will construct a DGLA whose Maurer—Cartan elements classify deforma-
tions of any stack (Theorem 6.2.2). In order to that, we will start by noticing that a stack datum
can be defined in terms of the simplicial nerve of a cover; if we replace the nerve by its first
barycentric subdivision, we arrive at a notion of a descent datum for £ where £ is a simplicial
sheaf of DGLAs (Definitions 6.2.3, 6.2.4). We reduce the problem to classifying such descent
data in Proposition 6.2.6. Then we replace our simplicial sheaf of DGLAs by a quasi-isomorphic
acyclic simplicial sheaf of DGLAs. For the latter, classifying descent data is the same as classi-
fying Maurer—Cartan elements of the DGLA of global sections, whence Theorem 6.2.2. It states
that deformations of a stack are classified by Maurer—Cartan elements of De Rham—Sullivan
forms with values in local Hochschild cochains of the twisted matrix algebra.

6.1. Twisted matrix algebras

For any simplex o of the nerve of an open cover M = | J U; corresponding to U;, N --- N U; o
put I, = {io, ..., ip} and U, =();¢; U;. Define the algebra Matr{, (A) whose elements are finite
matrices

Z a;j Eij

ijely
such that a;; € A; (Us). The product is defined by
aijEij - aiwEix = 8j1aijGij(ajp)ciji Eik-

We call a Hochschild k-cochain D of Matr{, (A) local if:

(a) fork=0, D=3, aiEi;
(b) fork >0, D(E;j,,..., Ei,j,) =0 whenever j, #i,, for some p between 1 and k — 1;
(c) fork >0, D(E;j,, ..., Ej, j,) is a product of an element of E;, ;, and an element of A.

Local cochains form a DGL subalgebra of all Hochschild cochains C '+1(MatrgV(A),
Matr?, (A)). Denote it by L7 (Matr?, (A)).

Remark 6.1.1. It is easy to define a sheaf of categories on U, whose complex of Hochschild
cochains is exactly the complex of local Hochschild cochains above.
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6.2. De Rham—Sullivan forms

For any p-simplex o of the nerve of an open cover M = | U; corresponding to U;;N---N Ui,,
let

QlAs1=Qltig, .-, i, 1/ WGig + -+ 1:, = 1)
and
2°[Ac]1=Qltiy, ..., 1i, {dtiy, ..., dti, } (Wi + -+ - +1;, — L dtig + -+ dt; ).

As usual (cf. [5]), given a sheaf £ on M, define De Rham—Sullivan forms with values in £ as
collections w, € §2°[A,] ® L(U,) where o runs through all simplices, subject to w;|Ay = wy
on U; whenever ¢ C t. De Rham—Sullivan forms form a complex with the differential (w,)
(dprws). We denote the space of all k-forms by .Q]’SRS M, L), or simply by .Q]]:‘)RS 0 in the
case when £ = C. The complex (£2 4L, £), dpr) computes the Cech cohomology of M with
coefficients in L. Finally, put

2fps(M, £) =limdiry 28444, £)

where the limit is taken over the category of all open covers.

We need to say a few words about the functoriality of Hochschild cochains. Usually, given a
morphism of algebras A — B, there is no natural morphism between C*(A, A) and C*(B, B)
(both map to C*(A, B)). Nevertheless, in our special case, there are maps Matry, — Matrf,
on Uy if o C 7. These maps do induce morphisms of sheaves of local cochains on the open subset
U; in the opposite direction; we call these morphisms the restriction maps. And, as before, we
consider Hochschild cochain complexes already as sheaves of complexes. For example, in all the
cases we are interested in, Hochschild cochains are given by multi-differential maps.

Definition 6.2.1. Let £2,4 (4L, L£H-1ocal (Matr, (A))) be the space of all collections
D, € £ (Matrf, (A)) ® 2F(A0)

such that for o C 7 the restriction of the cochain D;|A, to Matrg, (A) is equal to Dy on Us.
These spaces form a DGLA with the bracket [(Dy), (Es)] = ([Dy, E5]) and the differential
(Dgs) + ((dpr + 8)Dy). We put

20rs (M, L7104 (Matry, (A))) = lim dirg 25gs (L L7 (Matry, (A))).

Theorem 6.2.2. Isomorphism classes of deformations of any stack A are in one-to-one corre-
spondence with isomorphism classes of Maurer—Cartan elements of the DGLA

20rs (M, L1 (Matry, (A))).

The DGLAs above are examples of a structure that we call a simplicial sheaf of DGLAs.
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Definition 6.2.3. A simplicial sheaf L is a collection of sheaves L, on U,, together with mor-
phisms of sheaves ry; : L; — L, on U; forall o C 7, suchthat ro;ryg =ry9 foranyoc C 7 C 6.
A simplicial sheaf of DGLAs L is a simplicial sheaf such that all £, are DGLAs and all r,, are
morphisms of DGLAs.

Definition 6.2.4. For a simplicial sheaf of DGLAs L, a descent datum is a collection of Maurer—
Cartan elements A, € AL} (Us[A]), together with gauge transformations Gy :rorAr = Ag
on U; and two-morphisms cs19 : G571 (Grg) = G on Up for any o C t C 6, subject to

Cathor(rar(ctew)) =CobwCo1b
forany o C 1 C6 Cw.

We leave to the reader the definition of isomorphisms (and two-isomorphisms) of descent
data. Given a simplicial sheaf £, and denoting the cover by LI, one defines the cochain complex

Cre.Ly= [] LopWs,.

ogC--Cop
Put
(doS)oo...(r,,+1 =S61..0p41>

(dis)ao...0p+1 = SO'O~--5'i---Up+1 s 1 < l < D;

(dp+15)tro...ap+] =To,,0p41500...0p
We leave to the reader the definition of the maps s;. We see that C* (41, £) is a cosimplicial space.
It is a cosimplicial DGLA if L is a simplicial sheaf of DGLAs.

Finally, note that, if a cover *U is a refinement of the cover 4, then there is a morphism of
cosimplicial spaces (DGLASs)

C*U, L) — C* (5, L).
Let
C* (L) =limdirg C* (4L, L£).
We say that L is acyclic if for every g the cohomology of this complex is zero for p > 0.

Definition 6.2.5. The cochain complex (C*(, £), d +d) where d =) 7_(— 1)id; is called the
Cech complex of £ with respect to the cover 4.

The collection of sheaves £-local (Matrg, (A)) forms a simplicial sheaf of DGLAs if one sets
o1 (w) to be the restriction of the w to the algebra Matr;, (A). We denote this simplicial sheaf of
DGLAs by £7-1°¢4l (Matry, (A)).
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Proposition 6.2.6. Isomorphism classes of deformations over a of any stack A are in one-to-
one correspondence with isomorphism classes of descent data of the Deligne two-groupoid of
cHlocal (Matryy (A)) ® a.

Proof. Given a deformation, it defines a Maurer—Cartan element of £%-local (Matrg, (A)) for
every o, namely the Hochschild cochain corresponding to the deformed product on Matry, (A).
It is immediate that this cochain is local. The restriction r,; sends these cochains to each other,
so a deformation of A does define a descent datum for the Deligne two-groupoid of ET"“‘I.
Conversely, to have such a descent datum is the same as to have a deformed stack datum A, on
every U, (with respect to the cover by U; N Uy = Uy, i € I5), together with an isomorphism
A; - Ay on U, for o C 7 and a two-isomorphism on Uy for every o C 7 C 6. But the cover
consists of several copies of the same open set, which coincides with the entire space. All stack
data with respect to such a cover are isomorphic to sheaves of rings; all stack isomorphisms are
two-isomorphic to usual isomorphisms of sheaves. Trivializing the stacks A, on U, according
to this, we see that isomorphism classes of such data are in one-to-one correspondence with
isomorphism classes of the following:

(1) adeformation A, of the sheaf of algebras A;, on U, where I, = {io,...,ip};

(2) an isomorphism of deformations G : A; — A, |U; forevery o C t;

(3) an invertible element of ¢y, € A, (Up) for every o C t C 6, satisfying the equations that
we leave to the reader.

Finally, one can establish a one-to-one correspondence between isomorphism classes of the
above data and isomorphism classes of deformations of .A. This is done using an explicit formula
utilizing the fact that sequences oo C --- C o), are numbered by simplices of the barycen-
tric subdivision of o), (cf., for example, [39]). More precisely, given a datum A, Gyz, Corp,
we would like to construct a stack datum A;, G;;, c;jx. We start by putting A; = Ay and

-1
Gij =G).i)G ;) ij)- Now we want to guess a formula for ¢;j¢. For that, observe that

-1
Giy.ij) = Adc),i/).ij0) G i).ij0 G iy i)

and
-1
G (j).(ij) = Ad(c(j).(i).00) G (.60 G () i k)
therefore
—1 —1
Gij = Ad(c(i),i).0j0) G i), (i G (). iy Ay iy i)
‘We see that
GijGjr = Ad(ciji)Gik
where

. —1 —1 .
Cijk = C(@),i/).(ijk) (G(i)s(ijk)G(j),(ijk)) (C(j),(ij),(ijk)c(j)»(jk)»(ijk))

-1 -1 -1
X (G(i)»(ijk)G(k),(ijk))(C(k),(jk),(ijk)c(k)*(ik)!(ijk))c(i),(ik)»(ijk)
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(as one would expect, this is an alternated product of terms corresponding to the six faces of the
first barycentric subdivision of the simplex (i jk), in the natural order). One checks directly that
the cocyclicity condition on the ¢;j;’s holds. Furthermore, given an isomorphism Hy, b, of the

/ / /
data Ay, Gor, Corp and Ay, G, ., Cgrp» ONE defines

-1
Hi=Ha,  bij=bo,a)b).ap)

and checks that this is indeed an isomorphism of the corresponding data A;, G;;, c;jx and

A7, G;j, cl’.jk. This ends the proof of Proposition 6.2.6. O

6.2.1. End of the proof of Theorem 6.2.2
Define the simplicial sheaf of DGLAs as follows. Put

L, = L7104 (Matr?, (A)) @ 25 (45),
with the differential dpr + § and transition homomorphisms
ror (D7) = D¢|Agrestricted to Matry, (A).
We denote this simplicial sheaf of DGLAs by
2prs (M, L7144 (Matryy (A4))).

Itis acyclic as a simplicial sheaf. Therefore, by Proposition 3.3.1, isomorphism classes of descent
data of its Deligne two-groupoid are in one-to-one correspondence with isomorphism classes of
Maurer—Cartan elements of the DGLA £2p,¢(M, L local (Matr . (A))), because the latter is its

zero degree Cech cohomology. Now, the embedding
£l (Matryy (A)) — 2rs (M, L7194 (Matry (A)))

is a quasi-isomorphism of simplicial sheaves of DGLAs (the left-hand side is the zero degree
De Rham cohomology, and the higher De Rham cohomology vanishes locally). Again by Propo-
sition 3.3.1, isomorphism classes of descent data are in one-to-one correspondence for the two
simplicial sheaves of DGLAs above.

6.2.2. Another version of Theorem 6.2.2

The language of the previous subsection allows one to classify deformations of a given stack
in terms of another DGLA which is a totalization of a cosimplicial DGLA. This is perhaps a little
bit more consistent with the framework of [20].

Theorem 6.2.7. Isomorphism classes of deformations of a stack A are in one-to-one correspon-
dence with isomorphism classes of Maurer—Cartan elements of the DGLA

Tot C* (L1 (Matryy (4))) ®a. O
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7. Deformations of a given gerbe

7.1.  The aim of this section is to classify deformations of a given gerbe, trivial or not. As
above, let A be a gerbe on M; by Oy we will denote the sheaf of smooth functions (in the C*°
case) or the holomorphic functions (in the complex analytic case).

The two-cocycle c;j; defining the gerbe belongs to the cohomology class in H 2(M, O/
27i7). Project this class onto H>(M, Oy /C).

Definition 7.1.1. We denote the above class in H>(M, Oy;/C) by R(A) or simply by R.
The class R can be represented by a two-form R in .Q%RS((’)M /C), cf. 6.2.

Theorem 7.1.2. Given a gerbe A on a manifold M, the set of deformations over a of A up
to isomorphism is in one-to-one correspondence with the set of equivalence classes of Maurer—
Cartan elements of the DGLA 20,4(M, C*tL (O, Ou)) @ m with the differential dpr +8+ig.

Here C**1 (O, Oy) is the sheaf of complexes of multi-differential Hochschild cochains of
the jet algebra; R € *le)Rs (M, Op/C) is a form representing the class from Definition 7.1.1;
i is the Gerstenhaber bracket with the Hochschild zero-cochain R. Explicitly, if R is an element
of an algebra A,

n

irD(ay, ..., ap) =Z(—1)iD(a1,...,a,-,R,...,a,,).
i=0

In Theorem 7.1.2 this operation is combined with the wedge multiplication on forms.
If the manifold M is complex, we can formulate the theorem in terms of Dolbeault complexes,
without resorting to De Rham—Sullivan forms.

Theorem 7.1.3. Given a holomorphic gerbe A on a complex manifold M, the set of deforma-
tions of A over a up to isomorphism is in one-to-one correspondence with the set of equivalence
classes of Maurer—Cartan elements of the DGLA A%*(M, C** (O, Our)) @ m with the differ-
ential 3 + 8 + ig.

Here R € A%%(M, Oy /C) is a form representing the class from Definition 7.1.1; ig is the
Gerstenhaber bracket with the Hochschild zero-cochain R.

We start with a coordinate change that replaces twisted matrices by usual matrices, at a price
of making the differential and the transition isomorphisms more complicated (Lemma 7.1.6).
The second coordinate change ((7.13) and up) allows to get rid of matrices altogether.

The rest of this section is devoted to the proof of the theorems above.

The plan of the proof is the following. Having reduced the problem of classifying defor-
mations of a gerbe to the problem of classifying Maurer—Cartan elements of a DGLA (Theo-
rem 6.2.2), we will now simplify this DGLA.

7.1.1. First coordinate change: untwisting the matrices
Recall that we are working on a manifold M with an open cover {U;};c; and a Cech two-
cocycle c¢;jx with coefficients in (’)j‘w.
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In what follows, we will denote by .Qk(A,,, O(Uy)), etc., the space of forms on the simplex
A, with values in O(Uy), etc.

We start by observing that in the definition of De Rham—Sullivan forms one can replace alge-
braic L-valued forms £2°(A,) ® L by smooth L-valued forms £2°(A,, £) where L is the DGLA
of local Hochschild cochains. Indeed, one DGLA embeds into the other quasi-isomorphically,
and one can apply Proposition 3.3.1.

Locally, ¢ can be trivialized. Indeed, as in the proof of Proposition 6.2.6, c is a cocycle on U,
with respect to the cover of U, by several copies of itself. We write

cijk =hij(@)hix (o) hji (o) (7.1)
on U, for a simplex o, where h;; are elements of .QO(AJ, O(Uy)). As a consequence,
dprlogh;j(0) — dprloghii(o) +dprlogh (o) =0. (7.2)

Remark 7.1.4. At this stage the cochains 4;; (o), a; (o, T) can be chosen to be constant as func-
tions on simplices. But later they will be required to satisfy Lemma 7.1.8, and for that they have
to be dependent on the variables ;.

Note that two local trivializations of the two-cocycle ¢ differ by a one-cocycle which is itself
locally trivial (by the same argument as the one before (7.1)). Therefore

hij(0) = aj (0, Dhij(Daj(o,7)"" (7.3)

on U;, where a; are some invertible elements of .QO(AU, O(Uy)). We have another local trivial-
ization:

dprloghij(o) = pi(0) — Bj(0) (7.4)
on U, , where f; () are elements of 21 (A, , O(Uy)). Now introduce the coordinate change
aijEij — ajjhij(0)Ejj. (7.5)

Definition 7.1.5. By Matr, (A4) we denote the sheaf on U, whose elements are finite sums
> a; i E;; where a;; € A;. The multiplication is the usual matrix multiplication.

One gets immediately
Lemma 7.1.6. Put
a(o,t) =diaga;(o, 1)
and
B(o) = diag Bi (o).
Consider the spaces of all collections

Dy € 2%(Aq, L7 (Ma” (0)))
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such that for o C t the restriction of the cochain D|o to Matt® (A) is equal to Ad(a(o, t))(Dy)
on U;. These spaces form a DGLA with the bracket [(Dy), (Es)] = ([Dy, Es]) and the differen-
tial (Dy) +— ((dpr + 8 + ad(B(0))) Dy ). The coordinate change (71.5) provides an isomorphism
of this DGLA and the DGLA $20p4(M, L (Matryy (A))) from Definition 6.2.1 (modified as in the
beginning of 7.1.1).
7.1.2. Second coordinate change

We have succeeded in replacing the sheaf of DGLAs of Hochschild complexes of twisted
matrices by the sheaf of DGLAs of Hochschild complexes of usual matrices, at a price of having
more complicated differential and transition functions. Both involve conjugation (or commutator)
with a diagonal matrix. Our next aim is to make these diagonal matrices have all the entries to be

the same. This will allow us eventually to get rid of matrices altogether.
We already have one such diagonal matrix. Indeed, from (7.4) one concludes that

dprpi(o) =dprBj(o) (7.6)
and therefore
dprp(0) € 2 (Aq, OUy))
is well defined. The other one is
y (o, 1) =dprlogai(o, ) — Bi(o) + Bi (7). (1.7)

To see that this expression does not depend on i, apply dpr log to (7.3) and compare the result
with (7.4). Thus, we have a well-defined element

y(0,7) € 2'(Aq, OUL)).
Also, from (7.3) we observe that
s(0,7,0) =a; (0, T)a;(0,0) a;(t,0) (7.8)
does not depend on i and therefore defines an invertible element
5(0,7,0) € 2°(As, O(Up)).

The above cochains form a cocycle in the following sense:

dpr(dprB) = 0; (7.9)
dprB(0) — dprB(t) = —dpry (0, T7); (7.10)
y(o,7) —y(0,0)+ y(r,0) =dprlogs(o, 1,0); (7.11)

5(o,7,0)s(p,7,0) 's(p,0,0)s(p,0,7) " =1. (7.12)
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Lemma 7.1.7. The cohomology of the Cech bicomplex of the complex of simplicial sheaves
o> 2°(As, OWU,))* L2 01(Ay, OU,)) L5 2%(As, OUy)) 55 ...

is isomorphic to the Cech cohomology H*(M, 4; O3y) with respect to the cover . Under this

isomorphism, the cohomology class of the cocycle (dprB, y,s) of this complex becomes the

cohomology class of the cocycle cjjg.

The proof is straightforward, using the fact that sequences op C --- C 0}, are numbered by
simplices of the barycentric subdivision of o, (cf. [39]; compare with the proof of Proposi-
tion 6.2.6) where a nonlinear version of the same argument is used).

From now on, we assume that the cover 4l = {U;} is good. We need another lemma to proceed.
Lemma 7.1.8. The cochains a; (o, ) can be chosen as follows:

ai(o, ) =ap(o, 1)a;(o, 1)
where ag(o, ) does not depend on i and @; (o, ) take values in the subgroup 2°(A,, C - 1)*.
Proof. Choose local branches of the logarithm. We have from (7.8)
loga;(a,0) —loga;(a, ) +loga; (o, t) —logs(a, o, t) =27+ —1N;(a, 0, T)
where Nj(a, o, T) are constant integers. The Cech complex of the simplicial sheaf o >

2%A,, Oy, ) is zero in positive degrees. Let S be a contracting homotopy from this complex to
its zero cohomology. Put

bi (o) = exp(S(logai(, 0)));

then
bi(0)bi(t) ' =a;(0, 1) '@i(0, T)a(o, 1)
where
di(0,7) = exp(2rv/=18(N; (@, 0, 7))
and

a(o, 1) = exp(S(s(a, o, r))).

Therefore we can, from the start, replace h;; (o) by b; () h;;j(0)b; (o)~ 'in (7.1), and g; (o, 7) by
ai(o, t)a(o, t) in (7.3). This proves the lemma. 0O

Now consider the operator

ig(0): 2°(As, C*T (Matr(0))) — £2°1! (44, C* (Matr(0))).
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This operator acts by the Gerstenhaber bracket (at the level of C*), combined with the wedge
product at the level of £2°, with the cochain (o) € YAy, C 0(Matr(O))). One has

[8,ig)] =adg): Q’(AU, C'(Matr(O))) — °f! (Ag, C'(Matr(@)))
and
[dDR, ip(0)] = ldprp(o)
which is an operator
2°(4, C*M (Matr(0))) — 2°72(4,, C*(Matr(0))).
Now define the second coordinate change as
exp(ig(o)) (7.13)

on 2°(As, C*(Matr(0))). This coordinate change turns the DGLA from Lemma 7.1.6 into the
following DGLA. Its elements are collections of elements

ws € 2°(Ag, C*(Matr” (O(Uy)))) (7.14)

such that the restriction of D;|A, to the subalgebra Matr® (O(U,)) is equal to

exp(igo) — ip(r)) Ad(a(o, t))DJ; (7.15)
the differential is
dpR + 8 + idpRB(o)- (7.16)
We can replace (7.15) by
eXPliy (0,1) — ldpg logag(o,7) — idpg logd(o,))Ad(ao (o, 7)) Dy (7.17)

where a(o, 7) = diaga; (o, ) (cf. Lemma 7.1.8).
7.2. Getting rid of matrices

Consider the morphism
C*(Oy,) — C*(Matr’ (Oy,))
defined as follows. Put O = O/C. Then for D € C?(O,0), D: O®P — O, define
5(m1a1, coompap) =my...mpD(ay, ..., ap)
where a; € O and m; € M(C). The following is true:

(a) the cochains é are invariant under isomorphisms Ad(m) for m € GL(C);
(b) the cochains D become zero after substituting and argument from M (C).
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It is well known that the map D +— Disa quasi-isomorphism with respect to the Hochschild
differential §. Therefore this map establishes a quasi-isomorphism of the DGLA from (7.14)-
(7.17) with the following DGLA: its elements are collections D, € 2°(A,, C *+1(O(U,))) such
that

DAy = exp(iy(a,r) - idlogao(a,r))Da (7.18)
on U;, with the differential
dpr + 8 + idpr(0)- (7.19)

Now consider any cocycle r(¢) € 22Uy, ©/C), t(o, 1) € 21 (U, ©O/C);

r(o) —r(r) +t(o,7)=0;
t(o,7) —t(0,0) +1t(r,0) =0.

Such a cocycle defines a DGLA of collections D, as above, where (7.18) gets replaced by
D:|A; = eXp(it(G,r))Da (7.20)

and the differential is dpr + & + i,(). If two cocycles differ by the differential of u(o) €
21(A°, O(Uy)/C), then operators exp(iy(s)) define an isomorphism of DGLAs. Finally, put
r(o) = B(o) and t (o, 1) = y (0, 1) — dlogag(o, T). This is a cocycle of C (M, Ap(0O/0)). It
lies in the cohomology class of the cocycle (logs, ¥, dprf) from Lemma 7.1.7. Now replace this
cocycle by a cohomologous cocycle which has t = 0.

This proves that isomorphism classes of deformations of a gerbe A are in one-to-one corre-
spondence with isomorphism classes of Maurer—Cartan elements of the DGLA of collections of
cochains

D, € 2*(As, C*TH(Oy,, Oy,))

such that D, |U; = D;; the differential is dpr + § + ig where R € ‘912)Rs (M, O/C) represents
the class R as defined in the beginning of this section. To pass to the DGLA of Dolbeault forms
(Theorem 7.1.3), we apply Proposition 3.3.1. O

7.2.1. The jet formulation

Theorem 7.1.2 also admits a formulation in the language of jets. As above, let Jj; be the
bundle of algebras whose fiber at a point is the algebra of jets of C*°, respectively holomor-
phic, functions on M at this point; this bundle has the canonical flat connection V,,. Horizontal
sections of Jys correspond to smooth, respectively holomorphic, functions.

The two-cocycle c;ji defining the gerbe belongs to the cohomology class in H 2(M, O/
2miZ). Project this class onto H (M, 0pn /C) and denote the result by R (as in Definition 7.1.1).
The class R can be represented by a two-form R in A%(M, Jy;/C).

Theorem 7.2.1. Given a gerbe A on a manifold M, the set of deformations of A over a up to
isomorphism is in one-to-one correspondence with the set of equivalence classes of Maurer—
Cartan elements of the DGLA A*(M, ctly, Jm)) ® mwith the differential Vean + 6 + ig.
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Here C "H(JM, Ju) is the complex of vector bundles of Hochschild cochains of the jet
algebra; R € A2(M, Ju/C) is a form representing the class from Definition 7.1.1; ig is the
Gerstenhaber bracket with the Hochschild zero-cochain R. The proof follows from a simple ap-
plication of Proposition 3.3.1. O

8. Deformations of gerbes on symplectic manifolds

8.1. For a gerbe on M defined by a cocycle ¢, we denote by c the class of this cocycle in
H*(M, Oy /27iZ) and by dc its boundary in H3(M,2niZ).

Theorem 8.1.1. Let A be a gerbe on a symplectic manifold (M, ®). The set of isomorphism
classes of deformations of A compatible to w:

(a) is empty if the image of the class dc under the map H>(M, 2wiZ) — H3(M, C) is non-zero;
(b) is in one-to-one correspondence with the space Def(M, w) (Theorem 4.2.1) if the image of
the class dc under the map H>(M, 2miZ) — H3(M, C) is zero.

Let R be the projection of ¢ to HZ(M, Oun/C), as in Definition 7.1.1.

Theorem 8.1.2. Let A be a gerbe on a complex symplectic manifold (M, ). The set of isomor-
phism classes of deformations of A compatible to w:

(a) is empty if R #0;
(b) is in one-to-one correspondence with the space Def(M, w) if R =0.

Proof. The arguments from the proof of Theorem 4.2.1 show that deformations of a gerbe are
classified exactly as in (4.1)—(4.4), with one exception: Eq. (4.2) should be replaced by the re-
quirement that the class of ¢ modulo A>(M, C 4+ h gr J)[A] should coincide with R where R is
a form defined before Theorem 7.1.2. Therefore, if R = 0, the classification goes unchanged; if
R#0in H>(M, Oy /C), then

1
0) -1 -1 _
VoA +ﬂm ),ACD], =R (8.1)
shows that no connection V exists. O
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