Stability of bound states of Hamiltonian PDEs in the degenerate cases
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Abstract

We consider a Hamiltonian systems which is invariant under a one-parameter unitary group and give a criterion for the stability and instability of bound states for the degenerate case. We apply our theorem to the single power nonlinear Klein–Gordon equation and the double power nonlinear Schrödinger equation. © 2012 Elsevier Inc. All rights reserved.
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1. Introduction

In this paper, following a celebrated paper [3] by Grillakis, Shatah and Strauss, we consider the abstract Hamiltonian system of the form

$$\frac{du}{dt}(t) = J E'(u),$$

where $E$ is the energy functional on a real Hilbert space $X$, and $J : X^* \to Y^*$ is a skew-symmetric operator. Here, $Y$ is another real Hilbert space and $u \in C(I, X) \cap C^1(I, Y^*)$ for some interval $I$. Eq. (1.1) can be considered as a generalization of nonlinear Schrödinger equations (NLS) and nonlinear Klein–Gordon equations (NLKG). We assume that $E$ is invariant under a one-parameter unitary group $\{T(s)\}_{s \in \mathbb{R}}$. We consider the stability and instability of bound state solutions $T(\omega t)\phi_\omega$ of (1.1), where $\omega \in \mathbb{R}$ and $\phi_\omega \in X$. We assume that the linearized Hamiltonian
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has one negative eigenvalue, where \( Q \) is the invariant quantity which comes out from the Noether’s principal due to the symmetry \( T(s) \).

In [3], it is proved that if \( d''(\omega) > 0 \) (resp. < 0), then the bound state \( T(\omega t) \phi_\omega \) is stable (resp. unstable), where

\[
d(\omega) := E(\phi_\omega) - \omega Q(\phi_\omega).
\]

Further, Theorem 2 of [3] claims that “bound states are stable if and only if \( d \) is strictly convex in a neighborhood of \( \omega \).” However, as pointed out by Comech and Pelinovsky [1], their argument seems to be not correct for the case \( d''(\omega) = 0 \). Our aim of this paper is to recover this criterion, i.e. investigate the stability and instability for the case \( d''(\omega) = 0 \).

For the case \( d''(\omega) = 0 \), Comech and Pelinovsky [1] showed that if \( d''(\hat{\omega}) \leq 0 \) in a one-sided open neighborhood of \( \omega \), then the bound state \( T(\omega t) \phi_\omega \) is unstable. Their proof is based on the observation that in the case \( d''(\omega) = 0 \), the linearized operator \( JS''(\phi_\omega) \) has a degenerate zero eigenvalue which leads to a polynomial growth of perturbations. They showed the instability by considering (1.1) as a perturbation of the linearized equation around \( \phi_\omega \). Recently, Ohta [6] gave another proof for the instability of bound states for the case \( d''(\omega) = 0 \). His proof is based on [3] and [5] which uses a Lyapunov functional to “push out” the solutions from the neighborhood of the bound states. However, [6] assumes \( T'(0) = J \) and this assumption prevent his result to apply to the NLKG equations.

In this paper, we follow the work of [3,5,6] and extend the results of [3] and [6]. We show that, if \( d''(\omega) \) is strictly convex in a neighborhood of \( \omega \), then the bound state is stable and if \( d(\hat{\omega}) - d(\omega) - (\hat{\omega} - \omega)d'(\omega) < 0 \) in \( \omega < \hat{\omega} < \omega + \varepsilon \) or \( \omega - \varepsilon < \hat{\omega} < \omega \) for some \( \varepsilon > 0 \), then the bound state is unstable. For the meaning of assumption “\( d(\hat{\omega}) - d(\omega) - (\hat{\omega} - \omega)d'(\omega) < 0 \)”, consider the following three conditions.

(A) \( \exists \varepsilon > 0 \) s.t. \( \forall \lambda \in (0, \varepsilon) \) (resp. \( \forall \lambda \in (-\varepsilon, 0) \)), \( d''(\omega + \lambda) < 0 \).

(B) \( \exists \varepsilon > 0 \) s.t. \( \forall \lambda \in (0, \varepsilon) \) (resp. \( \forall \lambda \in (-\varepsilon, 0) \)), \( d'(\omega + \lambda) - d'(\omega) + \lambda d''(\omega) < 0 \).

(C) \( \exists \{\lambda_n\} \) s.t. \( \lambda_n \to 0 \) and \( d''(\omega + \lambda_n) < 0 \).

Then, we have (A) \( \Rightarrow \) (B) \( \Rightarrow \) (C) and (C) is equivalent to “\( d \) is not convex in the neighborhood of \( \omega \)”. Therefore, our assumption, which is condition (B), do not cover the case “\( d \) is not convex in the neighborhood of \( \omega \)”, but the gap can considered to be small. If \( d''(\omega) = 0 \) and \( d'''(\omega) \neq 0 \), then we have (A). So, our result covers the result of [6]. The only natural case which we cannot treat in our theorem is the case \( d \) is linear in a one-sided open neighborhood of \( \omega \). In this sense we have almost proved the criterion “bound states are stable if and only if \( d(\omega) \) is strictly convex”.

The proof is based on a purely variational argument. We note that our result almost covers the result of [1] but not completely. The case \( d \) is linear in the neighborhood of \( \omega \) is excluded by our theorem, which in this case can be covered by [1]. However, our proof requires less regularity for \( E \), which is \( E \in C^2 \) and does not need an assumption for nonlinearity like Assumptions 2.10(b), (c) of [1].

We now explain the improvement of our result from [5] and [6]. The first step to show the stability/instability of bound states \( T(\omega t) \phi_\omega \) by variational argument is to know the “shape” of the energy function \( E(u) \) (or equivalently the action \( S_\omega = E - \omega Q \)) around \( \phi_\omega \) under the constraint \( \mathcal{M} = \{ u \in X, \ Q(u) = Q(\phi_\omega) \} \). Indeed, if we can show \( \phi_\omega \) is a local minimizer of \( E \).
in $\mathcal{M}$, then the conservation of $E$ and $Q$ immediately gives the stability (for the instability, we need further discussion). Now, for the case $d''(\omega) = 0$ and the Morse index is 1, the action $S_\omega$ has one degenerate direction which is approximately $\partial_\omega \phi_\omega$. Following [3], to capture the degeneracy, [6] considered a curve $\Psi(\lambda) = \phi_\omega + \lambda \partial_\omega \phi_\omega + \sigma(\lambda) Q' \phi_\omega$, where the last term is added to make $\Psi(\lambda) \in \mathcal{M}$. Then, decomposing the solution $u$ as $u \sim \Psi(\Lambda(u)) + w(u)$ and calculating the Taylor expansion of the energy functional, they got the conclusion, where $\Lambda(u) = \langle u, \partial_\omega \phi_\omega \rangle$. We follow this strategy but improved two points. The first is, as [5], to choose $\Lambda(u)$ nonlinearly (or implicitly) to have $w(u)$ to satisfy good orthogonality conditions. By this modification we can remove the restriction $J = T'(0)$ which was assumed in [6]. Next, since in our case $d(\omega)$ is highly degenerate, it is not enough to capture the degenerate direction by $\Psi(\lambda) = \phi_\omega + \lambda \phi_\omega + \sigma(\lambda) Q' \phi_\omega$. So the second improvement is to take $\Psi(\lambda)$ as $\phi_\omega + \lambda + \sigma(\lambda) Q' \phi_\omega$. By this modification we can handle the highly degenerate cases. Indeed, we can calculate $S_\omega(\Psi(\lambda))$ very precisely because we have many useful equalities such as $S_\omega + \lambda Q$. Further, we use the Taylor expansion only around $\Psi(\Lambda(u))$ instead of $\phi_\omega$. Since the other directions are not degenerate, we then have a good understanding of the "shape" of the action $S_\omega$ with enough accuracy. Further, similar modification is done for $P$ and $A$, which are the functionals used for the proof of instability.

We give an application of our theorem for the single power NLKG equations and double power nonlinear Schrödinger equations. For the one dimensional NLKG with $|u|^{p-1} u$, $1 < p < 2$, our result seems to be new. Further, we remark our result covers all dimensions in a unified way.

This paper is organized as follows: In Section 2, we formulate our assumptions and the main results in a precise manner. In Section 3, we prepare some notations and lemmas for the proof of the main results. In Section 4, we prove the main results. In Section 5, we give an applications of the main theorem for NLKG and NLS equations.

2. Notation and main results

Let $X$, $Y$ and $H$ be real Hilbert spaces such that

$$X \hookrightarrow H \simeq H^* \hookrightarrow X^*, \quad Y \hookrightarrow H \simeq H^* \hookrightarrow Y^*, $$

where all the embeddings are densely continuous. We identify $H$ with $H^*$ naturally. We denote the inner product of $H$, the coupling between $X$ and $X^*$ and the coupling between $Y$ and $Y^*$ all by $\langle \cdot, \cdot \rangle$. The norms of $X$ and $H$ are denoted as $\| \cdot \|_X$ and $\| \cdot \|_H$, respectively. Let $J : H \to H$ be a skew-symmetric operator in such a sense that

$$\langle Ju, v \rangle = - \langle u, Jv \rangle, \quad u, v \in H.$$

Further, we assume $J|_X : X \to Y$ and $J|_Y : Y \to X$ are bijective and bounded. The operator $J$ can be naturally extended to $J^* : X^* \to Y^*$ by

$$\langle J^* u, v \rangle = - \langle u, Jv \rangle, \quad u \in X^*, \quad v \in Y.$$

For simplicity, we just denote $J^*$ as $J$. Let $T(s)$ be a one parameter unitary group on $X$ and let $T'(0)$ is the generator of $T(s)$. We denote the domain of $T'(0)$ by $D(T'(0)) \subset X$. As $J$, we can naturally extend $T(s)$ to $\tilde{T}(s) : X^* \to X^*$ by

$$\langle \tilde{T}(s) u, v \rangle := \langle u, T(-s)v \rangle, \quad u \in X^*, \quad v \in X.$$
We assume $\tilde{T}(s)(Y) \subset Y$ for all $s \in \mathbb{R}$. For simplicity, we just denote $\tilde{T}(s)$ as $T(s)$. We further assume that $J$ and $T(s)$ commute.

Let $E \in C^2(X, \mathbb{R})$. We consider the following Hamiltonian PDE.

$$\frac{du}{dt}(t) = JE'(u(t)), \quad (2.1)$$

where $E'$ is the Fréchet derivative of $E$. We say that $u(t)$ is a solution of (2.1) in an interval $I$ if $u \in C(I, X) \cap C^1(I, Y^*)$ and satisfies (2.1) in $Y^*$ for all $t \in I$. We assume that $E$ is invariant under $T$, that is,

$$E(T(s)u) = E(u), \quad s \in \mathbb{R}, \; u \in X.$$

We assume that there is a bounded operator $B : X \to X^*$ such that $B^* = B$ and the operator $B$ is an extension of $J^{-1}T'(0)$. We define $Q : X \to \mathbb{R}$ by

$$Q(u) := \frac{1}{2} \langle Bu, u \rangle, \quad u \in X. \quad (2.2)$$

Then, we have $Q(T(s)u) = Q(u)$ for $u \in X$. Indeed, for $u \in D(T'(0))$, we have

$$\frac{d}{ds} Q(T(s)u) = \{BT(s)u, T'(0)T(s)u\} = \{BT(s)u, JBT(s)u\} = 0.$$

For general $u \in X$, we only have to take a sequence $u_n \in D(T'(0))$, $u_n \to u$ in $X$. Further, formally $Q$ conserves under the flow of (2.1). Indeed,

$$\frac{d}{dt} Q(u(t)) = \{Bu(t), JE'(u(t))\} = -\{T'(0)u(t), E'(u(t))\} = -\frac{d}{ds} |_{s=0} E(T(s)u(t)) = 0.$$

We now assume that the Cauchy problem of (2.1) is well-posed in $X$.

**Assumption 1 (Existence of solutions).** Let $\mu > 0$. Then, there exists $T(\mu) > 0$ such that for all $u_0 \in X$ with $\|u_0\|_X \leq \mu$, we have a solution $u$ of (2.1) in $[0, T(\mu))$ with $u(0) = u_0$. Further, $u$ satisfies $E(u(t)) = E(u_0)$ and $Q(u(t)) = Q(u_0)$ for $t \in (0, T(\mu))$.

We next define the bound state, which is a stationary solution modulo symmetry $T(s)$.

**Definition 1 (Bound state).** By a bound state we mean a solution of (2.1) in $\mathbb{R}$ with the form

$$u(t) = T(\omega t)\phi,$$

where $\omega \in \mathbb{R}$ and $\phi \in X$. 
Remark 1. If $T(\omega t)\phi$ is a bound state and $\phi \in D(T'(0))$, then it satisfies
\[
\omega T(\omega t)T'(0)\phi = J E'(\omega t)\phi.
\]
Thus, by $E'(T(s)u) = T(s)E'(u)$ and the definition of $Q$, we have
\[
E'(\phi) - \omega Q'(\phi) = 0. \tag{2.3}
\]
On the other hand, if $\phi \in D(T'(0))$ satisfies (2.3), then $T(\omega t)\phi$ is a bound state.

Definition 2 (Stability of bound states). We say the bound state $T(\omega t)\phi$ is stable if for all $\epsilon > 0$ there exists $\delta > 0$ with the following property. If $\|u_0 - \phi\|_X < \delta$ and $u(t)$ is a solution of (2.1) given in Assumption 1, then $u(t)$ can be continued to a solution in $[0, \infty)$ and
\[
\sup_{0 < t} \inf_{s \in \mathbb{R}} \|u(t) - T(s)\phi\|_X < \epsilon.
\]
Otherwise the bound state $T(\omega t)\phi$ is said to be unstable.

Assumption 2 (Existence of bound states). Let $\omega_1 < \omega_2$. We assume that there exists a $C^3$ map $(\omega_1, \omega_2) \to X$, $\omega \to \phi_\omega$ such that
\begin{itemize}
  \item[(i)] $T(\omega t)\phi_\omega$ is a bound state.
  \item[(ii)] $\phi_\omega \in D(T'(0)^2)$, $\partial_\omega \phi_\omega \in D(T'(0))$, $T'(0)\phi_\omega \in D(T'(0))$, $T'(0)\phi_\omega \in D(T'(0)^2)$.
  \item[(iii)] $T'(0)\phi_\omega \neq 0$, $\partial_\omega \phi_\omega \neq 0$ and $\langle T'(0)\phi_\omega, \partial_\omega \phi_\omega \rangle = 0$.
\end{itemize}

Remark 2. By the fact that $T'(0)\phi_\omega \in Y \setminus \{0\}$, we have $B\phi_\omega = J^{-1}T'(0)\phi_\omega \in X$ and $B\phi_\omega \neq 0$.

Remark 3. In (iii) of Assumption 2, we do not need to assume $\langle T'(0)\phi_\omega, \partial_\omega \phi_\omega \rangle = 0$. This condition is just a particular choice of parametrization of $\phi_\omega$ in $\omega$ as one can always replace $\phi_\omega$ by $T(s(\omega))\phi_\omega$. Indeed, choosing
\[
s(\omega) = -\int_0^\omega \frac{\langle T'(0)\phi_\mu, \partial_\mu \phi_\mu \rangle}{\|T'(0)\phi_\mu\|^2_H} d\mu,
\]
and setting $\tilde{\phi}_\omega := T(s(\omega))\phi_\omega$, we see that, $\tilde{\phi}_\omega$ satisfies $\langle T'(0)\tilde{\phi}_\omega, \partial_\omega \tilde{\phi}_\omega \rangle = 0$.

Set
\[
S_\omega(u) := E(u) - \omega Q(u), \quad u \in X,
\]
\[
d(\omega) := S_\omega(\phi_\omega), \tag{2.4}
\]
where $\phi_\omega$ is given in Assumption 2.

Remark 4. Condition (2.3) is equivalent to $S'_\omega(\phi) = 0$. 

We further assume that the linearized Hamiltonian $S''_\omega(\phi_\omega)$ satisfies the following spectral condition.

**Assumption 3 (Spectral conditions for the bound states).** For $\omega \in (\omega_1, \omega_2)$, we assume the following.

(i) $\ker S''_\omega(\phi_\omega) = \text{span}\{T'(0)\phi_\omega\}$,
(ii) $S''_\omega(\phi_\omega)$ has only one simple negative eigenvalue $-\mu < 0$,
(iii) $\inf\{s > 0 \mid s \in \sigma(S''_\omega(\phi_\omega))\} > 0$.

where $\sigma(S''_\omega(\phi_\omega)) \subset \mathbb{R}$ is the spectrum of $S''_\omega(\phi_\omega)$.

Grillakis, Shatah and Strauss [3] proved the following theorem.

**Theorem 1.** Let Assumptions 1, 2 and 3 be satisfied. Then, if $d''(\omega) > 0$, the bound state $T(\omega t)\phi_\omega$ is stable and if $d''(\omega) < 0$, the bound state $T(\omega t)\phi_\omega$ is unstable.

We investigate the case $d''(\omega) = 0$.

We denote $f(\lambda) \sim g(\lambda)$ if $f$ and $g$ satisfy

\[0 < \liminf_{|\lambda| \to 0} f(\lambda)/g(\lambda) \leq \limsup_{|\lambda| \to 0} f(\lambda)/g(\lambda) < \infty. \tag{2.5}\]

We assume

\[d(\omega + \lambda) - d(\omega) - \lambda d'(\omega) \sim \lambda(d'(\omega + \lambda) - d'(\omega)). \tag{2.6}\]

This is a technical assumption which we need in the proof.

**Remark 5.** If $d \in C^n$ and $d^{(m)}(\omega) \neq 0$ for some $2 < m \leq n$, then the assumption (2.6) is satisfied. Let $d(\omega + \lambda) = e^{-1/|\lambda|}$, then $d$ does not satisfy (2.6). However, this assumption seems to be natural.

We now state our main results.

**Theorem 2.** Let Assumptions 1, 2, 3 and (2.6) be satisfied. Assume that $d$ is strictly convex in an open neighborhood of $\omega$. Then $T(\omega t)\phi_\omega$ is stable.

**Remark 6.** For Theorem 2, we can remove the condition $J|_X, J|_Y$ are bijective and bounded. Further, we only need $\omega \mapsto \phi_\omega$ to be $C^2$. We only use these conditions for Theorem 3 below, which is concerned with the instability. Therefore, we can treat the case $J = \partial_x$, which appears for KdV type equations and BBM type equations.

**Theorem 3.** Let Assumptions 1, 2, 3 and (2.6) be satisfied. Assume there exists $\varepsilon > 0$ such that $d'(\omega + \lambda) - d'(\omega) - \lambda d''(\omega) < 0$ in $0 < \lambda < \varepsilon$ or $-\varepsilon < \lambda < 0$. Further, assume $\langle \phi_\omega + \lambda, J^{-1} \phi_\omega \rangle = 0$. Then $T(\omega t)\phi_\omega$ is unstable.
Remark 7. If \(d''(\omega) > 0\) (resp. \(< 0\)), then the assumption of Theorem 2 (resp. Theorem 3) is satisfied. Therefore, Theorems 2 and 3 are extension of Theorem 1.

Remark 8. The assumption \(\langle \phi_{\omega+\lambda}, J^{-1} \partial^2_{\omega} \phi_{\omega+\lambda} \rangle = 0\) is technical. However, for the NLS and NLKG cases, this is satisfied when as far as the real-valued standing waves are concerned.

Corollary 1. Let Assumptions 1, 2 and 3 be satisfied. Let \(n \geq 4\) be an even integer. Assume that \(d \in C^n\) in an open neighborhood of \(\omega\) and assume
\[
d''(\omega) = \cdots = d^{(n-1)}(\omega) = 0, \quad d^{(n)}(\omega) > 0.
\]
Then \(T(\omega t)\phi_\omega\) is stable.

Corollary 2. Let Assumptions 1, 2 and 3 be satisfied. Further, assume there exists \(\varepsilon > 0\) such that \(\langle \phi_{\omega+\lambda}, J^{-1} \partial^2_{\omega} \phi_{\omega+\lambda} \rangle = 0\) for \(|\lambda| < \varepsilon\). Let \(n \geq 3\) be an integer. Assume that \(d \in C^n\) in an open neighborhood of \(\omega\) and
\[
d''(\omega) = \cdots = d^{(n-1)}(\omega) = 0,
\]
\[
d^{(n)}(\omega) < 0 \quad (n: \text{even}), \quad d^{(n)}(\omega) \neq 0 \quad (n: \text{odd}).
\]
Then \(T(\omega t)\phi_\omega\) is unstable.

3. Preliminaries

In this section, we assume Assumptions 1, 2, 3, (2.6) and \(d''(\omega) = 0\). Note that by differentiating (2.4) with respect to \(\omega\), we have
\[
d'(\omega) = \left\{ S'_\omega(\phi_\omega), \partial_\omega \phi_\omega \right\} - Q(\phi_\omega) = -Q(\phi_\omega), \tag{3.1}
\]
\[
d''(\omega) = -\langle B\phi_\omega, \partial_\omega \phi_\omega \rangle. \tag{3.2}
\]
Further, differentiating the equation \(S'_\omega(\phi_\omega) = 0\) with respect to \(\omega\), we have
\[
S''(\phi_\omega) \partial_\omega \phi_\omega = B\phi_\omega. \tag{3.3}
\]
We will use these relations in the following. Set
\[
\eta_1(\lambda) := d(\omega + \lambda) - d(\omega) - \lambda d'(\omega), \tag{3.4}
\]
\[
\eta_2(\lambda) := d'(\omega + \lambda) - d'(\omega). \tag{3.5}
\]
Recall that in (2.6), we have assumed \(\eta_1(\lambda) \sim \lambda \eta_2(\lambda)\). Further, since we are assuming \(d''(\omega) = 0\), we have \(\eta_2(\lambda) = o(\lambda)\) as \(\lambda \to 0\).
Lemma 1. Let $\varepsilon > 0$ sufficiently small. Then, there exists $\sigma(\lambda): (-\varepsilon, \varepsilon) \to \mathbb{R}$ such that $\sigma(\lambda) \sim \eta_2(\lambda)$ and

$$Q(\phi_{\omega + \lambda} + \sigma(\lambda)B\phi_{\omega + \lambda}) = Q(\phi_{\omega}),$$

for $|\lambda| < \varepsilon$, where we have used "~" in the sense of (2.5).

Proof. Set

$$F(\sigma, \lambda) = Q(\phi_{\omega + \lambda} + \sigma B\phi_{\omega + \lambda}).$$

Then, $F(0, 0) = Q(\phi_{\omega})$ and $\partial_{\sigma} F|_{\sigma=\lambda=0}(\sigma, \lambda) = \|B\phi_{\omega}\|_H^2 \neq 0$ by Remark 2. Therefore, by the implicit function theorem, there exist $\varepsilon > 0$, $\delta > 0$ and $\sigma: (-\varepsilon, \varepsilon) \to (-\delta, \delta)$ such that $\sigma(\lambda)$ satisfies (3.6) for $|\lambda| < \varepsilon$. Further, by (3.6), we have

$$\sigma(\lambda)(B\phi_{\omega + \lambda}\|_H^2 + \sigma(\lambda)Q(B\phi_{\omega + \lambda})) = -Q(\phi_{\omega + \lambda}) + Q(\phi_{\omega})$$

$$= d'(\omega + \lambda) - d'(\omega)$$

$$= \eta_2(\lambda),$$

where we have used (3.1) and (3.5). Since

$$\sigma(\lambda)(B\phi_{\omega + \lambda}\|_H^2 + \sigma(\lambda)Q(B\phi_{\omega + \lambda})) = \sigma(\lambda)(B\phi_{\omega}\|_H^2 + o(1))$$

as $\lambda \to 0$, we have the conclusion. \(\Box\)

We now define a curve on the neighborhood of $\phi_{\omega}$. Let $\varepsilon > 0$ as in Lemma 1. For $|\lambda| < \varepsilon$, set

$$\Psi(\lambda) := \phi_{\omega + \lambda} + \sigma(\lambda)B\phi_{\omega + \lambda}. \quad (3.7)$$

We next calculate the value of $S_{\omega}(\Psi(\lambda))$.

Lemma 2. Let $\varepsilon > 0$ as in Lemma 1. Then for $|\lambda| < \varepsilon$, we have

$$S_{\omega}(\Psi(\lambda)) - S_{\omega}(\phi_{\omega}) = \eta_1(\lambda) + o(\eta_1(\lambda)), \quad \lambda \to 0.$$

Proof. By the definition of $S_{\omega}$, we have $S_{\omega} = S_{\omega + \lambda} + \lambda Q$. Using this and the Taylor expansion, we have

$$S_{\omega}(\Psi(\lambda)) = S_{\omega + \lambda}(\Psi(\lambda)) + \lambda Q(\Psi(\lambda))$$

$$= S_{\omega + \lambda}(\phi_{\omega + \lambda} + \sigma(\lambda)B\phi_{\omega + \lambda}) + \lambda Q(\phi_{\omega})$$

$$= S_{\omega + \lambda}(\phi_{\omega + \lambda}) + \lambda Q(\phi_{\omega}) + O(\sigma(\lambda)^2)$$

$$= d(\omega + \lambda) - \lambda d'(\omega) + o(\eta_1(\lambda)), \quad \lambda \to 0.$$
Here, we have used \( Q(\Psi(\lambda)) = Q(\phi_\omega) \) by Lemma 1 and (3.7) for the second equality, \( S_{\omega+\lambda}(\phi_\omega+\lambda) = 0 \) for the third equality and \( \sigma(\lambda) = o(\lambda) \), \( O(\lambda \sigma(\lambda)) = O(\lambda \eta_2(\lambda)) = O(\eta_1(\lambda)) \) as \( \lambda \to 0 \) for the last equality. Therefore, by (3.4), we have the conclusion.

We define a tubular neighborhood of \( \phi_\omega \). Set

\[
N_\varepsilon := \left\{ u \in X \mid \inf_{s \in \mathbb{R}} \| u - T(s)\phi_\omega \|_X < \varepsilon \right\},
\]

\[
N_\varepsilon^0 := \left\{ u \in N_\varepsilon \mid Q(u) = Q(\phi_\omega) \right\}.
\]

**Lemma 3.** Let \( \varepsilon > 0 \) sufficiently small. Then for \( u \in N_\varepsilon \), there exist \( \theta(u) \), \( \Lambda(u) \), \( w(u) \) and \( \alpha(u) \) such that

\[
T(\theta(u))u = \Psi(\Lambda(u)) + w(u) + \alpha(u)B\phi_\omega + \Lambda(u),
\]

and

\[
\{w(u), T'(0)\phi_\omega + \Lambda(u)\} = \{w(u), \partial_\omega \phi_\omega + \Lambda(u)\} = \{w(u), B\phi_\omega + \Lambda(u)\} = 0. \tag{3.8}
\]

Further, \( \Lambda \) and \( \theta \) are \( C^2 \).

**Proof.** Set

\[
G(u, \theta, \Lambda) = \begin{pmatrix}
\langle T(\theta)u - \Psi(\Lambda), T'(0)\phi_\omega + \Lambda \rangle \\
\langle T(\theta)u - \Psi(\Lambda), \partial_\omega \phi_\omega + \Lambda \rangle
\end{pmatrix},
\]

Then, we have \( G(\phi_\omega, 0, 0) = 0 \) and

\[
\frac{\partial G}{\partial (\theta, \Lambda)} \bigg|_{u=\phi_\omega, \theta=\Lambda=0} = \begin{pmatrix}
\| T'(0)\phi_\omega \|^2_H & 0 \\
0 & -\| \partial_\omega \phi_\omega \|^2_H
\end{pmatrix}, \tag{3.9}
\]

where

\[
G_{11}(u, \theta, \Lambda) = \{ T'(0)T(\theta)u, T'(0)\phi_\omega + \Lambda \},
\]

\[
G_{12}(u, \theta, \Lambda) = -\{ \partial_\lambda \Psi(\Lambda), T'(0)\phi_\omega + \Lambda \} + \{ T(\theta)u - \Psi(\Lambda), T'(0)\partial_\omega \phi_\omega + \Lambda \},
\]

\[
G_{21}(u, \theta, \Lambda) = \{ T'(0)T(\theta)u, \partial_\omega \phi_\omega + \Lambda \},
\]

\[
G_{22}(u, \theta, \Lambda) = -\{ \partial_\lambda \Psi(\Lambda), \partial_\omega \phi_\omega + \Lambda \} + \{ T(\theta)u - \Psi(\Lambda), \partial_\omega^2 \phi_\omega + \Lambda \}.
\]

Therefore,

\[
\frac{\partial G}{\partial (\theta, \Lambda)} \bigg|_{u=\phi_\omega, \theta=\Lambda=0} = \begin{pmatrix}
\| T'(0)\phi_\omega \|^2_H & 0 \\
0 & -\| \partial_\omega \phi_\omega \|^2_H
\end{pmatrix},
\]

is invertible. Thus, there exist functionals \( \theta(u) \) and \( \Lambda(u) \) defined in the neighborhood of \( \phi_\omega \) such that \( G(u, \theta(u), \Lambda(u)) = 0 \). Since, \( \omega' \mapsto \phi_{\omega'} \) is a \( C^3 \) map, we see that \( G \) is \( C^2 \). Therefore, \( \Lambda \) and \( \theta \) are \( C^2 \). For \( u \in N_\varepsilon \), define \( \theta(T(s)u) = \theta(u) - s \) and \( \Lambda(T(s)u) = \Lambda(u) \). Finally, define
\[ \alpha(u) = \langle T(\theta(u))u - \Psi(\Lambda(u)), B\phi_{\omega + \Lambda(u)} \rangle B\phi_{\omega + \Lambda(u)} \| B\phi_{\omega + \Lambda(u)} \|^{-2} , \]
\[ w(u) = T(\theta(u))u - \Psi(\Lambda(u)) - \alpha(u) B\phi_{\omega + \Lambda(u)}. \]

Therefore, we have the conclusion. \( \square \)

Let \( \varepsilon > 0 \) as in Lemma 3. Set
\[ M(u) := T(\theta(u))u, \quad u \in N_\varepsilon. \]

**Remark 9.** By the uniqueness of the solution of \( G = 0 \), we have
\[ \theta(\Psi(\lambda)) = 0, \quad \Lambda(\Psi(\lambda)) = \lambda, \]
\[ w(\Psi(\lambda)) = 0, \quad \alpha(\Psi(\lambda)) = 0. \]

We next show that the Fréchet derivatives of \( \theta \) and \( \Lambda \) are in \( Y \).

**Lemma 4.** Let \( \varepsilon > 0 \) sufficiently small. Let \( u \in N_\varepsilon \). Then, \( \theta'(u), \; \Lambda'(u) \in Y \).

**Proof.** By differentiating \( G(u, \theta(u), \Lambda(u)) = 0 \) with respect to \( u \), we have
\[ H(u) \begin{pmatrix} \theta'(u) \\ \Lambda'(u) \end{pmatrix} = - \begin{pmatrix} T(-\theta(u))T'(0)\phi_{\omega + \Lambda(u)} \\ T(-\theta(u))\partial_\omega \phi_{\omega + \Lambda(u)} \end{pmatrix}, \tag{3.10} \]
where \( H(u) = (G_{i,j}(u, \theta(u), \Lambda(u)))_{i,j=1,2} \). Since \( H(u) \) is invertible in \( N_\varepsilon \) for sufficiently small \( \varepsilon > 0 \) and \( T'(0)\phi_{\omega + \Lambda(u)} \in Y \), \( \partial_\omega \phi_{\omega + \Lambda(u)} \in Y \) by Assumption 2, we have the conclusion. \( \square \)

**Remark 10.** As the proof of Lemma 4, by differentiating (3.10) with respect to \( u \), we see that \( \theta''(u)w \in Y \) and \( \Lambda''(u)w \in Y \) for \( u \in N_\varepsilon \) and \( w \in X \).

Let \( \varepsilon > 0 \) sufficiently small. We now introduce the following functionals \( A \) and \( P \) defined in \( N_\varepsilon \), which we use to show the instability theorem.
\[ A(u) := \left\{ M(u), J^{-1}\partial_\omega \phi_{\omega + \Lambda(u)} \right\}, \]
\[ P(u) := \left\{ S'_{\omega + \Lambda(u)}(u), JA'(u) \right\}. \]

**Remark 11.** \( A \) and \( P \) are well-defined in \( N_\varepsilon \) for sufficiently small \( \varepsilon > 0 \). Indeed,
\[ A'(u) = J^{-1}T(-\theta(u))\partial_\omega \phi_{\omega + \Lambda(u)} + \left\{ T'(0)M(u), J^{-1}\partial_\omega \phi_{\omega + \Lambda(u)} \right\} \theta'(u) \]
\[ + \left\{ M(u), J^{-1}\partial_\omega^2 \phi_{\omega + \Lambda(u)} \right\} \Lambda'(u). \tag{3.11} \]

So, by Assumption 2 and Lemma 4, we have \( A'(u) \in Y \) and \( JA'(u) \in X \). Therefore, the definition of \( P \) makes sense.
Remark 12. Let $u$ be the solution of (2.1), then
\[
\frac{d}{dt} A(u(t)) = -P(u(t)).
\] (3.12)

Indeed, first, since $A(T(s)u) = A(u)$, for $u \in D(T'(0))$,
\[
0 = [A'(u), T'(0)u] = -\{Bu, JA'(u)\}.
\]

Therefore, formally, we have
\[
\frac{d}{dt} A(u(t)) = \langle A'(u), u_t \rangle = \langle A'(u), JE'(u) \rangle = -\{E'(u), JA'(u)\} = -P(u).
\]

By Lemma 4.6 of [3], we have $A \circ u \in C^1$ for $u \in C(I, X) \cap C^1(I, Y^*)$. Therefore, the formal calculation is justified.

Remark 13. $A$ and $P$ are invariant under $T$, that is
\[
A(T(s)u) = A(u),
\]
\[
P(T(s)u) = P(u).
\]

Indeed, the invariance of $A$ follows from the invariance of $M$ and $A$. The invariance of $P$ follows from the invariance of $S$ and $A$. More precisely, since $A(T(s)u + h) = A(u + T(-s)h)$, we have $A'(T(s)u) = T(s)A'(u)$. So, we have
\[
P(T(s)u) = \{S'(T(s)u), JA'(T(s)u)\} = \{T(s)S'(u), JT(s)A'(u)\} = P(u),
\]
where we have used the fact $J$ and $T(s)$ commutes.

We now calculate the value of $P$ along the curve $\Psi$.

Lemma 5. Let $\varepsilon > 0$ sufficiently small. Assume $\langle \phi_\omega, J^{-1} \partial_\omega^2 \phi_\omega \rangle = 0$. Then, for $|\lambda| < \varepsilon$, we have
\[
P(\Psi(\lambda)) = \eta_2(\lambda) + o(\eta_2(\lambda)), \quad \lambda \to 0.
\]

Proof. First, we calculate $S'_{\omega + A(\Psi(\lambda))}(\Psi(\lambda))$.
\[
S'_{\omega + A(\Psi(\lambda))}(\Psi(\lambda)) = S'_{\omega + \lambda}(\phi_{\omega + \lambda} + \sigma(\lambda)B\phi_{\omega + \lambda})
\]
\[
= \sigma(\lambda)S''_{\omega + \lambda}(\phi_{\omega + \lambda})B\phi_{\omega + \lambda} + o(\sigma(\lambda)).
\]

Next, we calculate $JA'(\Psi(\lambda))$. Recall that $M(\Psi(\lambda)) = \Psi(\lambda) = \phi_{\omega + \lambda} + \sigma(\lambda)B\phi_{\omega + \lambda}$ and we assumed
\[
-\langle B\phi_\omega, \partial_\omega \phi_\omega \rangle = d''(\omega) = 0,
\]
and \( \langle \phi_\omega, J^{-1} \partial_\omega^2 \phi_\omega \rangle = 0 \). So, we have

\[
\left\langle T'(0)M(\psi(\lambda)), J^{-1} \partial_\omega \phi_{\omega+\lambda} \right\rangle = o(1), \quad \lambda \to 0.
\]
\[
\left\langle M(\psi(\lambda)), J^{-1} \partial_\omega^2 \phi_{\omega+\lambda} \right\rangle = o(1), \quad \lambda \to 0.
\]

Therefore, by (3.11), we have

\[
\langle T'(0)M(\Psi(\lambda)), J^{-1} \partial_\omega \phi_{\omega+\lambda} \rangle = o(1), \quad \lambda \to 0,
\]
\[
\langle M(\Psi(\lambda)), J^{-1} \partial_\omega^2 \phi_{\omega+\lambda} \rangle = o(1), \quad \lambda \to 0.
\]

Therefore, by (3.11), we have

\[
JA'(\psi(\lambda)) = \partial_\omega \phi_{\omega+\lambda} + o(1), \quad \lambda \to 0.
\]

Combining these calculations, we have

\[
P(\Psi(\lambda)) = \sigma(\lambda) \left( S''_{\omega+\lambda}(\phi_\omega) w, w \right) + o(\sigma(\lambda))
\]
\[
= \sigma(\lambda) \| B\phi_{\omega+\lambda} \|_H + o(\sigma(\lambda))
\]
\[
= \eta_2(\lambda) + o(\eta_2(\lambda)), \quad \lambda \to 0,
\]

where we have used the relation \( S''_{\omega+\lambda}(\phi_\omega) \partial_\omega \phi_{\omega+\lambda} = B\phi_{\omega+\lambda} \) and the definition of \( \sigma(\lambda) \) in the proof of Lemma 1. \( \square \)

The following lemma is well known. For example see [6, Lemma 7].

**Lemma 6.** There exists \( k_0 > 0 \) such that if \( w \in X \) satisfies \( \langle w, T'(0)\phi_\omega \rangle = \langle w, \partial_\omega \phi_\omega \rangle = \langle w, B\phi_\omega \rangle = 0 \), then \( \langle S''_\omega(\phi_\omega)w, w \rangle \geq k_0 \| w \|^2_X \).

By a continuity argument and Lemma 6, we can show the following lemma.

**Lemma 7.** There exists \( \varepsilon_0 > 0 \) such that for \( |\lambda| < \varepsilon_0 \), if \( w \in X \) satisfies \( \langle w, T'(0)\phi_{\omega+\lambda} \rangle = \langle w, \partial_\omega \phi_{\omega+\lambda} \rangle = \langle w, B\phi_{\omega+\lambda} \rangle = 0 \), then \( \langle S''_\omega(\phi_\omega)w, w \rangle \geq \frac{1}{2} k_0 \| w \|^2_X \).

**4. Proof of Theorems 2 and 3**

In this section we prove Theorems 2 and 3. As in Section 3, we assume Assumptions 1, 2, 3, (2.6) and \( d''(\omega) = 0 \). We first estimate \( \alpha(u) \) which is given in Lemma 3.

**Lemma 8.** Let \( \varepsilon > 0 \) sufficiently small. Let \( u \in \mathcal{N}_\varepsilon^0 \). Let \( \sigma(\lambda) \) as in Lemma 1 and \( \alpha(u), w(u) \) and \( \Lambda(u) \) as in Lemma 3. Then, there exists a constant \( C > 0 \) such that

\[
|\alpha(u)| \leq C \left( \sigma(\Lambda(u)) \| w(u) \|_X + \| w(u) \|^2_X \right).
\]

**Proof.** We first calculate \( Q(u) \). By Lemma 3 and (2.2) (definition of \( Q \)), we have

\[
Q(\phi_\omega) = Q(u)
\]
\[
= Q(\psi(\Lambda(u)) + w(u) + \alpha(u) B\phi_{\omega+\Lambda(u)})
\]
\[
= Q(\psi(\Lambda(u))) + Q(w(u) + \alpha(u) B\phi_{\omega+\Lambda(u)})
\]
\[
+ \left\langle B\phi_{\omega+\Lambda(u)} + \sigma(\Lambda(u)) B^2 \phi_{\omega+\Lambda(u)}, w(u) + \alpha(u) B\phi_{\omega+\Lambda(u)} \right\rangle
\]
\[
= Q(\phi_\omega) + \alpha(u)\|B\phi_{\omega + \Lambda(u)}\|_H^2 + \sigma(\Lambda(u))(B^2\phi_{\omega + \Lambda(u)}, w(u))
+ \alpha(u)\sigma(\Lambda(u))(B^2\phi_{\omega + \Lambda(u)}, B\phi_{\omega + \Lambda(u)}) + Q(w(u))
+ \alpha(u)(Bw(u), B\phi_{\omega + \Lambda(u)}) + \alpha(u)Q(B\phi_{\omega + \Lambda(u)})
\]

where we have used \(Q(\phi_\omega) = Q(\Psi(\Lambda(u)))\) in the last equality. Therefore, we have

\[
-\alpha(u)(\|B\phi_\omega\|_H^2 + o(1)) = \sigma(\Lambda(u))(B^2\phi_{\omega + \Lambda(u)}, w(u)) + Q(w(u)), \quad \Lambda(u) \to 0.
\]

Thus, we have the conclusion. \(\square\)

Next, we show that under a restriction of the value of \(S_{\omega}\) we get a good estimate for \(w(u)\) and \(\alpha(u)\).

**Lemma 9.** Let \(\varepsilon > 0\) sufficiently small. Let \(a \in \mathbb{R}\). Suppose \(u \in N_0^0\epsilon\) and

\[
S_{\omega}(u) - S_{\omega}(\phi_\omega) \leq a \eta_1(\Lambda(u)) + \frac{k_0}{10} w(u) X,
\]

where \(k_0\) is given as in Lemma 6. Then, \(\|w(u)\|_X = O(\eta_1(\Lambda(u)))\) as \(\Lambda(u) \to 0\). In particular, \(\alpha(u) = O(\eta_1(\Lambda(u)))\) as \(\Lambda(u) \to 0\).

**Proof.** Suppose there exists \(u_n \in N_0^0\epsilon_\varepsilon\), \(u_n \to \phi_\omega\) in \(X\), s.t.

\[
S_{\omega}(u_n) - S_{\omega}(\phi_\omega) \leq a \eta_1(\Lambda_n) + \frac{k_0}{10} \|w_n\|_X^2,
\]

and \(\|w_n\|_X^2 = C_n \eta_1(\Lambda_n)\), where \(w_n = w(u_n)\), \(\Lambda_n = \Lambda(u_n)\), \(\alpha_n = \alpha(u_n)\) and \(C_n \to \infty\). Then, we have \(\eta_1(\Lambda_n) = o(\|w_n\|_X^2)\). Further, by Lemma 1, (2.6), \(\eta_1(\Lambda_n) = o(\Lambda_n^2)\) and assumption of contradiction, we have

\[
\sigma(\Lambda_n) \sim \eta_2(\Lambda_n) \sim \frac{\eta_1(\Lambda_n)}{\Lambda_n} = \frac{\|w_n\|_X^2}{\Lambda_n C_n} = \eta_1^{1/2}(\Lambda_n)\frac{\|w_n\|_X}{\Lambda_n C_n^{1/2}} = o(\|w_n\|_X), \quad n \to \infty,
\]

where we have used “~” in the sense of (2.5). Thus, by Lemma 8, \(\alpha_n = O(\|w_n\|_X^2)\). Now, by Taylor expansion and Lemma 3,

\[
S_{\omega}(u_n) - S_{\omega}(\phi_\omega) = S_{\omega}(\Psi(\Lambda_n)) + w_n + \alpha_n B\phi_{\omega + \Lambda_n} - S_{\omega}(\phi_\omega)
= S_{\omega}(\Psi(\Lambda_n)) - S_{\omega}(\phi_\omega) + \{S'_{\omega}(\Psi(\Lambda_n)), w_n + \alpha_n B\phi_{\omega + \Lambda_n}\}
+ \frac{1}{2}\langle S''_{\omega}(\Psi(\Lambda_n)) w_n, w_n \rangle + o(\|w_n\|_X^2), \quad n \to \infty.
\]

Further, by Lemma 2 and \(S''_{\omega}(\phi_\omega) = 0\), we have

\[
S_{\omega}(\Psi(\Lambda_n)) - S_{\omega}(\phi_\omega) = O(\eta_1(\Lambda_n)) = o(\|w_n\|_X^2),
\]

\[
\{S'_{\omega}(\Psi(\Lambda_n)), \alpha_n B\phi_{\omega + \Lambda_n}\} = o(\|w_n\|_X^2), \quad n \to \infty,
\]
and by $S'_\omega = S'_{\omega + \lambda} + \lambda B$, \( \langle B\phi_{\omega + \Lambda_n}, w_n \rangle = 0 \) and $\sigma(\Lambda_n) = o(\|w_n\|_X)$ as $n \to \infty$, we have

\[
\{S'_\omega(\Psi(\Lambda_n)), w_n\} = \{S'_{\omega + \Lambda_n}(\Psi(\Lambda_n)) + \Lambda_n B\Psi(\Lambda_n), w_n\} \\
= \{S'_{\omega + \Lambda_n}(\Psi(\Lambda_n)) + \Lambda_n \sigma(\Lambda_n) B^2 \phi_{\omega + \Lambda_n}, w_n\} \\
= o\left(\|w_n\|_X^2\right), \quad n \to \infty.
\]

Therefore, by Lemma 7, we have

\[
S_\omega(u_n) - S_\omega(\phi_\omega) = \frac{1}{2}\{S''_\omega(\Psi(\Lambda_n))w_n, w_n\} + o\left(\|w_n\|_X^2\right) \\
\geq \frac{k_0}{4}\|w_n\|_X^2 + o\left(\|w_n\|_X^2\right) \\
\geq \frac{k_0}{8}\|w_n\|_X^2,
\]

for sufficiently large $n$. This contradicts to the assumption. Therefore, we have the conclusion. \( \square \)

**Proof of Theorem 2.** Let $u \in N^0$. Suppose, $S_\omega(u) - S_\omega(\phi_\omega) < \eta_1(\Lambda(u)) + \frac{k_0}{40}\|w(u)\|_X^2$. Then, by Lemma 9, we have $\|w(u)\|_X = O(\eta_1(u))$ as $\Lambda(u) \to 0$. Now, by Lemma 2,

\[
S_\omega(u) - S_\omega(\phi_\omega) = S_\omega(\Psi(\Lambda(u)) + w(u) + \alpha(u)B\phi_{\omega + \Lambda(u)}) \\
= \eta_1(\Lambda(u)) + \left\{S'_\omega(\Psi(\Lambda(u))), w(u)\right\} + \frac{1}{2}\{S''_\omega(\phi_\omega)w(u), w(u)\} \\
+ o\left(\eta_1(\Lambda(u))\right).
\]

Using $S'_\omega = S'_{\omega + \lambda} + \lambda B$, $\sigma(\Lambda(u)) = O(\eta_2(\Lambda(u)))$ and $\|w(u)\|_X = O(\eta_1(\Lambda(u))^{1/2})$ as $\Lambda(u) \to 0$, we have

\[
\{S'_\omega(\Psi(\Lambda(u))), w(u)\} = \{S'_{\omega + \Lambda(u)}(\Psi(\Lambda(u))) + \Lambda(u)B\Psi(\Lambda(u)), w(u)\} \\
= \sigma(\Lambda(u)\}S'_{\omega + \Lambda(u)}B\phi_{\omega + \Lambda(u)}, w(u)\}) \\
+ \Lambda(u)\sigma(\Lambda(u))|B^2 \phi_{\omega}, w(u)| \\
= o\left(\eta_1(\Lambda(u))\right).
\]

Since we have assumed that $d$ is strictly convex in an open neighborhood of $\omega$, $\eta_2(\lambda)$ is strictly increasing in an open neighborhood of $0$ (if $\eta_2(\lambda)$ is not increasing, then $d$ would not be convex, if $\eta_2(\lambda)$ is constant, then $d$ would not be strictly convex). So, we have

\[
S_\omega(u) - S_\omega(\phi_\omega) \geq c\Lambda(u)\eta_2(\Lambda(u)) + \frac{k_0}{4}\|w\|_X^2,
\]

for a constant $c > 0$. 
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Now, suppose that there exist $\varepsilon_0 > 0$, a sequence of solutions $u_n$ and $t_n > 0$ s.t. $u_n \to \phi_\omega$ in $X$ and $\inf_{s \in \mathbb{R}} \|u_n(t_n) - T(s)\phi_\omega\|_X = \varepsilon_0$. Take

$$v_n := \sqrt{\frac{Q(\phi_\omega)}{Q(u_n)}}u_n(t_n).$$

Since $\sqrt{\frac{Q(\phi_\omega)}{Q(u_n)}} \to 1$, we have $\|v_n - u_n(t_n)\|_X \to 0$ and $S_\omega(v_n) - S_\omega(\phi_\omega) \to 0$. Thus, $\Lambda(v_n)$, $w(v_n)$ and $\alpha(v_n)$ converge to zero. This implies

$$\inf_{s \in \mathbb{R}} \|u_n(t_n) - T(s)\phi_\omega\|_X \to 0.$$

This is a contradiction. \qed

We next show Theorem 3. We first calculate $P$.

**Lemma 10.** Let $\varepsilon > 0$, sufficiently small. Let $u \in N_{\varepsilon}^0$ and $S_\omega(u) - S_\omega(\phi_\omega) < 0$. Further, assume $\langle \partial_\omega \phi_\omega + \Lambda(u), J^{-1} \partial_\omega \phi_\omega + \Lambda(u) \rangle = 0$. Then

$$P(u) = \eta_2(\Lambda(u)) + o(\eta_2(\Lambda(u))).$$

**Proof.** By Taylor expansion,

$$P(u) = P\left(\Psi(\Lambda(u)) + w(u)\right) + o(\eta_2(\Lambda(u)))$$

$$= \eta_2(\Lambda(u)) + \langle S''_{\omega+\Lambda(u)}(\Psi(\Lambda(u)))w(u), JA'\left(\Psi(\Lambda(u))\right)\rangle$$

$$+ \langle S'_{\omega+\Lambda(u)}(\Psi(\Lambda(u))), JA''(\Lambda(u))w(u) + o(\eta_2(\Lambda(u))) \rangle$$

$$= \eta_2(\Lambda(u)) + \langle S''_{\omega+\Lambda(u)}(\Psi(\Lambda(u)))w(u), JA'\left(\Psi(\Lambda(u))\right)\rangle$$

$$+ o(\eta_2(\Lambda(u))), \quad \Lambda(u) \to 0,$$

where we have used $\|w(u)\|^2_X = o(\eta_2(\Lambda(u)))$ and $S'_{\omega+\Lambda(u)}(\Psi(\Lambda(u))) = O(\eta_2(\Lambda(u)))$ as $\Lambda(u) \to 0$. Now, by (3.11),

$$JA'\left(\Psi(\Lambda(u))\right) = \partial_\omega \phi_{\omega+\Lambda(u)} - \langle B_{\omega+\Lambda(u)}, \partial_\omega \phi_{\omega+\Lambda(u)} \rangle \theta'(\Psi(\Lambda(u)))$$

$$+ \langle \partial_\omega \phi_{\omega+\Lambda(u)}, J^{-1} \partial_\omega \phi_{\omega+\Lambda(u)} \rangle A'(\Psi(\Lambda(u)))$$

$$+ O(\eta_2(\Lambda(u))), \quad \Lambda(u) \to 0,$$

where we have used Lemma 1. Now, by $\langle \partial_\omega \phi_{\omega+\Lambda(u)}, J^{-1} \partial_\omega \phi_{\omega+\Lambda(u)} \rangle = 0$, $\langle w(u), B_{\omega+\Lambda(u)} \rangle = 0$ and (3.3), we have

$$\langle S''_{\omega+\Lambda(u)}(\Psi(\Lambda(u)))w(u), JA'\left(\Psi(\Lambda(u))\right)\rangle$$

$$= \langle S''_{\omega+\Lambda(u)}(\phi_{\omega+\Lambda(u)})w(u), \partial_\omega \phi_{\omega+\Lambda(u)} \rangle$$

$$- \langle B_{\omega+\Lambda(u)}, \partial_\omega \phi_{\omega+\Lambda(u)} \rangle \|w(u)\|^2_X + o(\eta_2(\Lambda(u)))$$

$$= o(\eta_2(\Lambda(u))), \quad \Lambda(u) \to 0.$$
where we have used $\|w\|_X = O(\eta_1(\Lambda(u))^{1/2})$ and $\theta'(\Psi(\Lambda(u)))$ is a linear combination of $\partial_\omega \phi_\omega + \Lambda(u)$ and $T'(0) \phi_\omega + \Lambda(u)$ because of (3.10), $T'(0) \phi_\omega + \Lambda(u) \in \text{Ker} S''_{\omega+\Lambda(u)}(\phi_\omega + \Lambda(u))$, (3.3) and the orthogonality condition (3.8). Therefore, we have the conclusion. □

**Proof of Theorem 3.** By the assumption of Theorem 3, we have $\eta_1(\lambda) < 0$ in a one-sided open neighborhood of 0. Therefore, by Lemma 2, we can take the initial data from $\Psi(\lambda_n)$, where $S(\Psi(\lambda_n)) < S(\phi_\omega)$ and $\lambda_n \to 0$. Let $u_n$ be the solution of (2.1) with $u_n(0) = \Psi(\lambda_n)$. Suppose, $u_n$ stays in $N^0_\varepsilon$. By the conservation of $E$ and $Q$, we have

$$S_\omega(u_n(t)) - S_\omega(\phi_\omega) = \eta_1(A(u_n(t))) + o(\eta_1(A(u_n(t)))�),$$

and by Lemma 10,

$$P(u(t)) = \eta_2(A(u_n(t))) + o(\eta_2(A(u_n(t)))�).$$

Then, since $\lambda \eta_2(\lambda) \sim \eta_1(\lambda)$, we have

$$S_\omega(\phi_\omega) - S_\omega(u_n(t)) \leq C|A(u_n(t)) P(u_n(t))|,$$

for some constant $C > 0$. Thus, we have $0 < \delta < |P(u_n(t))|$ for arbitrary $t$. So, $P$ has the same sign. Suppose $P > 0$. Then, $\frac{dA}{dt}(u_n(t)) > P(u_n(t)) > \delta$. Thus, A is unbounded. However, this is contradiction. For the case $P < 0$ we have the same conclusion. □

5. Examples

5.1. The nonlinear Klein–Gordon equations

We consider the following single power nonlinear Klein–Gordon (NLKG) equation.

$$u_{tt} - \Delta u + u - |u|^{p-1}u = 0, \quad (x, t) \in \mathbb{R}^d,$$

where $d \geq 1$ and $1 < p < \infty$ for $d = 1, 2$ and $1 < p < 1 + 4/(d-2)$ for $d \geq 3$. To put (5.1) on to our setting, set $X = H_1^1(\mathbb{R}^d) \times L_2^2(\mathbb{R}^d)$, $Y = L_2^2(\mathbb{R}^d) \times H_1^1(\mathbb{R}^d)$ and $H = (L_2^2(\mathbb{R}^d))^2$, where $H_1^1$ and $L_2^2$ are subspaces of $H^1$ and $L^2$ which consist with radial functions. Then define $J$ and $E$ as

$$J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix},$$

$$E(U) = \frac{1}{2} \int |v|^2 + |\nabla u|^2 + |u|^2 - \frac{1}{p+1} \int |u|^{p+1}. $$

Then, $J: H \to H$ is skew symmetric, and $J|_X : X \to Y$, $J|_Y : Y \to X$ are bounded and bijective. Further, $E$ is $C^2$. Let $U = (u, v)^t$, where $t$ means transposition. Then NLKG equation is rewritten as

$$\frac{d}{dt} U = J E'(U)$$
in $Y^*$. Further, in this case, we take $T(s) = e^{isI}$, where $I$ is the identity matrix. So, we have $Q(u) = \text{Im} \int \bar{u}u_t$. From the results of Ginibre and Velo [2], it is known that NLKG equation is locally well-posed and $E$ and $Q$ are conserved (i.e. Assumption 1 is satisfied). For, $\omega^2 < 1$, let $\phi_\omega$ be the unique positive radial solution of

$$0 = -\Delta \phi_\omega + (1 - \omega^2)^2 \phi_\omega - \phi_\omega.$$

Then, $e^{is\omega} \phi_\omega$ is the solution of (5.1). It is well known that $\phi \in S(\mathbb{R}^d)$, where $S(\mathbb{R}^d)$ is the Schwartz space (see for example Chapter B of [10]). Further, by scaling, we have $\phi_\omega = (1 - \omega^2)^{1/(p-1)} \phi_0((1 - \omega^2)^{1/2}x)$. Therefore, it is easy to check $\omega \mapsto \phi_\omega$ satisfies Assumption 2. Further, Assumption 3 is also well known to be satisfied (see for example [11]).

Now, since $\phi_\omega = \frac{1}{(1 - \omega^2)^{1/(p-1)}} \phi_0 \left( \left( \frac{1}{1 - \omega^2} \right)^{1/2} x \right)$, we can calculate $d$ directly. Since $Q(\phi_\omega) = \omega \int \phi_\omega^2$, we have

$$d''(\omega) = -\left( 1 - \left( 1 + \frac{4}{p-1} - d \right) \omega^2 \right) \left( 1 - \omega^2 \right)^{1/2} \int_{\mathbb{R}^d} \phi_0^2.$$

So, we see that for the case $p > 1 + 4/d$, then $d''(\omega) < 0$ for all $\omega \in (-1, 1)$ and for the case $1 < p < 1 + 4/d$, there exists

$$0 < \omega_s = \sqrt{\frac{p-1}{4 - (d-1)(p-1)}} < 1,$$

such that if $|\omega| < \omega_s$, then $d''(\omega) < 0$ and if $|\omega| > \omega_s$, then $d''(\omega) > 0$. Therefore, in these cases we know the stability and instability. These are the results by [8] and [9].

For the case $\omega = \pm \omega_s$, we can show $d'''(\omega_s) \neq 0$, so by Corollary 2, we see that in this case, we have the instability.

We have to remark that for the case $d \geq 2$, this result was proved by Ohta and Todorova [7] and for the case $d = 1$, $p \geq 2$, one can prove this result by applying Comech and Pelinovsky’s result [1] (for the case $1 < p < 2$, it seems that Assumption 2.10(b) of [1] is not satisfied). Therefore, for $1 < p < 2$, $d = 1$, this result seems to be new. Further, our proof, the proof of [7] and the proof of [1] are completely different from each other and our proof gives a simple and unified proof for the critical case.

5.2. The nonlinear Schrödinger equations

We next consider the double power nonlinear Schrödinger equations

$$iu_t + \partial_{xx}u + a_1 |u|^{p_1-1}u + a_2 |u|^{p_2-1}u, \quad (t, x) \in \mathbb{R}^2,$$

where $a_1, a_2 \in \mathbb{R}$ and $1 < p_1 < p_2 < \infty$. In this case, let $X = Y = H_1^1(\mathbb{R})$, $H = L_1^2(\mathbb{R})$, $J = i$, $T(s) = e^{is}$ and

$$E(u) = \frac{1}{2} \int_{\mathbb{R}} |u_x|^2 \, dx - \frac{a_1}{p_1 + 1} \int_{\mathbb{R}} |u|^{p_1+1} \, dx - \frac{a_1}{p_1 + 1} \int_{\mathbb{R}} |u|^{p_2+1} \, dx.$$
Then, we are on the setting of our theory. In this case, by the combination of \( a_1, a_2 \), it is known that there exists some \( \omega > 0 \) such that \( d''(\omega) = 0 \) and \( d'''(\omega) \neq 0 \) (see [4]). So, for such \( \omega > 0 \), we can show the instability.
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