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Abstract

The first purpose of this paper is to set up a general notion of skew power series rings $S$ over a coefficient ring $R$, which are then studied by filtered ring techniques. The second goal is the investigation of the class of $S$-modules which are finitely generated as $R$-modules. In the case that $S$ and $R$ are Auslander regular we show in particular that the codimension of $M$ as $S$-module is one higher than the codimension of $M$ as $R$-module. Furthermore its class in the Grothendieck group of $S$-modules of codimension at most one less vanishes, which is in the spirit of the Gersten conjecture for commutative regular local rings. Finally we apply these results to Iwasawa algebras of $p$-adic Lie groups.
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Introduction

The purpose of this paper is twofold. First of all we will set up a general notion of skew power series rings. In a skew power series ring in one variable $t$ over a ring $R$ of coefficients...
the way the variable $t$ commutes with a coefficient $a \in R$ should be subject to a relation of the form
\[ ta = \sigma(a)t + \delta(a), \]
where $\sigma$ is an automorphism of the ring $R$ and $\delta$ is a certain kind of derivation on $R$. This is modelled on the well-known notion of skew polynomial rings (cf. [11, 1.2]). But it is clear that in the context of power series a convergence issue will arise. It therefore seems quite natural to work in the context of topological rings. Having our applications in mind we will place ourselves in the context of pseudocompact rings. In Section 1 we will see that to have a well-defined ring structure on skew power series subjected to the above relation essentially comes down to a certain nilpotency condition on the derivation $\delta$. We also will construct a natural filtration on the skew power series ring such that the associated graded ring is a skew polynomial ring (in fact with zero derivation). This provides a basic tool to establish ring theoretic properties of skew power series rings and extends work of the second author in [19].

Suppose now that $S$ is a noetherian skew power series ring over the noetherian ring $R$. Our second theme in Sections 2 and 3 is the investigation of the class of $S$-modules which are finitely generated as $R$-modules. In Theorem 2.2 we establish a short exact sequence for any such module $M$ which presents $M$ as the cokernel of a twisted endomorphism of the $S$-module $S \otimes_R M$. This fact will be explored in two ways. First, through a careful analysis of the associated long exact Ext-sequence we will show in Theorem 3.1 that the groups $\Ext^s_S(M, S)$ and $\Ext^{s-1}_R(M, R)$ are (up to a twist by $\sigma$) naturally isomorphic. In the case where the rings $R$ and $S$ are Auslander regular this means that the geometric intuition that the codimension of $M$ as an $S$-module is one higher than the codimension of $M$ as an $R$-module is correct. Second, under an additional condition on the form of the automorphism $\sigma$ it allows to show that the class of $M$ in the Grothendieck group of modules of codimension at most one less vanishes. In fact, this can be formulated (Proposition 3.4) as the vanishing of a certain natural map on higher $K$-theory, which is in the spirit of the Gersten conjecture for commutative regular local rings (cf. [7]).

In Section 4 we show that all these results apply to Iwasawa algebras $A(G)$ of $p$-adic Lie groups $G$. The investigation of these rings, which play an increasingly important role in number theory, certainly was our original motivation. In [3] an Iwasawa main conjecture for elliptic curves $E$ without complex multiplication is formulated, claiming a deep relationship between a certain torsion $A(G)$-module (the Selmer group of $E$) and the values of the Hasse–Weil $L$-function of $E$. Here $p$ is a prime number at which $E$ has good ordinary reduction and $G$ is the Galois group of the extension of the field of rational numbers $\mathbb{Q}$ which arises by adjoining the $p$-power division points of $E$ and thus, by a theorem of Serre, is an open subgroup of $GL_2(\mathbb{Z}_p)$. This $G$ possesses a natural quotient isomorphic to the additive group of $p$-adic integers $\mathbb{Z}_p$, the Galois group of the so-called cyclotomic $\mathbb{Z}_p$-extension of $\mathbb{Q}$. We denote the corresponding normal subgroup in $G$ by $H$. It then is easy to see that $A(G)$ is isomorphic to a skew power series ring over $A(H)$. Those torsion $A(G)$-modules which are finitely generated over $A(H)$ play a central role in the formulation of the main conjecture. On the other hand, in [4] a structure theorem for finitely generated torsion $A(G)$-modules up to pseudo-null modules (see Section 4 for the definition) was proven. In this context our results imply that any pseudo-null $A(G)$-module which is finitely generated
as a $\Lambda(H)$-module has zero class in the Grothendieck group of all finitely generated torsion $\Lambda(G)$-modules.

In the final section we briefly discuss how our results extend to skew Laurent series rings. We remark that everything that follows holds true in an analogous way, and with much simpler proofs, for skew polynomial rings. But whereas the analog of our short exact sequence in Theorem 2.2 is contained in [11, 7.5.2] its application to the study of Ext-groups in Section 3 seems to have gone unnoticed in the literature. So the analog of our Theorem 3.1 constitutes a generalization of Rees’ lemma in [15]. In fact, we later will use a result from [10] (their Theorem III.3.4.6) which is based on such a generalization but which is stated in loc. cit. with an incomplete proof.

The first author acknowledges the support of the University of Chicago where part of this paper was written.

0. Notations and reminders

For any (unital) ring $R$ we let $\mathfrak{M}(R)$ denote the Abelian category of left (unital) $R$-modules. If $R$ is left noetherian then the finitely generated left $R$-modules form a full Abelian subcategory $\mathfrak{M}_{fg}(R)$ of $\mathfrak{M}(R)$; we let $G(R)$ be the Grothendieck group of the category $\mathfrak{M}_{fg}(R)$ with respect to short exact sequences. By $\text{Jac}(R)$ we denote the Jacobson radical of $R$.

A left pseudocompact ring $R$ is a (unital) topological ring which is Hausdorff and complete and which has a fundamental system $(L_i)_{i \in I}$ of open neighbourhoods of zero consisting of left ideals $L_i \subseteq R$ such that $R/L_i$ is of finite length as an $R$-module. A pseudocompact left $R$-module is a (unital) topological $R$-module which is Hausdorff and complete and which has a fundamental system $(M_i)_{i \in I}$ of open neighbourhoods of zero consisting of submodules $M_i \subseteq M$ such that the $R$-module $M/M_i$ is of finite length. We let $\mathfrak{P}(R)$ denote the category of pseudocompact left $R$-modules with continuous $R$-linear maps. The category $\mathfrak{P}(R)$ is Abelian with exact projective limits and the forgetful functor $\mathfrak{P}(R) \rightarrow \mathfrak{M}(R)$ is faithful and exact and commutes with projective limits ([5, IV.3 Theorem 3]; [17, Proposition 3.3]). This implies easily that any finitely generated submodule of a pseudocompact module is closed and is pseudocompact in the subspace topology. An arbitrary direct product of pseudocompact modules is pseudocompact. A pseudocompact $R$-module $M$ will be called topologically free if it is topologically isomorphic to a pseudocompact module of the form $\prod_{i \in I} R$; the set of elements of $M$ corresponding to the elements $(\ldots, 0, 1, 0, \ldots)$, with the 1 in the $i$th place, then is called a pseudobasis of $M$. Topologically free pseudocompact modules are projective objects in the category $\mathfrak{P}(R)$; one easily concludes that $\mathfrak{P}(R)$ has enough projective objects ([1, Corollary 1.3, Lemma 1.6]). In particular, for any two pseudocompact $R$-modules $M$ and $N$, Ext-functors $\mathfrak{e}xt^n_R(M, N)$ may be defined by left deriving the functor $\text{Hom}_{\mathfrak{P}(R)}(\cdot, N)$. Suppose that $R$ is left noetherian. Then any finitely generated left $R$-module carries a unique pseudocompact topology. Hence we have a natural fully faithful and exact embedding $\mathfrak{M}_{fg}(R) \rightarrow \mathfrak{P}(R)$. Given a finitely generated $R$-module $M$ and an arbitrary pseudocompact $R$-module $N$ one easily shows, by using a resolution of $M$ by finitely generated projective $R$-modules, that one has

$$\mathfrak{e}xt^n_R(M, N) = \text{Ext}^n_R(M, N),$$

where the right-hand side denotes the usual Ext-groups of any two modules in $\mathfrak{M}(R)$.
There are obvious “right” versions of everything above. If we are dealing with these we usually will indicate this by adding a superscript “r” to the notation; e.g., $\mathcal{M}_r(R)$ denotes the category of right $R$-modules. By an ideal we always mean a 2-sided ideal, and a ring will be called noetherian if it is left and right noetherian.

**Remark 0.1.** Suppose that $R$ is left noetherian; we then have:

(i) If $R$ is left pseudocompact then

- the ring $R/Jac(R)$ is left artinian, and
- the pseudocompact topology on $R$ is the $Jac(R)$-adic topology;

(ii) if there is an ideal $I \subseteq R$ such that $R/I$ is left artinian and $R$ is $I$-adically complete then $R$ is left pseudocompact in the $I$-adic topology.

**Proof.** (i) See [17, Corollary 3.14]. (ii) Each $I^n/I^{n+1}$ is a finitely generated left module over the left artinian ring $R/I$ and hence is of finite length. It follows inductively that each $R/I^n$ is a left $R$-module of finite length. □

**Remark 0.2.** Suppose the left pseudocompact ring $R$ is noetherian; then $R$ also is right pseudocompact (in the same topology).

**Proof.** This follows from Remark 0.1 since the noetherian and left artinian ring $R/I$ necessarily is right artinian as well [2, p. 55]. □

Suppose that $R \rightarrow S$ is a continuous (unital) homomorphism of noetherian pseudocompact rings. For any pseudocompact left $R$-module $M$ we define its (completed) base change to $S$ by

$$S \hat{\otimes}_R M := \lim_{\leftarrow i,L} S/Jac(S)^i \otimes_R M/L,$$

where $i$ runs over $\mathbb{N}$ and $L$ runs over all open submodules of $M$. Since $M/L$ is of finite length over $R$ we find an integer $j \geq 0$ such that $Jac(R)^j M \subseteq L$. By possibly increasing $j$ we have

$$S/Jac(S)^j \otimes_R M/L = S/Jac(S)^j \otimes_{R/Jac(R)^j} M/L.$$

Because $M/L$ is finitely generated over the artinian ring $R/Jac(R)^j$ it follows that $S/Jac(S)^j \otimes_{R/Jac(R)^j} M/L$ is finitely generated over the artinian ring $S/Jac(S)^j$ and hence is of finite length over $S$. Therefore $S \hat{\otimes}_R M$ is a projective limit of finite length $S$-modules and as such is pseudocompact. We have constructed in this way a functor

$$S \hat{\otimes}_R : \mathcal{M}(R) \rightarrow \mathcal{M}(S).$$

It is right exact since projective limits in $\mathcal{M}(S)$ are exact. If $M$ is finitely generated then, by looking at a finite presentation of $M$ over $R$, it is rather obvious that one has

$$S \hat{\otimes}_R M = S \otimes_R M.$$
Remark 0.3. If $S$ is pseudocompact and topologically free as a right $R$-module then the functor $S^\wedge \otimes_R$ is exact.

Proof. As a topological Abelian group $S^\wedge \otimes_R M$ only depends on the structure of $S$ as a pseudocompact right $R$-module. Under our additional assumption we may write $S$ as the projective limit $S = \lim_i S_i$ of right factor $R$-modules $S_i$ of $S$ which are finitely generated and free over $R$. By the argument in the proof of [1, Lemma A.4] the natural map

$$S^\wedge \otimes_R M \rightarrow \lim_i (S_i \otimes_R M)$$

is bijective. Since $S_i$ is free over $R$ and since the transition maps in the projective system $\{S_i \otimes_R M\}_i$ are surjective (for any $M$) the right-hand side of the above bijection is an exact functor in $M$.

1. Skew power series rings

In order to motivate our later construction of skew power series rings we first recall briefly the well-known notion of a skew polynomial ring (cf. [11, 1.2]). Let $R$ be an arbitrary unital ring. We suppose given an automorphism $\sigma$ of the ring $R$ as well as a left $\sigma$-derivation $\delta : R \rightarrow R$ which is an additive map satisfying

$$\delta(ab) = \delta(a)b + \sigma(a)\delta(b) \quad \text{for any } a, b \in R.$$ 

The left $R$-module of all (left) polynomials $a_0 + a_1t + \cdots + a_m t^m$ over $R$ in the variable $t$ carries a unique unital ring structure which extends the $R$-module structure and satisfies

$$ta = \sigma(a)t + \delta(a) \quad \text{for any } a \in R.$$ 

This ring is denoted by $R[t; \sigma, \delta]$. Put $\sigma' := \sigma^{-1}$ and $\delta' := -\delta\sigma^{-1}$. Then $\delta'$ is a right $\delta'$-derivation, i.e., an additive map satisfying

$$\delta'(ab) = \delta'(a)\sigma'(b) + a\delta'(b) \quad \text{for any } a, b \in R.$$ 

The skew polynomial ring $R[t; \sigma, \delta]$ can alternatively be described as the right $R$-module of all (right) polynomials $a_0 + ta_1 + \cdots + tm a_m$ over $R$ with the multiplication determined by the relation

$$at = t\sigma'(a) + \delta'(a) \quad \text{for any } a \in R.$$ 

To make this explicit we let $M_{k,l}(Y, Z)$, for any integers $k, l \geq 0$, denote the sum of all noncommutative monomials in two variables $Y, Z$ with $k$ factors $Y$ and $l$ factors $Z$. In $R[t; \sigma, \delta]$ one then has the formulas

$$\sum_{i \geq 0} t^i a_i = \sum_{j \geq 0} \left( \sum_{i \geq j} M_{i-j,i}(\delta, \sigma)(a_i) \right) t^j \quad (1)$$
and
\[ \sum_{j \geq 0} a_j t^j = \sum_{i \geq 0} t^i \left( \sum_{j \geq i} M_{j-i,j}(\sigma', \sigma')(a_j) \right). \]  
(2)

Furthermore, the multiplication is explicitly given by
\[ \left( \sum_{i \geq 0} t^i a_i \right) \left( \sum_{k \geq 0} t^k b_k \right) = \sum_{m \geq 0} t^m \left( \sum_{n=0}^{m} \sum_{k \geq n} M_{k-n,n}(\sigma', \sigma')(a_{m-n})b_k \right) \]  
(3)

and
\[ \left( \sum_{j \geq 0} a_j t^j \right) \left( \sum_{l \geq 0} b_l t^l \right) = \sum_{m \geq 0} t^m \left( \sum_{n=0}^{m} \sum_{j \geq n} a_j M_{j-n,n}(\delta, \sigma')(b_{m-n}) \right) \]  
(4)

respectively.

After this reminder we always in this section let $R$ be a noetherian pseudocompact ring, $\sigma$ a topological automorphism of $R$, and $\delta : R \rightarrow R$ a continuous left $\sigma$-derivation. We define $S$ to be the left $R$-module of all (left) formal power series $\sum_{i \geq 0} a_i t^i$ over $R$ in the variable $t$ and view it as a pseudocompact $R$-module with respect to the obvious direct product topology. Then a formal power series $x = \sum_{i \geq 0} a_i t^i$ can be considered as an expansion of the element $x$ into a convergent sum. The skew polynomial ring $R[t; \sigma, \delta]$ is a dense submodule of $S$. To extends its ring structure by continuity to $S$ we need to ensure that the sums which form the coefficients on the right-hand sides of formulas (1)–(4) and which then are infinite converge. We let $A_k$ denote the set of all noncommutative monomials in three variables $Y$, $Z$, and $Z'$ with exactly $k$ factors $Y$, and we put $A_{\geq l} := \bigcup_{k \geq l} A_k$.

**Definition.** A left or right $\sigma$-derivation $\tilde{\delta} : R \rightarrow R$ is called $\sigma$-nilpotent if for any $n \geq 1$ there is an $m \geq 1$ such that
\[ M(\tilde{\delta}, \sigma, \sigma^{-1})(R) \subseteq \text{Jac}(R)^n \quad \text{for any } M \in \mathcal{A}_{\geq m}. \]

**Remark 1.1.** (i) If $\tilde{\delta}$ and $\sigma$ commute then $M(\tilde{\delta}, \sigma, \sigma^{-1})(R) = \tilde{\delta}^k(R)$ for $M \in \mathcal{A}_k$ and hence $\tilde{\delta}$ is $\sigma$-nilpotent if and only if it is topologically nilpotent.

(ii) If $\tilde{\delta}$ satisfies $\tilde{\delta}(R) \subseteq \text{Jac}(R)$ and $\tilde{\delta}(\text{Jac}(R)) \subseteq \text{Jac}(R)^2$ then $\tilde{\delta}(\text{Jac}(R)^n) \subseteq \text{Jac}(R)^{n+1}$ holds true for any $n \geq 0$ and, because of $\sigma^{\pm 1}(\text{Jac}(R)) = \text{Jac}(R)$, it follows that $\tilde{\delta}$ is $\sigma$-nilpotent.

We assume from now on that $\delta$ is $\sigma$-nilpotent. As before we put $\sigma' := \sigma^{-1}$ and $\delta' := -\delta \sigma^{-1}$. Clearly $\delta'$ is $\sigma'$-nilpotent. One easily checks that by reading (4) as a definition we obtain a continuous multiplication on $S$ with respect to which $\delta$ is a left pseudocompact ring (compare the reasoning in [6, 0.4]). Since also formulas (1)–(3) hold now more generally
in $S$ we see that $S$ is right pseudocompact as well and that $\{t^i : i \geq 0\}$ is a pseudobasis of $S$ as a left and as a right $R$-module. We call $R[[t; \sigma, \delta]] := S$ a (formal) skew power series ring over $R$.

**Remark 1.2.** If $\sigma$ and $\delta$ commute with each other then the map

$$\tilde{\sigma} : \sum_i t^i a_i \mapsto \sum_i t^i \sigma(a_i),$$

is a topological automorphism of the pseudocompact ring $S$.

**Proof.** The map obviously is additive, bijective, and a homeomorphism. It remains to check its multiplicativity on elements of the form $x = t^i a$ and $y = t^j b$ with $a, b \in R$. By a straightforward induction it in fact suffices to consider the case where $j = 1$ and $b = 1$. We compute

$$\tilde{\sigma}(t^i at) = \tilde{\sigma}(t^i(t^{-1}(a) - \delta(a))) = t^{i+1} a - t^i \delta(a) = t^i \sigma(a)t = \tilde{\sigma}(t^i a)\tilde{\sigma}(t).$$

In order to transfer properties of the ring $R$ to the ring $S$ we introduce a certain filtration on $R$. For $k \in \mathbb{N}$ let $P_k$ denote the set of all sequences $m = (m_1, \ldots, m_r)$ of natural numbers $m_i > 0$ and varying length $r$ such that $m_1 + \cdots + m_r = k$. We define $A_0 := \{1_R\}$ and

$$A_k := \sum_{m \in P_k} \sum_{i \in \mathcal{I}_m} M_1(\delta, \sigma, \sigma^{-1})(R) \cdots M_r(\delta, \sigma, \sigma^{-1})(R)$$

for $k \geq 1$. The following properties are easily verified by induction:

(a) $A_k A_l \subseteq A_{k+l}$,
(b) $\sigma(A_k) = A_k$,
(c) $\delta(A_k) \subseteq A_{k+1}$, $\delta(RA_k) \subseteq RA_{k+1}$, $\delta(A_k R) \subseteq A_{k+1} R$,
(d) $RA_{k+1} \subseteq RA_k$,
(e) $A_k = A_k R$.

In particular, the $I_k := RA_k$, for $k \geq 0$, form a descending series of $2$-sided ideals in $R$ with $I_k \cdot I_l \subseteq I_{k+l}$. The associated graded ring is denoted, as usual, by $\text{gr}_R(R)$. The automorphism $\sigma$ induces an automorphism $\tilde{\sigma}$ of $\text{gr}_R(R)$ whereas $\delta$ induces the zero map on $\text{gr}_R(R)$.

**Remark 1.3.** (i) If $\delta$ is $\sigma$-nilpotent with $\delta(R) \subseteq \text{Jac}(R)$ then we have $\bigcap I_k = 0$;

(ii) if $\bigcap I_k = 0$ then $\delta$ is $\sigma$-nilpotent and $R = \lim_{\leftarrow} R/I_k$.

**Proof.** (i) This is obvious.

(ii) First of all we note that $M(\delta, \sigma, \sigma^{-1})(R) \subseteq A_k \subseteq I_k$ for $M \in \mathcal{A}_k$. On the other hand, since $R$ is noetherian the ideals $I_k$ are closed in $R$. Since $R/\text{Jac}(R)$ is artinian it therefore follows from [5, IV.3, Proposition 11] that for any $n \geq 1$ there is a $k \geq 1$ such that $I_k \supseteq \text{Jac}(R)^n$. Moreover, [5, IV.3, Proposition 10] says that the canonical map $R \to \lim_{\leftarrow} R/I_k$ is an isomorphism of pseudocompact rings.
The filtration $I_k$ of $R$ (with $I_k := R$ for $k < 0$) induces a filtration $J_k$ by

$$J_k := \prod_{i \geq 0} I_{k-i}^i.$$

Indeed we have the following.

**Lemma 1.4.**

(i) Each $J_k$ is a closed 2-sided ideal in $S$;
(ii) $J_k J_l \subseteq J_{k+l}$;
(iii) if $\bigcap I_k = 0$ then $S = \lim_{\leftarrow} S/J_k$;
(iv) for the associated graded ring $gr_J S$ we have $gr_J S \cong gr_I R[\bar{t}; \bar{\sigma}]$ where $\bar{t}$ denotes the principal symbol of $t$ in $gr_J S$.

**Proof.** (i) and (ii) are direct consequences of the above properties of $I_k$ and the earlier formula (4). (iii) If $\bigcap I_k = 0$ then also $\bigcap J_k = 0$ and we may apply again [5, IV.3, Proposition 10]. (iv) This is straightforward. □

**Lemma 1.5.** Suppose that $\delta$ is $\sigma$-nilpotent with $\delta(R) \subseteq \text{Jac}(R)$ and that $gr_I R$ is noetherian, resp. Auslander regular; then $S$ is noetherian, resp. Auslander regular.

**Proof.** (The notion of Auslander regularity will be recalled in Section 3.) By Remark 1.3(i) and Lemma 1.4(iii) the ring $S$ is complete with respect to the filtration $J_k$. Moreover, it is well known that the skew polynomial ring $gr_J S \cong gr_I R[\bar{t}; \bar{\sigma}]$ over the noetherian, resp. Auslander regular, ring $gr_I R$ is noetherian, resp. Auslander regular, as well (cf. [11, 1.2.9]; [10, III.3.4.6]). Finally, it is a general fact that a complete filtered ring is noetherian, resp. Auslander regular, if its associated graded ring has this property (cf. [10, I.1.2.3, III.2.2.5]). □

Since in our main application in Section 4 the maps $\sigma$ and $\delta$ commute with each other we want to mention an example where this is not the case. Let $R = R_0[[X]]$ be the commutative formal power series ring in one variable $X$ over the ring $R_0 = \mathbb{Z}_p$ or $R_0 = \mathbb{F}_p$. Its Jacobson radical $\text{Jac}(R)$ is the ideal generated by $p$ and $X$. We fix a unit $u \in R^*$ and let $\sigma$ denote the unique continuous automorphism of $R$ such that $\sigma(X) = uX$ and $\sigma|R_0 = id$. We also fix an element $F \in \text{Jac}(R)^2$. There is a unique continuous $\sigma$-derivation $\delta$ on $R$ such that $\delta(X) = F$ and $\delta|R_0 = 0$. It satisfies $\delta(\text{Jac}(R)^j) \subseteq \text{Jac}(R)^{j+1}$ for any $j \geq 0$ and therefore is $\sigma$-nilpotent. Hence the corresponding skew power series ring $R[[t; \sigma, \delta]]$ is defined. Obviously, $\sigma$ and $\delta$ do not commute with each other in general. To be completely explicit let $R_0 = \mathbb{F}_p$, $F := X^p$, and $u \in \mathbb{F}_p \setminus \{0, 1\}$. Then $I_k = RX^{nk}$; hence $gr_I R$ is the polynomial ring in one variable over $\mathbb{F}_p[X]/\mathbb{F}_p[X]X^p$.

In our main application later the $\sigma$-nilpotence of $\delta$ will be a consequence of the subsequent lemma. There the situation will be such that $R$ is contained in another noetherian pseudocompact ring $S'$ in such a way that:

- $S'$ is pseudocompact and topologically free as a left as well as a right $R$-module;
• there is an element $t \in S'$ such that the powers $\{t^i : i \geq 0\}$ form a pseudobasis of $S'$ as a left and as a right $R$-module and such that

$$ta = \sigma(a)t + \delta(a)$$

for any $a \in R$.

**Lemma 1.6.** Suppose that we are in the above situation (in particular, $S'$ is noetherian) and that $\sigma$ and $\delta$ commute with each other; we then have:

(i) $\delta^n(a) = \sum_{i=0}^{n} \binom{n}{i} (-1)^{n-i} \sigma^i(a) t^i$ for any $a \in R$ and any integer $n \geq 0$;
(ii) for any open left ideal $L \subseteq R$ there is an $n \geq 0$ such that $\delta^j(R) \subseteq L$ for any $j \geq n$.

**Proof.** (i) This is proved by an easy induction starting from the defining equation for a $\sigma$-derivation.

(ii) The topology of $R$ is induced by the topology of $S'$. Since $S'$ is noetherian we therefore find a $k \geq 0$ such that $\text{Jac}(S')^k \cap R \subseteq L$. Since $\text{Jac}(S')^k$ is open in $S'$ all but finitely many members of the pseudobasis $\{t^i : i \geq 0\}$ must lie in $\text{Jac}(S')^k$. Hence there is an $m \geq 0$ such that $S'^m S' \cap R \subseteq \text{Jac}(S')^k \cap R \subseteq L$. But it is an immediate consequence of the formula in (i) that $\delta^k(R) \subseteq S'^m S' \cap R$. □

We see that in the situation of the lemma $\delta$ necessarily is topologically nilpotent, hence $\sigma$-nilpotent by Remark 1.1(i), and that therefore $S'$ is isomorphic to the skew power series ring $R[[t; \sigma, \delta]]$.

### 2. A short exact sequence

For the rest of this paper we fix a skew power series ring $S = R[[t; \sigma, \delta]]$ over a noetherian pseudocompact ring $R$ as constructed in the previous section. In particular, $\delta$ is $\sigma$-nilpotent. We also assume that $S$ is noetherian.

**Lemma 2.1.** For any module $M$ in $\mathcal{M}_{fg}(S)$ we have $\bigcap_{k \geq 0} t^k M = \{0\}$.

**Proof.** By [17, Corollary 3.14] the pseudocompact topology on $M$ is the $\text{Jac}(S)$-adic one. It follows that $\bigcap_{k \geq 0} \text{Jac}(S)^k M = \{0\}$. Since $\text{Jac}(S)^k$ is open in $S$ all but finitely many members of the pseudobasis $\{t^i : i \geq 0\}$ lie in $\text{Jac}(S)^k$. Hence $\bigcap_{k \geq 0} t^k M \subseteq \bigcap_{k \geq 0} \text{Jac}(S)^k M = \{0\}$. □

We claim that the forgetful functor induces an exact and faithful functor between Abelian categories

$$\mathcal{P}\mathcal{M}(S) \rightarrow \mathcal{P}\mathcal{M}(R).$$

Let $M$ be a pseudocompact left $S$-module and let $M_0 \subseteq M$ be an open submodule. Then $M/M_0$ is of finite length as $S$-module. Hence we have $\text{Jac}(S)^i M \subseteq M_0$ for some $i > 0$ so that in fact $M/M_0$ is an $S/\text{Jac}(S)^i$-module of finite length. But by Remark 0.1(i), since $S$ is
assumed to be noetherian, the $R$-module $S/\text{Jac}(S)^i$ and consequently the $R$-module $M/M_0$ is of finite length. It follows that $M$ is pseudocompact as an $R$-module. Clearly, the base extension functor $S \otimes_R$ is left adjoint to the above functor and hence preserves projective objects.

For any left $R$-module $M$ the twisted left $R$-module $\sigma M$ has the same underlying additive group as $M$ but with $R$ acting through the automorphism $\sigma^{-1}$. If $M$ is pseudocompact then $\sigma M$ obviously is pseudocompact as well.

We also introduce the Abelian category $\mathfrak{M}_R(S)$ of those left $S$-modules which are finitely generated as $R$-modules.

**Theorem 2.2.** For any module $M$ in $\mathfrak{M}_R(S)$ the sequence

$$0 \to S \otimes_R \sigma M \xrightarrow{\kappa} S \otimes_R M \xrightarrow{\mu} M \to 0$$

with $\kappa(x \otimes m) := xt \otimes m - xt \otimes tm$ and $\mu(x \otimes m) := xm$ is an exact sequence of finitely generated $S$-modules.

**Proof.** Obviously all $S$-modules in the sequence under consideration are finitely generated. To see that $\kappa$ is well-defined fix an $a \in R$. Then

$$\kappa(xa \otimes m) = xat \otimes m - xa \otimes tm$$

$$= xat \otimes m - x \otimes atm$$

$$= xt\sigma^{-1}(a) \otimes m - x \otimes t\sigma^{-1}(a)m$$

$$= xt \otimes \sigma^{-1}(a)m - x \otimes t\sigma^{-1}(a)m$$

$$= \kappa(x \otimes \sigma^{-1}(a)m).$$

Clearly, $\kappa$ and $\mu$ are $S$-module maps such that $\mu \circ \kappa = 0$, and $\mu$ is surjective. It remains to show that $\kappa$ is injective and that the kernel of $\mu$ is contained in the image of $\kappa$.

It is immediate that the kernel of $\mu$ is generated additively by the elements of the form

$$x \otimes m - 1 \otimes xm$$

for $x \in S$ and $m \in M$.

As a finitely generated module $S \otimes_R M$ carries a natural pseudocompact topology with respect to which any submodule, being finitely generated as well, is closed. It therefore follows from the power series expansion of $x$ that $\ker(\mu)$ as a $S$-module is generated by the elements

$$t^i \otimes m - 1 \otimes t^im$$

for $i \geq 0$ and $m \in M$.

But

$$t^i \otimes m - 1 \otimes t^im = \sum_{j=0}^{i-1} t^j(t \otimes t^{i-j-1}m - 1 \otimes t^{i-j-1}m).$$
Hence in fact the elements $t \otimes m - 1 \otimes tm = \kappa(l \otimes m) \in \text{im}(\kappa)$ generate $\ker(\mu)$. Finally, to establish the injectivity of $\kappa$ it is convenient to make the identifications

$$
S \otimes_R \sigma^\sigma M \xrightarrow{\sim} \prod_{i \geq 0} M \quad \text{and} \quad S \otimes_R M \xrightarrow{\sim} \prod_{i \geq 0} M
$$

$$
\left( \sum_{i \geq 0} t^i a_i \right) \otimes m \mapsto (\sigma^{-1}(a_i)m)_i \quad \text{and} \quad \left( \sum_{i \geq 0} t^i a_i \right) \otimes m \mapsto (a_im)_i
$$

which are possible since $M$ is finitely generated over $R$. A straightforward computation shows that the map $\kappa$ under this identification is given by $(m)_i \mapsto (m_{i-1} - tm_i)_i$ (where $m_{-1} := 0$). An element in the kernel of $\kappa$ therefore corresponds to a tuple $(m_i)_i$ such that $m_i = tm_{i+1}$ for any $i \geq -1$. Hence all $m_i$ lie in the intersection $\bigcap_{k \geq 0} t^k M$ which by Lemma 2.1 is equal to zero. □

**Corollary 2.3.** (i) Suppose that $\sigma$ is of the form $\sigma(\cdot) = \gamma \cdot \gamma^{-1}$ for some unit $\gamma \in S$. Then for any $M$ in $\mathcal{M}_R(S)$ the map $\sigma^\sigma M \xrightarrow{\gamma} M$ is an isomorphism of $R$-modules. By Theorem 2.2 we therefore have a short exact sequence of finitely generated $S$-modules of the form

$$
0 \to S \otimes_R M \to S \otimes_R M \to M \to 0.
$$

In particular, the class of $M$ in the Grothendieck group $G(S)$ is zero.

(ii) For any module $M$ in $\mathcal{M}_R(S)$ there is a corresponding exact sequence

$$
0 \to M^{\sigma^{-1}} \otimes_R S \xrightarrow{\kappa^t} M \otimes_R S \xrightarrow{\mu^t} M \to 0
$$

with $\kappa^t(m \otimes x) := m \otimes tx - mt \otimes x$ and $\mu^t(m \otimes x) := mx$.

### 3. Comparing codimensions

In this section we want to compare the Ext-groups $\text{Ext}^*_R(M, R)$ and $\text{Ext}^*_S(M, S)$ for any module $M$ in $\mathcal{M}_R(S)$. Since the rings $R$ and $S$ are noetherian these Ext-groups certainly are finitely generated right $R$- and $S$-modules, respectively. We will show that the right $R$-module structure on $\text{Ext}^*_R(M, R)$ can be extended in a natural way to a right $S$-module structure. In fact we start more generally with an arbitrary finitely generated left $S$-module $M$ (which therefore is pseudocompact as $S$- and as $R$-module) and construct first a natural right $S$-module structure on $\text{Hom}_{\mathcal{M}_R(S)}(M, R)^\sigma$. The latter is a right $R$-module via

$$
f^t(m) := f(m)\sigma^{-1}(a)
$$

for any $f \in \text{Hom}_{\mathcal{M}_R(S)}(M, R)$, $a \in R$, and $m \in M$. We now define

$$
f^t(m) := \sigma^{-1}(f(tm) - \delta(f(m))).
$$
Obviously, \( f^t : M \rightarrow R \) is additive and continuous. The computation

\[
\begin{align*}
(f^t(bm)) &= \sigma^{-1}(f(\sigma(b)tm + \delta(b)m) - \delta(bf(m))) \\
&= \sigma^{-1}(\sigma(b)f(tm) + \delta(b)f(m) - \delta(b)f(m) - \sigma(b)\delta(f(m))) \\
&= b\sigma^{-1}(f(tm) - \delta(f(m)))
\end{align*}
\]

for any \( b \in R \) shows that \( f^t \) also is \( R \)-linear. Hence \( f^t \in \text{Hom}_{\mathfrak{V}_R}(M, R) \).

To check that \( [(f^\sigma)^t + f^\delta](m) \\
= \sigma^{-1}(f(tm)a - \delta(f(m)a)) + f(m)\sigma^{-1}(\delta(a)) \\
= \sigma^{-1}(f(tm)a - \delta(f(m)a) - \sigma(f(m))\delta(a)) + f(m)\sigma^{-1}(\delta(a)) \\
= \sigma^{-1}(f(tm) - \delta(f(m)))\sigma^{-1}(a) \\
= [(f^t)^\sigma](m) \)

This shows that, if we let \( S_0 \subseteq S \) denote the skew polynomial subring of all finite expressions \( \sum_{i=0}^n t_i a_i \), then by the above definitions \( S_0 \) acts from the right on \( \text{Hom}_{\mathfrak{V}_R}(M, R)^S \). Moreover, this action is functorial with respect to maps in \( \mathfrak{V}_R(S) \). To see that it extends, by continuity, to an \( S \)-action we first establish the following assertion: For any \( j \geq 0 \) there is a \( k(j) \geq 0 \) such that

\[
(f^t)(M) \subseteq \text{Jac}(R)^j \quad \text{for any } k \geq k(j).
\]

For \( k \geq 0 \) and \( 0 \leq i \leq k \) we define inductively explicit noncommutative polynomials \( B_{i,k}(Y, Z, Z') \) by

\[
B_{0,k} := 1, \quad B_{k+1,k+1} := Z^kYZ'^k B_{k,k}
\]

and

\[
B_{i,k} := B_{i,k-1} + Z^{k-1}YZ'^{k-1} B_{i-1,k-1} \quad \text{for } 0 < i < k.
\]

We note that each \( B_{i,k} \) is a sum of monomials in \( \mathcal{A}_i \). An easy induction then establishes the explicit formula

\[
(f^t)^k(m) = \sigma^{-k}\left(\sum_{i=0}^k (-1)^i B_{i,k}(\delta, \sigma, \sigma^{-1})(f(t^{k-i}m))\right)
\]

for any \( k \geq 0 \). By the \( \sigma \)-nilpotence of \( \delta \) there is an \( r \geq 1 \) such that

\[
B(\delta, \sigma, \sigma^{-1})(R) \subseteq \text{Jac}(R)^j
\]

for any finite sum \( B \) of monomials in \( \mathcal{A}_r \). Since \( \delta \) is continuous we find a sequence of integers \( \ell_r \geq \cdots \geq \ell_2 \geq \ell_1 := j \) such that

\[
\delta^0(\text{Jac}(R)^{\ell_r}), \ldots, \delta^{r-1}(\text{Jac}(R)^{\ell_r}) \subseteq \text{Jac}(R)^{\ell_{r-1}} \quad \text{for any } 2 \leq \rho \leq r.
\]
Because \( f \) is continuous and \( M \) is finitely generated there is, by Remark 0.1(i), an \( n' \geq 0 \) such that
\[
 f(\text{Jac}(S)^n M) \subseteq \text{Jac}(R)^{l r}.
\]
From the proof of Lemma 2.1 we know that
\[
 t^n \subseteq \text{Jac}(S)^n
\]
for some \( n \geq 0 \). Hence
\[
 f(t^{i'}M) \subseteq \text{Jac}(R)^{l r}
\]
for any \( i' \geq n \).

Together with (b) and the fact that \( \sigma \) is an automorphism of \( R \) this shows that
\[
 B(\delta, \sigma, \sigma^{-1})(f(t^{i'}M)) \subseteq \text{Jac}(R)^{j} \quad \text{for any } i' \geq n,
\]
whenever \( B \) is a finite sum of monomials in \( \mathfrak{A}_0 \cup \cdots \cup \mathfrak{A}_{r-1} \). We now choose \( k \geq k(j) := r + n \). For any index \( i \) in the sum on the right-hand side of the formula (\( + \)) we then have \( i \geq r \) or \( i < r, k - i \geq n \) which means that the corresponding summand \( B_{i,k}(\delta, \sigma, \sigma^{-1})(f(t^{k-i}m)) \) lies in \( \text{Jac}(R)^{j} \) either by (a) or by (c). Hence
\[
 f^{k}(M) \subseteq \sigma^{-k}(\text{Jac}(R)^{j}) = \text{Jac}(R)^{j}.
\]
Consider now an arbitrary element \( x = \sum_{i \geq 0} t^i a_i \) in \( S \). Since \( R \) is complete the above assertion implies that the series
\[
 (f^x)(m) := \sum_{i \geq 0} ((f^{i'})^{a_i})(m)
\]
converges in \( R \). It is clear that the resulting map \( f^x : M \to R \) is \( R \)-linear and continuous. It is straightforward to check that this indeed defines a right \( S \)-action on \( \text{Hom}_{\mathfrak{M}_R(S)}(M, R) \sigma \) which is functorial with respect to maps in \( \mathfrak{M}_R(S) \).

Let now \( P. \to M \) be a projective resolution of \( M \) in \( \mathfrak{M}_{R}(S) \). Since \( S \) is topologically free as a left \( R \)-module this also is a projective resolution of \( M \) in \( \mathfrak{M}_R(R) \). It follows that the terms in the complex \( \text{Hom}_{\mathfrak{M}_R(R)}(P., R) \sigma \) and hence the Ext-groups \( \text{Ext}^{j}_{R}(M, R) \sigma \) carry a natural right \( S \)-module structure.

Let us fix a module \( M \) in \( \mathfrak{M}_R(S) \). Then, by the above discussion, the groups
\[
 \text{Ext}^{j}_{R}(M, R) \sigma = \text{Ext}^{j}_{R}(M, R) \sigma
\]
are right \( S \)-modules in the category \( \mathfrak{M}_{R}(S) \). Applying the right module version of Theorem 2.2 to them we obtain the short exact sequences of right \( S \)-modules
\[
 0 \to \text{Ext}^{j}_{R}(M, R) \sigma \otimes_{R} S \to \text{Ext}^{j}_{R}(M, R) \sigma \otimes_{R} S \otimes_{R} S \to \text{Ext}^{j}_{R}(M, R) \sigma \to 0.
\]
On the other hand we may pass from the short exact sequence of Theorem 2.2 to the associated long exact Ext-sequence and obtain the exact sequence of right \( S \)-modules
\[
 \text{Ext}^{j}_{S}(S \otimes_{R} M, S) \to \text{Ext}^{j}_{S}(S \otimes_{R} \sigma M, S) \to \text{Ext}^{j+1}_{S}(M, S)
\]
\[
 \to \text{Ext}^{j+1}_{S}(S \otimes_{R} M, S) \to \text{Ext}^{j+1}_{S}(S \otimes_{R} \sigma M, S),
\]
where the first and the last arrow are given by $\text{Ext}_S^\bullet(\kappa, S)$. We claim that this latter map can naturally be identified with the map $\kappa^2$ for the right $S$-module $\text{Ext}_R^\bullet(M, R)^\sigma$. Hence the second exact sequence gives rise to the short exact sequence

$$0 \to \text{Ext}_S^j(S \otimes_R M, S) \to \text{Ext}_S^j(S \otimes_R M, S) \to \text{Ext}_S^{j+1}(M, S) \to 0$$

which moreover is naturally isomorphic to the first exact sequence above. This establishes the following fact.

**Theorem 3.1.** For any module $M$ in $\mathbb{M}_R(S)$ we have $\text{Hom}_S(M, S) = 0$ and $\text{Ext}_S^j(M, S) = \text{Ext}_R^{j-1}(M, R)^\sigma$, as right $S$-modules, for any $j \geq 1$.

Our claim is the consequence of a series of steps. First of all, for any left $R$-module $N$ we have the natural homomorphism of right $S$-modules

$$\text{Hom}_R(N, R) \otimes_R S \to \text{Hom}_R(N, S) = \text{Hom}_S(S \otimes_R N, S)$$

$$f \otimes x \mapsto [n \mapsto f(n)x].$$

It is an isomorphism if $N$ is finitely generated. Since over a noetherian ring arbitrary direct products of (faithfully) flat modules are (faithfully) flat and since $S$ is topologically free over $R$ from the left as well as right it follows that $S$ is faithfully flat as a left as well as a right $R$-module. Applying the above isomorphism to a resolution of the $R$-module $M$ by finitely generated projective $R$-modules therefore leads to a natural $S$-linear isomorphism

$$\text{Ext}_R^\bullet(M, R) \otimes_R S = \text{Ext}_S^\bullet(S \otimes_R M, S).$$

We therefore have to show the commutativity of the diagram

$$\begin{array}{ccc}
\text{Ext}_R^j(M, R) \otimes_R S & \xrightarrow{\kappa^2} & \text{Ext}_R^j(M, R)^\sigma \otimes_R S \\
& \downarrow & \\
= & \downarrow & \\
& \downarrow & \\
\text{Ext}_R^j(\sigma M, \sigma R) \otimes_R S & \xrightarrow{\text{Ext}_R^i(\sigma M, \sigma R) \otimes \text{id}} & \text{Ext}_R^j(\sigma M, \sigma R) \otimes_R S \\
& \downarrow & \\
\text{Ext}_R^j(S \otimes_R M, S) & \xrightarrow{\text{Ext}_R^i(\sigma, S)} & \text{Ext}_R^j(S \otimes_R \sigma^0 M, S).
\end{array}$$

Since all relevant modules are finitely generated this diagram is equivalent to the diagram

$$\begin{array}{ccc}
\text{Ext}_R^j(M, R) \otimes_R S & \xrightarrow{\kappa^2} & \text{Ext}_R^j(M, R)^\sigma \otimes_R S \\
& \downarrow & \\
= & \downarrow & \\
& \downarrow & \\
\text{Ext}_R^j(\sigma M, \sigma R) \otimes_R S & \xrightarrow{\text{Ext}_R^i(\sigma M, \sigma R) \otimes \text{id}} & \text{Ext}_R^j(\sigma M, \sigma R) \otimes_R S \\
& \downarrow & \\
\text{Ext}_R^j(S \otimes_R M, S) & \xrightarrow{\text{Ext}_R^i(\sigma, S)} & \text{Ext}_R^j(S \otimes_R \sigma^0 M, S).
\end{array}$$
The vertical identifications now can be viewed as being induced (through a projective resolution of \( M \) in \( \mathfrak{P}\ell(R) \)) by the natural maps

\[
\text{Hom}_{\mathfrak{P}\ell(R)}(N, R) \otimes_{R} S \to \text{Hom}_{\mathfrak{P}\ell(R)}(N, S) = \text{Hom}_{\mathfrak{P}\ell(S)}(S \widehat{\otimes}_{R} N, S)
\]

\[
f \otimes x \mapsto [n \mapsto f(n)(x)]
\]

for any \( N \) in \( \mathfrak{P}\ell(R) \). Since the whole diagram is functorial in the pseudocompact \( S \)-modules \( M \) we may reduce the proof of its commutativity, by using a projective resolution of \( M \) in \( \mathfrak{H}_{fg}(S) \), to the case \( j = 0 \), i.e., to the commutativity of the diagram

\[
\begin{array}{ccc}
\text{Hom}_{\mathfrak{P}\ell(R)}(N, R) \otimes_{R} S & \xrightarrow{\kappa'} & \text{Hom}_{\mathfrak{P}\ell(R)}(N, R)^{\sigma} \otimes_{R} S \\
\downarrow & & \downarrow \\
\text{Hom}_{\mathfrak{P}\ell(R)}(\sigma N, R)^{\sigma} \otimes_{R} S & = & \text{Hom}_{\mathfrak{P}\ell(R)}(\sigma N, R) \otimes_{R} S \\
\downarrow & & \downarrow \\
\text{Hom}_{\mathfrak{P}\ell(S)}(S \otimes_{R} N, S) & \xrightarrow{\text{Hom}_{\mathfrak{P}\ell(R)}(\sigma N, S)} & \text{Hom}_{\mathfrak{P}\ell(S)}(S \otimes_{R} \sigma N, S)
\end{array}
\]

for any module \( N \) in \( \mathfrak{H}_{fg}(S) \). This is a straightforward explicit computation which we leave to the reader. This concludes the proof of our claim and consequently the proof of Theorem 3.1.

To make use of Theorem 3.1 we need a reasonable theory of codimension. We therefore assume now in addition that

\( R \) and \( S \) are (left and right) Auslander regular.

This means (for \( R \)) that \( R \) is (left and right) regular, i.e., that any finitely generated (left or right) \( R \)-module has a finite resolution by finitely generated projective \( R \)-modules. Defining, for any finitely generated left or right \( R \)-module \( N \), its grade or codimension by

\[
j_{R}(N) := \min\{i \geq 0 : \text{Ext}_{R}^{i}(N, R) \neq 0\}
\]

the Auslander regularity condition requires in addition that for any such \( N \) and any \( k \geq 0 \) we have

\[
j_{R}(N') \geq k \quad \text{for any } R\text{-submodule } N' \subseteq \text{Ext}_{R}^{k}(N, R).
\]

A standard method to introduce on the category \( \mathfrak{H}_{fg}(R) \) a codimension filtration (cf. [16, Chapter V; 4, Section 1]) is to define, for any \( j \geq 0 \), the full subcategory

\[
\mathfrak{H}^{j}(R) := \text{all modules } M \in \mathfrak{H}_{fg}(R) \text{ such that }
\]

\[
\text{Ext}_{R}^{i}(M', R) = 0
\]

for any \( i < j \) and any submodule \( M' \subseteq M \).
It has the following properties:

- In any short exact sequence \( 0 \to M' \to M \to M'' \to 0 \) in \( \mathfrak{M}(R) \) the module \( M \) lies in \( \mathfrak{M}^j(R) \) if and only if \( M' \) and \( M'' \) lie in \( \mathfrak{M}^j(R) \);
- any module in \( \mathfrak{M}_{fg}(R) \) has a unique largest submodule contained in \( \mathfrak{M}^j(R) \).

We also recall (cf. [4, Section 1; 18]) that, because we are assuming \( R \) to be Auslander regular, we in fact have the simplified characterization:

- A module \( M \) in \( \mathfrak{M}_{fg}(R) \) lies in \( \mathfrak{M}^j(R) \) if and only if \( \text{Ext}_i^0(R, M, R) = 0 \) for any \( i < j \).

Note that, for any nonzero module \( M \) in \( \mathfrak{M}_{fg}(R) \), its grade \( j_R(M) \) is the smallest non-negative integer such that \( M \) lies in \( \mathfrak{M}^j_\text{fg}(R) \).

Let \( G_{\ast}(R)(j) \) denote the Quillen \( K \)-groups (cf. [14]) of the Abelian category \( \mathfrak{M}^j(R) \). In particular, \( G_0(R)(j) \) is the Grothendieck group of the category \( M^j(R) \) (w.r.t. short exact sequences).

The category \( \mathfrak{M}_R(S) \) can be viewed as an Abelian subcategory of both categories \( \mathfrak{M}_{fg}(S) \) and \( \mathfrak{M}_{fg}(R) \). Hence it becomes a natural problem to compare the codimensions as \( R \)- and \( S \)-module, respectively, of any \( M \) in \( \mathfrak{M}_R(S) \).

**Corollary 3.2.** (i) \( j_S(M) = j_R(M) + 1 \) for any module \( M \) in \( \mathfrak{M}_R(S) \);
(ii) \( \mathfrak{M}^j(R) \cap \mathfrak{M}_R(S) = \mathfrak{M}^{j+1}(S) \cap \mathfrak{M}_R(S) \) for any \( j \geq 0 \).

**Proof.** Apply Theorem 3.1. \( \Box \)

The second problem which we want to address is the nature of the natural maps

\[
G_{\ast}(S)(j+1) \to G_{\ast}(S)(j)
\]

induced by the corresponding inclusion of categories. As background for this one should keep in mind that the Gersten conjecture ([7, Proposition 7.7; 14, Section 7, Proposition 5.6]) is the claim that in the case of a commutative regular local noetherian ring (instead of \( S \)) these maps are the zero maps; note that in this case the grade of a module as defined above is equal to the codimension of the support of the module (cf. [16, Proposition VII.6.8(ii)]).

We introduce the Quillen \( K \)-groups \( G_{\ast}(S)(j) \) of the category \( \mathfrak{M}^j(R) \cap \mathfrak{M}_R(S) \).

**Lemma 3.3.** For any module \( N \) in \( \mathfrak{M}_{fg}(R) \) we have

\[
j_R(N) = j_S(S \otimes_R N).
\]

**Proof.** As discussed already after Theorem 3.1 we have that \( S \) is faithfully flat over \( R \) and that

\[
\text{Ext}_S^\ast(S \otimes_R N, S) = \text{Ext}_R^\ast(N, R) \otimes_R S.
\]
Proposition 3.4. If the automorphism \( \sigma \) of \( R \) is of the form \( \sigma(x) = \gamma x \gamma^{-1} \) for some unit \( \gamma \in S^\times \) then the map

\[
G^R_*(S)^{(j)} \to G_*(S)^{(j)}
\]

induced by the inclusion \( \mathfrak{M}(R) \cap \mathfrak{M}_R(S) \subseteq \mathfrak{M}(S) \) is the zero map for any \( j \geq 0 \).

Proof. Suppose that the module \( M \) lies in \( \mathfrak{M}(R) \cap \mathfrak{M}_R(S) \). Then by Corollary 3.2 and Lemma 3.3 all three \( S \)-modules which constitute the exact sequence

\[
0 \to S \otimes_R M \to S \otimes_R M \to M \to 0
\]

of Corollary 2.3(i) lie in the Abelian category \( \mathfrak{M}(S) \). We therefore may view this short exact sequence as an exact sequence of natural transformations between the exact functors from the category \( \mathfrak{M}(R) \cap \mathfrak{M}_R(S) \) into the category \( \mathfrak{M}(S) \) given by inclusion and \( S \otimes_R \cdot \), respectively. In this situation a fundamental theorem of Quillen asserts ([14, Section 3, Corollary 1]) that the map induced on \( K \)-groups by the third functor is the difference of the maps induced by the first two functors. But these first two functors coincide. Hence the inclusion functor induces the zero map. \( \square \)

Since by Corollary 3.2 we have the commutative diagram

\[
\begin{array}{ccc}
G^R_*(S)^{(j)} & \to & 0 \\
\downarrow & & \downarrow \\
G_*(S)^{(j+1)} & \to & G_*(S)^{(j)}
\end{array}
\]

Proposition 3.4 may be viewed as a partial answer to our problem. But it is not clear whether this vanishing result can be considered as evidence for some version of Gersten’s conjecture for certain noncommutative rings.

4. Application to Iwasawa algebras

Let \( G \) be a compact \( p \)-adic Lie group. Its so called Iwasawa algebra

\[
\mathcal{A}(G) := \lim_{\leftarrow} \mathbb{Z}_p[G/U]
\]

is the projective limit of the group rings \( \mathbb{Z}_p[G/U] \) where \( U \) ranges over the open normal subgroups in \( G \). It is known to be (left and right) noetherian [9, V.2.2.4]. An important feature of \( \mathcal{A}(G) \) is that it carries a natural compact Hausdorff topology. A fundamental system of open neighbourhoods of zero in \( \mathcal{A}(G) \) is given by the submodules \( p^n \mathcal{A}(G) + I(U) \) with \( n \in \mathbb{N} \) and \( U \) as before, where \( I(U) \) denotes the kernel of the projection map \( \mathcal{A}(G) \to \mathcal{A}(G/U) \) (cf. [12, Proposition (5.2.17)] or [9, II.2.2.2]). It follows that \( \mathcal{A}(G) \) is left and right pseudocompact.

We remark that if \( G \) is pro-\( p \) then \( \mathcal{A}(G) \) is local, and if in addition \( G \) has no element of order \( p \) then \( \mathcal{A}(G) \) is a regular local integral domain [13].
We now assume that there is a closed normal subgroup \(H \subseteq G\) such that \(G/H \simeq \mathbb{Z}_p\). Then with the pair of pseudocompact rings \(R := \Lambda(H) \subseteq \Lambda(G) =: S\) we are in the situation considered in this paper. This is seen by noting that \(G\) necessarily is the semidirect product of \(H\) and a subgroup \(\Gamma \cong \mathbb{Z}_p\). We pick once and for all a topological generator \(\gamma\) of \(\Gamma\) and define the element \(t := \gamma - 1 \in \Lambda(\Gamma) \subseteq \Lambda(G)\). It is well known that \(\Lambda(\Gamma)\) is the formal power series ring in the variable \(t\) over \(\mathbb{Z}_p\). Hence (use Lemma 1.6) the Iwasawa algebra \(S = \Lambda(G)\) is the skew power series ring \(\Lambda(H)[[t; \sigma, \delta]]\) where \(\sigma(.) := \gamma \cdot \gamma^{-1}\) and \(\delta := \sigma - id\) (cf. [20, Example 5.1]).

We recall (cf. [4, Section 1; 18]) that \(G\) always contains an open subgroup \(G'\) such that \(\Lambda(G')\) is left and right Auslander regular. Since

\[
\text{Ext}_G^i(M, \Lambda(G)) = \text{Ext}_G^i(M, \Lambda(G'))
\]

for any \(i \geq 0\) and any module \(M\) in \(\mathfrak{M}_G(\Lambda(G))\) (cf. [8, Lemma 2.3]) the codimension theory of Section 3 continues to hold for general \(\Lambda(G)\) even if it is not Auslander regular.

Hence our main results Theorems 2.2 and 3.1, Corollary 3.2, and Proposition 3.4 hold true for the pair \(\Lambda(H) \subseteq \Lambda(G)\). In Iwasawa theory the modules in \(\mathfrak{M}^2(\Lambda(G))\) are called pseudo-null modules. We conclude by pointing out that, as a special case of our results, any pseudo-null \(\Lambda(G)\)-module which is finitely generated as a \(\Lambda(H)\)-module has zero class in the Grothendieck group \(G_0(\Lambda(G))^{(1)}\) of all finitely generated torsion \(\Lambda(G)\)-modules [4, Lemma 2.4, p. 4].

5. Skew Laurent series rings

Let \(R\) be again a pseudocompact ring and \(\sigma\) a topological automorphism of \(R\). The left \(R\)-module \(T\) of all (left) formal Laurent series \(\sum_{i \geq -\infty} a_i t^i\) over \(R\) carries a unique unital ring structure which extends the \(R\)-module structure and satisfies \(ta = \sigma(a)t\). The ring \(R[[t, t^{-1}; \sigma]] := T\) is called a skew Laurent series ring. It can alternatively be described by right Laurent series, it contains \(S := R[[t; \sigma]]\) as a subring, and it also arises as the localization \(S_p\) of \(S\) with respect to the Ore set \(\{1, t, t^2, \ldots\}\). In particular, \(T\) is a flat (left and right) \(S\)-module. In the following we assume that \(R\) is noetherian. Then \(S\), by [11, 1.4.5], and \(T\), as a localization of a noetherian ring, both are noetherian as well.

Similarly as before we let \(\mathfrak{M}_R(T)\) denote the Abelian category of left \(T\)-modules which are finitely generated as \(R\)-modules. Any such module \(M\) lies in \(\mathfrak{M}_R(S)\) and satisfies \(T \otimes_S M = M\). From this observation it is immediate that, for any \(M\) in \(\mathfrak{M}_R(T)\), we obtain an analogue of Theorem 2.2 in the form of an exact sequence of (left) \(T\)-modules

\[
0 \to T \otimes_R M \to T \otimes_R M \to M \to 0.
\]

Indeed, consider \(M\) as an \(S\)-module, apply \(T \otimes_S \cdot\), to the exact sequence resulting from that proposition and observe that an analog of Corollary 2.3(i) applies because \(\sigma(.) = t \cdot t^{-1}\).

Furthermore, for \(M\) in \(\mathfrak{M}_R(T)\), multiplication by \(t\) on the right \(S\)-module \(\text{Ext}_R^i(M, R)^\sigma\) is easily checked to be bijective. Hence the \(S\)-module structure extends uniquely to a right \(T\)-module structure on \(\text{Ext}_R^i(M, R)^\sigma\). Using the natural isomorphism \(\text{Ext}_R^i(M, T) \cong \text{Ext}_R^i(M, R)^\sigma\).
$\text{Ext}_T^j(M, S) \otimes_T S$ of right $T$-modules we obtain, again by base change, the analogue of Theorem 3.1:

$$\text{Ext}_T^j(M, T) \cong \text{Ext}_R^{j-1}(M, R)^{\sigma}$$

as right $T$-modules.

Now assume that $R$ in addition is Auslander regular. By [10, III.3.4.6(3)] the ring $S$ then also is Auslander regular. The increasing filtration $(St_{t^{-j}})_{j \in \mathbb{Z}}$ on $T$ is complete with associated graded ring isomorphic to $R[t, t^{-1}; \sigma]$. It therefore follows from [10, III.3.4.6(2) and III.2.2.5] that $T$ is Auslander regular. We also note that $T$ is faithfully flat over $R$. Thus the analogs of Corollary 3.2 and Proposition 3.4 (the assumption there is satisfied in the present situation) hold for the ring extension $T$ over $R$ by exactly the same arguments.

Finally, we point out that all the results of this section also hold for skew Laurent polynomial rings $R[t, t^{-1}; \sigma]$ over arbitrary (noetherian, respectively, Auslander regular) rings $R$ with ring automorphism $\sigma$. We omit the proofs since they are analogous but simpler.
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