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1. Introduction

In this paper, we obtain pointwise bounds for the Green function of the linearized equations as-
sociated with a spatially periodic traveling wave of a system of reaction-diffusion equations, and use
this to obtain pointwise bounds on decay and asymptotic behavior, sharping bounds of [12], and
[18,19], of perturbations of a periodic traveling wave of a system of reaction-diffusion equations.
Suppose that u(x,t) = u(x — at) is a spatially periodic wave of a system of reaction-diffusion equa-
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tions of form uy = ux + f(u), where (x,t) e R x RT, u e R", and f:R" — R" is sufficiently smooth:
equivalently, u(x, t) = tu(x) is a spatially periodic standing-wave solution of

Ur — AUy = Uxx + f(1). (1.1)

Throughout our analysis, we assume the existence of an X-periodic solution u(x) of (1.1). Without
loss of generality, we assume that u is 1-periodic, that is, u(x + 1) = u(x) for all x € R. A different
pointwise Green function approach was carried out in [16] in the context of parabolic conservation
laws by direct inverse Laplace transform computations not using the standard Bloch decomposition
into periodic waves. In this paper we work from the Bloch representation and in the process we
develop an interesting new formula for the high-frequency description of the resolvent of an operator
with periodic boundary conditions on [0, 1].

Linearizing (1.1) about a standing-wave solution u(x) gives the eigenvalue equation

Av=Lv:= (32 +ady+df (@)v. (12)

As coefficients of L are 1-periodic, Floquet theory implies that the L? spectrum is purely continuous
and corresponds to the union of A such that (1.2) admits a bounded eigenfunction of the form

v(x) =e¥*w(x), £eR (1.3)

where w(x+1) = w(x), that is, the eigenvalues of the family of associated Floquet, or Bloch, operators

Le = e ¥XLeX = (8, 4 i£)? + a(dy + i&) + df (i), for& e [—m, ), (14)

considered as acting on L2 periodic functions on [0, 1].
Recall that any function g € L*(R) admits an inverse Bloch-Fourier representation

Y

1 .
g0 =5 / e (£, ) dE (15)
T

-7

where g(&,X) =Y ;.5 €™ *g(€ + 2 j) is a 1-periodic functions of x, and g(-) denotes the Fourier
transform of g with respect to x. Indeed, using the Fourier transform we have

o0 T b
27 g(x) = / gy ds =y f e T2 g (g 4 27 ) dg = / g 0ds.  (16)
—00 JEL “ e

Since L(e's*f) = e‘f"(Lg f) for f periodic, the Bloch-Fourier transform diagonalizes the periodic-
coefficient operator L, yielding the inverse Bloch-Fourier transform representation

g
1 i .
e“g(X)=2—/eléxeL“g(E,X)d%‘. (17)
T
-7
By the translation invariance of (1.1), the function u’(x) is a 1-periodic solution of the differential

equation Lov = 0. Hence, it follows that A = 0 is an eigenvalue of the Bloch operator Lg. Define
following [18,19,12] the diffusive spectral stability conditions:
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(D1) speciag) (L) C {x € C: R(1) <0} U {0}
(D2) A =0 is a simple eigenvalue of L.
(D3) There exists a 6 > 0 such that Ro (L) < —0|&|? for all real £ € [—7, ).

Assumption (D1) says the only “neutrally stable” point in the L2-spectrum of L is at the origin
and (D2) corresponds to transversality of u as a solution of the associated traveling-wave ODE, while
assumption (D3) guarantees that the spectrum of L only touches the orgin when & =0 and it also
corresponds to “dissipativity” of the large-time behavior of the linearized system; see [18,19,12].

Remark 1.1. (See [12].) By standard spectral perturbation theory [14], (D2) implies that the eigen-
value A(£) bifurcating from A =0 at £ = 0 is analytic at & =0, with A(§) = A€ + 14262 + 0(|€)?),
from which we find from the necessary stability condition Re (&) < 0 that ReA; =0 and Reiy < 0.
Assumption (D3) thus amounts to the nondegeneracy condition ReA; # O together with the strict
stability condition Reo (Lg) <0 for & #0.

Remark 1.2. The condition (D3) may be readily verified by direct numerical Evans function analysis
as described in [1,2]. Alternatively, it could be expressed through spectral perturbation analysis as a
sign condition on a certain inner product of certain generalized eigenfunctions, as done for example
in [6,3,4]. However, this involves an additional layer of analysis and to us does not appear to add
further illumination.

Rewriting the eigenvalue equation (1.2) as a first-order system

V' =AO, XV, (1.8)

v 0 I
V= (v’)’ A= (/\I—df(a) —a1>’

denote by FY~* e C?"*2" the solution operator of (1.8), defined by FY~Y = I, 9,F = AF. That is,
Fy=>X=@(x)®(y)~ !, for any fundamental matrix solution @ of the (1.8).

By the definition of Bloch operators (1.4), for each & € [, r), we have a second-order eigenvalue
equation

where

a=Lgu=u"— Agu’ — Ceu, (1.9)

where Az = —(a + 2i&)I € C"™" a constant matrix and Ce (x) = —df (1) — (ia& — £2)] € C™" a matrix
depending on x, and u € C" is a vector.
Rewriting (1.9) as a first-order system

U' = Ag(x, MU, (1.10)

where

u 0 I
U—<u/>, Ag—<“+cé As)’ (1.11)

similarly, denote by F;* € C*»2" the solution operator of (1.10), defined by F} 7 =1, 9, F; =
Ag Fe. That is, ]-'gy_”‘ =P () D¢ (y)~1, for any fundamental matrix solution @ of the (1.10).
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1.1. Main result
With these preparations, we now state our two main results.
Theorem 1.3. The Green function G(x, t; y) for Eq. (1.2) satisfies the estimates:

[x—y—a

e e (x 0)§(y,0) + G(x, t; y), (112)

1
Gx, t;y) = NoTT

where
~ TS Y
G, t; | S(A+07 " +t7ze e m |
\xyat\

|Gy sy Stlem wr (113)

uniformly ont > 0, for some sufficiently large constants M > 0 and n > 0, where q and q are the periodic right
and left eigenfunctions of Lo, respectively, at A = 0. In particular q(x, 0) = it/ (x).

Theorem 1.4. Define the nonlinear perturbation u := i — u, where i satisfies (1.1). Then the asymptotic be-
havior of u with respect to three kinds of initial data (denoted by ug):

(1) Juo(®)|1ny2 < Eo and |xug|;1 < Eo,
XZ
(2) [uo()| < Eoe™ " and [ug(x)] 2 < Eo,

(3) luo®)| < Eo(1+Ix])™", 7> 2 and |ug(x)|y2 < Eo,

where Eg > 0 sufficiently small and M > 1 sufficiently large, converges to a heat kernel with the following
estimates, respectively

1
(@) [ux, t) — U,i'k(x, )] 1) < CEg(141)" 205731 4 In(1 4 0)), for 1 < p < o0,
x—ar?

(b) fux,t) — U, 0'k(x, 1) < CEo(1 4 1)~Te” MW/0+0 (1 4 In(1 + 1)),
(©) [u(x, £) — Usilk(x, 0)] < CEo[(1 + "2 (1 4+ |x —at| + VO " + (1 +0)e” Wi (1+In(1+1))],

_ Ix—utl2

e~ @t ,M” > M and C > 0 sufficiently large and some constant U, (defined in Section 7).

fork(x, t) = Jﬁ

Remark 1.5. Integrating bounds (b) and (c¢) with respect to x recovers the same LP bound as in (a) for
all 1 < p < oo. Note that it is clear for (b) and 2nd term of (c), and slightly harder for 1st term of (c).

For p=1, |(1+[x—at|++/) "1, < C and for p = oo, |(1+|x—ar\+¢f)—r+1|Lw(x) <CA+0)72,
so we have |(1 + |x — at| +J) '+1|Lp(x) Ca+1t~ 20-p) , implies that |(1+6)~2 (1 + |x — at| +
VO e <CA+16)7 20-p)3 for 1< p <oo.

Remark 1.6. The initial condition |ugl;1ny2. |Xugl;1 sufficiently small is compared with Schnei-
der’s [19] initial assumption. By Fourier transform, we can roughly consider |(1 + |x|®)up|y2 as
Schneider’s initial condition with weight (1 + |x|2) (see Schneider [19, pp. 690-691]). This implies
that our initial data roughly satisfies |ug| < |x|~2 whereas Schneider’s initial data roughly satisfies

lupl < |x|*%. Our LP bounds on asymptotic behavior for all p > 1 are compared with Schneider’s L*°
bound. In particular, our L bound t~'In(1 + t) is roughly equivalent to but slightly sharper than
Schneider’s L% bound t~1*¢ for & > 0. Though Schneider does not state LP bounds, his renormalized

1 1 1
H2(2) bounds (see Theorem 15 [19]) by a simple scaling argument yield LP bounds ~ ¢t~ 27~z %"
for any n > 0, for all p > 1, again roughly equivalent to but slightly less sharp than ours.
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1.2. Discussion and open problems

Pointwise Green function bounds have been obtained by Oh and Zumbrun previously for systems
of conservation laws, by somewhat different methods, without use of the Bloch representation. Those
methods would work here as well; however, we find the present method proceeding from the Bloch
transform both more direct and more connected to other literature in the area; in particular, it makes
a direct connection between the Oh-Zumbrun analysis and other works, filling in the previously miss-
ing link of pointwise Green function bounds for periodic-coefficient operators on a bounded periodic
domain, a topic that seems of interest in its own right. In addition, the analysis has a flavor of ex-
plicit, spatial domain computation that illuminates the arguments of Schneider, Johnson-Zumbrun,
and others by weighted energy estimates, Hausdorff-Young inequality, and other frequency domain
techniques.

A novel aspect of the present work is to obtain pointwise bounds also on the nonlinear solution,
and thereby sharp LP bounds for all 1 < p < oo. Schneider's weighted H2 estimates, obtained by

renormalization techniques, yield LP bounds for 1 < p < oo of (1 + t)_%“_%)_%” for any n > 0,
just slightly weaker than ours; however, the estimates of Johnson-Zumbrun, obtained by Hausdorff-
Young’s inequality appear limited to 2 < p < co. The more detailed pointwise bounds we obtain here
do not seem to be accessible by either of these previous two techniques.

An important advantage of our approach over the renormalization techniques used by Schneider
and others, is that, being based rather on the nonlinear tracking scheme of Johnson-Zumbrun, it
should apply in principle also to situations, such as periodic solutions of conservation laws like the
Kuramoto-Sivashinsky equations and others, for which the asymptotic behavior consists of multiple
signals convecting with distinct speeds; see for example the analysis of [11,13,10]. By contrast, renor-
malization techniques appear limited to situations of a single signal. The extension of our results to
the conservation law case is an interesting open problem.

Finally, we mention that the techniques used here extend to general quasilinear parabolic or even
mixed, partially parabolic problems, so that our analysis could in principle extend to these more gen-
eral settings; see, for example, the related analyses in [9,17,13]. This would be another very interesting
direction to carry out.

1.3. Plan of the paper

The paper is divided mainly into two parts. In the first part (Sections 2-5), we obtain pointwise
bounds on the Green function G(x, t; y) for Eq. (1.2). In the second part (Sections 6-7), we show the
asymptotic behavior of perturbations of spatially periodic traveling waves converges to heat kernel.
More precisely, in Section 2, we recall the definition of resolvent kernel and then we construct re-
solvent kernels of the linear operator L; for the whole line and for the periodic condition on [0, 1],
respectively. In Section 3, we estimate pointwise high frequency periodic resolvent kernel bounds
using the formula we obtained in Section 2. As we see the spectral resolution formula (see (4.1)),
high frequency resolvent kernel bounds is the first step for pointwise bounds on the Green function
G(x,t; y) for Eq. (1.2) in Section 4. In Section 5, we give the simplest case of a scalar, constant co-
efficient equation. By a direction calculation, we construct resolvent kernels of the simplest operator
for the whole line and for the periodic condition on [0, 1] respectively, and we show how those two
resolvent kernels are related. In Section 6, as a practice, we show the asymptotic behavior of a so-
lution of u;r = uyx + uP for p > 4. This will give the idea how to show the asymptotic behavior of
perturbations of spatially periodic traveling waves which we want to show mainly in Section 7. The
3 parts of Theorem 1.4 are established in Theorems 7.7, 7.13 and 7.22, respectively.

2. The resolvent kernel
In this section, we develop an interesting formula for the resolvent kernel on the whole line and

for periodic boundary conditions on [0, 1] using solution operators and projections. Those formu-
las are motivated by a constant-coefficient scalar case (see Section 5). Here, “whole-line” means the
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kernel of periodic-coefficient operator considered as acting on L?(R). As we mentioned, the main dif-
ference between Oh-Zumbrun analysis and this paper is using the Bloch transform more directly. In
this sense, together with the spectral resolution formula for L, it is natural to construct the periodic
resolvent kernel and compare this to the whole line resolvent kernel. We use this periodic resol-
vent kernel to obtain a high-frequency description of the resolvent (that is, || > R, for sufficiently
large R) for periodic boundary conditions [0, 1] in Section 3. We start with the definition of resolvent
kernel.
For A in the resolvent set of L, we denote by G, (x, y) the resolvent kernel defined by

(L—=ADGC, y) =6y -1,

8y denoting the Dirac delta distribution centered at y, or equivalently

(L—=aD"'fx) = / Gr(x. y) f(n)dy.

In this paper, for each & € [-m, ) and for A in the resolvent set of Lg, we denote by G ) (x, y)
and Gg ;. (x,y) the resolvent kernels of Lg on the whole line and on [0, 1] with periodic boundary
conditions, respectively.

Remark 2.1. The spectrum of each Lg may alternatively be characterized as the zero set for fixed & of
the periodic Evans function introduced by Gardner in [7] and [8],

D(x, &) = det(¥ (%) — €*1),
where ¥ is the monodromy matrix of (1.8), and D(, £) is analytic in each argument A and &; like-

wise, the spectrum of L may be described as the set of all A such that D(A, &) vanished for some
real &€. So if A is in the resolvent set of L, then

det(¥ (1) —e®1)#0 forallé eR, (2.1)

that is, FY~Y+1 — e is invertible for all & € R. Using decomposition

-1
y—oy+1 _pie (1 0 py—ys1 (10
a =¢ (igl 1)]:5 (igl 1) (2.2)

I— }"§Hy+] is invertible for all £ € R. Also (2.1) implies the existence of /7 and I'IEi because ¥ (1)
does not have eigenvalue of norm 1.

2.1. The whole line case

Lemma 2.2. For all £ € [—m, ), the whole line kernel (see the definition above) satisfies

J—_'Y"xn-‘r 0 , ,
(g“>(x,y):{ £ S (}) X>y (23)

/ —
e ~F 7 (). x<y,

where 175i are projections onto the manifolds of solutions decaying as x — too.

Proof. We must only check the jump condition [(gzi)ﬂy = ((’)) which follows from }"g%y =1 and

175+ +1I; = I, and the fact that Gg 5 (x, y) — 0 as x — Fo0, which is clear by inspection. O
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2.2. The periodic case

Lemma 2.3. For X in the resolvent set of L and all & € [—, 1), the periodic kernel satisfies

]_—y_>XM+ 0’ ,
(Gg’k)(xvm{g o (24)

/ —
e —F M 0(]), x<y,

where M;(y) =(- }‘g”y“)—l and Mg (y) = (I - ]_—g%erl)—]]_—gﬁerl.
(Note: Remark 2.1 implies the existence ofM;r and M)

Gga . —
Proof. We must check the jump condition [(GZ; Ny = ((I’) which follows from fg Y =1 and

Gex Gex .
M{ + M; =1, and the periodicity, ( 5 )0, y) = ( 5 )(1,y). By the periodicity of the so-
& & Gi s G x

lution operator, ]_-;)—>y]_-g/—>1 = fg_)yﬂfg_ﬂ = fsyﬁyﬂ. By a direct computation, we obtain

N s — . . G Gea
F 1(1—]:5}/%”1)_1:}2' O(I—]-'Eyﬁ”])‘lfg Y*1 which gives us (GZA)(O,y):(GzA)(l,y). )

3. Pointwise bounds on G; ) for |A| > R, R sufficiently large

We now estimate pointwise bounds on periodic resolvent kernel G ; for |A| > R, for sufficiently
large R with the formula (2.4). From the decomposition

F M () = FY NI ()M (9) + FL T ()M (),

we start with estimates of ]—"Ey_mﬂg(y) and }'gy_’xl'[g (y) for sufficiently large |A|.
For the proof of Lemma 3.1, we follow the proof of high frequency bounds which come from
Zumbrun and Howard [20].

Lemma 3.1. For each |&| < 7 and for sufficiently large |A|,

FM () = e B RICDIN 0 ()N, forx > y,
FUMI; () = e PPPIOON 0 ()N, forx <y, (3.1)

where Nj = ('r:)/z” ‘1)) Ny = (W(/)z“ (”) and HEi projections onto the manifolds of solutions decaying as

x — %00, and here B~1/2 ~ ming. res >n, —n,jim 1)) Re(VAJTAT).2
Proof. Setting X = [A2|x, & = A/|A], i(X) = u(%/|A2]), C(X) = C(X/|*%]), in (1.9), we obtain

0 =3+ 272 | Al + |21 Cel, (32)

or

U =AU+ 0:0, (3.3)
£

2 Here and elsewhere in this section, O (1) is matrix-valued, denoting a matrix with bounded coefficients.
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_ - 0 0 - — 5%
where U = (:,) A= (XO, (I)) Of = (M’l\fs o ‘Aé) and |A| = 1. Denote by ]-'Sy_)x the solution operator
of (3.3) and by 1_75i projections onto the manifolds of solutions decaying as x — +o0.

It is easily computed that the eigenvalues of A are :F\/?:» and

Rev/3 > g1/ (3.4)

for all A € {ReA > 11 — n2|ImA|} for some B8 > 0 and 11,72 > 0, hence the stable and unstable sub-

spaces of each A are both of dimension n, and separated by a spectral gap of more than 28. Let
P= (gf ) where rows of Py are left eigenvectors corresponding :Fx/i, respectively.

Introducing new coordinates w4 = P, U and using PAP~! = (’f’ J()Kz)‘ we obtain a block diag-
onal system
Wy ' _ —\/KI 0_ Wy 5 w4
(v = ) () +ee (). =
where

=%<; _£:1>(|A—?|Eg Ik‘glf‘\s>(—‘l/K ‘}i)

1 (—A%Cg +A: —AiC —Ag)

2 )»_%Cg—Ag )L_%CE+A§
_1y [0, O )
=|A"2 1 12, (3.6)
’ ‘ (9&1 9522

Since |k‘%| is sufficiently small for |A| sufficiently large, by using the tracking lemma (see [15,
p. 20]), there is a unique linear transformation

I @ . _1
5=<<p, I*) with [@4] < [ 72| (3.7)

so that new coordinates w. = Sz1 generate an exact block diagonal system

<§+>/: (AO+ AO,) (if) (38)

where Ay = —VAI+ A7 2|(Be,, +0e, @), and A = VAT + A7 2| (Be1 Py + Os).

For any |§| <m and for i, j=1,2, |0g;; | = O(|)F%(C — (iag + £2)]) + (a — 2i&)1)), and so gy, +
O, @— = 0 (1) = 021D + b5, for sufficiently large |A[.

Now we have z/, = (—\/il + O(|)F% N)zy and Z_ = («/71 + O(|A’% [))z_. From this we obtain the
energy estimate,

(24,24 = (24, TRV lzs) + 0 (|7 3]) (2, 24)

< (#8724 0 (|0 2)))(2e, 24).
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So we find that
2y/ —1/2 -1 2
(12) s (78712 + 0 (|27 2])) 1217,
hence

12+ ®1 _ —p12G-3)

forx >y,
|z+(}/)|
-l _ —p-125- X forx <, (39)
|z (Y)I

provided |A| is sufficiently large. Since |S|=0(1 + |)ﬁ% |) and |P| = O (1), translating the bound (3.9)
back to (3.3), we obtain for any |&| < 7,

ﬁg%&ﬁ;(}_’) —0Me P D forx> 7,
F ;G =0me 0P forz <, (3.10)

provided |A| is sufficiently large.

The operators F} 1T, i(y) are evidently related to the corresponding operators J-'y % i(y) for
the rescaled system by the scaling transformation
ATV2I 0 a2y 22 A0
Jfgy_mngi(y):@ o )RR gy (IO (311)

From (3.10) and f[;(y) = 0(1), we thus have

- ~1/2 1/2
VXt 122 ey (AT 0 A2 0
}'E 17é (y)=e ( 0 I o) 0 1) forx >y,

_ -1/2 1/2
R () =e mumlu,x)ox . I (I)>O(l)<|x0 I (;) forx<y.  (312)

provided || is sufficiently large. O
Now we are ready to obtain high frequency periodic resolvent bounds.
Proposition 3.2. Forany |§| < m andany 0 < x, y <1,
|Ger(x, )| < C|rl/z‘(efﬂf”zlxl/zuxfy\ + efﬁ’”zlx\”z\(lfleyl))’
|(9/30Ge 1 (x, y)| < C(e™F P lkoyl g o=B7 A1 -y (313)
provided || is sufficiently large and C > 0, that is, |G ;.| is uniformly bounded as 1| — oco.
Proof. We note that, by the periodicity of the resolvent kernel,
FMnEy =nFy+ )R =nEg R (3.14)

which implies
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H;:: (y)( y"}’*’l)(l_ng ( )]_-YA’JH’])

=(1—mEW)F 7T aEp (- F . (3.15)

Now, recall the resolvent kernel for the periodic case as
Ge. FTMEW(]), x>,
c )&y = VX e s (0
£ —F M (]), %<y,
Y= y+1y—1 zy—y+1
-7 )TF .

where MF (y) = (I — 77"~ and M (y)=—(
Let’s consider the case of x > y first. Since 17+ +1; =1,

FME(y) = F TN (Mg () + F T (pME ().

From (3.12) and (3.15) and recalling that N; = ('r;ﬂ” ‘I)) Ny = ('*1:“ (1)) we have for x > y,

FE ML ()
— -1
=R - F T o) (- R g e) T (- R

y»erl ( y»y+1n+( )) ( y»y+1)

=7 nFymnF o - F

)
)

=]:§y%Xng(y)( ]—'Y%erlH;(y)) 11-[;(3/)(1 _‘Fg%y+1)(l _fglaer])f]
)

1

=F 7' (- A7 R )T nt )

:e*/ﬂ’mI)»l/zl(xfy)]\]l0(1)]\]27 (3.16)

where we have used the fact that 7" HHQL (y) is decaying for || sufficiently large. Similarly, we
have

F I oME ) = R ) (1= B () ()
~FTNI o)(F Y I ) T g ()
=R i pFR Y
=F7 ()

— e BP0 N, 0 (1)N,, (317)

here, the above approximation is from the fact that }'gy_’yﬂl'[{ (y) is growing for |A| sufficiently

large.
So, for x > y,

(G%‘,)\ > (X, y) _ (e,ﬂ71/2|)tl/2|(x—y)N1 O(])Nz + e,ﬂfl/Z‘)J/Zl(y+17X)Nl O(])NZ) (?)

_ (e—B P2 Iy) | o= V2241 ((OUATT2DI
=(e +e )( 0 ) (3.18)
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Now, we consider the case of x < y. From (3.15) and the calculation of (3.16), we have for x < y,

R oM ) =R o1 - 7 TR
=AM o)1 - F Y ) T g oy FE T
=F 7 aFpF T (- )

_ Sy—>x]_-éy—>y+lns+(y) (I _ ]_-Sy—>y+1ns+(y))4
=R - R )

— — -1
=F 7 o) (1- mF o FTT

— e F AN N, 0 (1)N,. (319)

Similarly, we have

FTM Mg 1) = F TN (1= B ) TR
B (- R () i ) R
~ RN (R I o) g on R
=1; 0F "
= e BP0 N, 0 (1)N;. (320
So, for x < y,

G, I

(Gm> (x,y) = (e~ #FICTID N 0 (1)Ny + e 7F T HIOON 0 (1)) <0>
E N

- _ -1/2
— (=BT VPN (x+1-y) —p12312 (y—x)\ ( O (12 DI
= (e +e ) oI . (3.21)

This completes the proof of the proposition. O

Remark 3.3. We can express (3.13) as

Gen(x, y) = O (|~ V2[) (e~ /PP Iminbe-yily (3.22)

where y; =y +j.

Remark 3.4. The aliasing between y, y — 1 and y + 1 indicates why the periodic resolvent formula
possesses always a “y < x” type piece even when y > x. This comes from the influence of y — 1.

Remark 3.5. The periodic resolvent kernel G¢; may also be obtained in indirect fashion from the
whole-line version Gg , by the method of images

[Genx. )] =) Geax.y + ). (3.23)
Jjez
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which is readily seen to converge (by exponential decay in |x — y|) for A in the resolvent set, and
clearly is periodic and satisfies the resolvent equation on [0, 1]. Likewise, the periodic Green function
G¢ may be expressed in terms of the whole-line version Gg, as

[Gex.t: ] =D Ge(x.ty + ). (3.24)

JjeZ
See (5.14)-(5.15) for an illustrative computation in the scalar constant-coefficient case. This clarifies
the results obtained above by a direct computation, and the relation between the periodic and whole-

line kernels. Here, by the “whole-line” version, we mean the kernel of periodic-coefficient operator
considered as acting on L2(R).

Remark 3.6. By a similar method, we have the bounds of (Gg (X, ), dyGe x(x,-)). See [20] more de-
tails.

4. Pointwise bounds on G

Now we start pointwise bounds on G(x,t; y) of Eq. (1.2). Let’s first define the sector

J,

2 := {1 Re(h) = —61 — 62]Im(1)

where 61, 6 > 0 are small constants.

Proposition 4.1. (See [20].) The parabolic operator o: — L has a Green function G(x, t; y) for each fixed y and
(x,1) # (v, 0) given by

1
CEY) =5~ / e Gy (x, y)dx (41)
F::B(Q\B(O,R))

for R > 0 sufficiently large and 61, 6, > 0 sufficiently small. This is the standard spectral resolution (inverse
Laplace transform) formula.

The standard spectral resolution formula (4.1), together with high frequency periodic resolvent
bounds given previous section, will be the starting point for the proof of Theorem 1.3.

Proof of Theorem 1.3. Case (i). @ large. We first consider the case that |[x — y|/t > S, S sufficiently
large. For this case, it is hard to estimate G through |[G¢(x, t; ¥)]|, directly, because of the problem

of aliasing; see Remark 4.2. Instead we estimate |G, (x, y)| first and we estimate |G(x,t; y)| by (4.1).
This is treated by exactly the same argument as in [20]. By [20], notice that

1G5 (x, y)| < C|a=172[e= V2N k=1

for all » € 2\B(0, R) and R > 0 sufficiently large, and here, 8~1/2 ~ minycon( =k} Re V/A/TAL.
Finally we have

-y —at|2

|Gx, t; y)| gC‘/e“G,\(x,y)d)h‘ <t ze Mo~ T,
r

for some 1 >0 and M > 0 sufficiently large. (See [20] for a detail proof.)
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Case (ii). x ty‘ < S bounded. To begin, notice that by standard spectral perturbation theory [14], the
total eigenprojection P (&) onto the eigenspace of Lg associated with the eigenvalues A (&) bifurcating
from the (&, A(§)) = (0,0) state is well defined and analytic in & for & sufficiently small, since the
discreteness of the spectrum of Lg implies that the eigenvalue A(&) is separated at £ =0 from the
remainder of the spectrum of Lg. By (D2), there exists an & > 0 such that Reo(Lg) < —0|£|* for
0 < |&| < 2¢. With this choice of &, we first introduce a smooth cut off function ¢ (£) such that

’

g,

1, if
¢><s>={ "g:

<e
0, if|§|>2

where € > 0 is a sufficiently small parameter. Now from the inverse Bloch-Fourier transform repre-
sentation, we split the Green function

T

1 . .
Cx.ty)=o— fe'EX€L§t5y(E,X)dE

-7

into its low-frequency part

I= ﬁ / S p(&)P(E)e sy (5, x) dE

and high frequency part

/g

1 iEx ¥
II:EfeE (1-¢E)P©)els!s, (. 0 dé.

-

Let’s start by considering the second part II. Noting first that

Sy(5,x) = Zejzmxrsvy(é +j2m) = Zeﬂ”""e’(ﬁjzn)y =e Y Zeﬁ”"("’” =e ¥[8, (0],
jez jez jez
we have for |&| > 2¢, ¢(§) =0 and
/ e5X(1— p(E)P(&))el'sy (£, x) dg = elt¥eletsy (&, x) dk
2e<JEI<T 2e<[gI<m

= et Velst[s, (x)] dg

= eSO V[Ge (x, t; )] dE,
2e<léIsm

where the brackets [-] denote the periodic extensions of the given function onto the whole line.
Assuming that Reo (Lg) < —n < 0 for || > 2¢, we have
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1
Gex,t: V)] = — [ eM[Gs s (x, y)]dn,
[Gext:9)] = 5o [ € [Gentx. )]
I
here, we fix I'1 = 3(£2 N {Re A < —n}) independent of &. Parameterizing Iy by ImA :=k, and applying
the bounds of supjg|<y [[Ge 1 (%, Y]] < O(\A‘% |) for large || in Section 3, we have

(R e ) [
I

o0
1
- —1 ol
< Ce "f/k 202Kt gk
0

_1 _np _xey—at?
< Ct 2e zte Mt

)

here, the last inequality is from w < S1 bounded. Indeed, for large M > 0,

_ x=y—at? —(rmyzatlya 51
e Mt =e t M >

and so,

‘ e (1—pE)P(&))e"'sy (., 0ds| <C  sup |[Ge(x.t; )]
2e<iél< 2e <l <

—v—atl2
< Ctre~ e~ (42)
For |&| sufficiently small, on the other hand, ¢(§) =1, and I — ¢ ()P =1 — P = Q, where Q is the
eigenprojection of Lg associated with eigenvalues complementary to A(§) bifurcating from (¢, 1(§)) =
(0, 0), which have real parts strictly less than zero. So we can estimate for |§| < ¢ in the same way
as in (4.2). Combining these observations, we have the estimate

1 _n, _ xey-arf?
| < Ct 2e 2te™ mr |

for some 1 > 0 and sufficiently large M > 0.
Next, we consider the first part |

zzﬁ f 5P (£)P(§)e's sy, (5, x) dk

1€1<2e

1 : -
=5 / €% (£)eM O q(x, £)(y. &) d
|&1<2¢e

o
1 ; ; .
= / elE V(e b g x 0)g(y, 0) dg
T
—00
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1

- f elE V) p(~iaEbENNg x 0)g(y, 0) d§

1§1>2¢

4L f el (1A =bENT (20UEX 1 (g (x, £)G (1. §) — q(x, 0)G(y. 0)) d&

2w
lE1<2e
1 .- ‘*‘ﬁ;t“"zq(x 0)q(y,0) +1I' +1r (4.3)
4mbt ' ' . ’
View II' and III' as complex contour integrals in the variable & and define
_ xX—y—at
=|— 44
2bt (44)

which is bounded because |x — y|/t is bounded. Using the Cauchy’s Theorem and writing & =& +i&
and & = € + iz, we have the estimate

m<c +c| [ ef2x—y-a=bst ge,

oo
/ olé1 (x—y—at)e—bglzt dé;
e

O\Q\

T a
= C/|ei(f+i&)2bt&efb(5+i&)2t| dg +C /|ei(5+z’.)2bt5¥e*b(€+zi)2t| dz
¢ 0
o
= Ce’b“i‘2 /e*bfzf de + Cefbazt

&

2 g s
ebtz 2btazdz

Ot~

@
S T —be?t [ ,—btz?
< Ce g t2e M 4 Ce ¢ e " dz

0

_xey—a? 1 be?t. 1
< Ce  a t 2 M4 Ce Pt 2

1 \x—y—at\z
— s pt XA
<Ctze Me™ m

for some positive n and M > 0 sufficiently large.
Similarly, setting

& = min{e, &},

we can estimate |II'| which is

| =c elE () p(—iaEbEN (0PI _ 1 1 0 (1g]))

El<e

&
; s V] 3 =13 -
/el(éﬂa)(xfyfat)e7b(§+1a) t(eO(|E| +0(Ja’)t 1+ O(|E|) + O(|O(|)) dé

—&

<C
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+C

&
/ei(8+iz)(xfyfat)efb(8+iz)2t(e0(|$\3)t+0(|z|3)t “ 14 0(lel) + 0(12])) dz
0

&€
< Cebt@ / e P (e0UEPH0UAN _ 1 4 0(1¢|) + 0(@)) d&

—&

o
—bé‘ / bZ t— 2bto:z O(|8|3)I+O(\Z\3)I —14+ O(|8|) + O(|Z|)) dz
0

a
<ce e*b%(o(|g|)+1)ds+Ce fe*bT (121) + 1) dz
—& 0

x—y—at]>

<Ce” Mt (t+1)7 '+ t*%e*”f),

for some 7 >0 and M > 0 sufficiently large. A similar argument yields the corresponding result
for Gy. This completes the proof of the theorem. O

Remark 4.2. From (3.24), we see that estimating G using |[G¢]| would result rather in the sum of
aliased versions of the Green functions on the whole line, centered at all y + j, which for small
|x — y|/t would lead to non-negligible errors. That is, in the “small-time” regime |x — y|/t large there
is considerable cancellation in the inverse Bloch transform involving the integration with respect to &,
that cannot be detected by modulus bounds alone. It is for this reason that we compute in this regime
using direct inverse Laplace transform estimates as in [20]. That is, this part of our analysis has a
very different flavor from the rest of the estimates using the Bloch decomposition. For short time,
these estimates may be obtained from standard parametrix estimates as in [5]; indeed, we conjecture
that with further effort one might recover by parametrix methods the same bounds for all |x — y|/t
sufficiently large.

5. Example (constant-coefficient scalar case)

In this section, we illustrate the previous analysis by a simple example. Consider the constant-
coefficient scalar case

Ur +auy = Uy, a> 0constant. (5.1)
This gives an eigenvalue equation for each & € [-m, ),
—(a—i26)u — (£ +ia&)u = ru. (5.2)
Rewriting as a first-order system
U = As(x, VU, (5.3)

where

u 0 1
U=<u/)’ AS=<A+52+ia5 a—izg)' (5.4)
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By a direct calculation we can find two eigenvalues of Ag,

M+

_a—i2t++va’+4xr
= > ,

which are solutions of the characteristic equation

W —(a—i26)p — h— £ —iag =0.

Without of loss generality we assume Re it < 0 and Re t4 > 0.
Let’s construct Gg 5 (X, y) and Gg ;. (x, ¥). To find G ; (x, ), set

Geo(x, ) = {

A(y)et-*, x>y,
B(y)et+X, x<y,

which satisfies the jump condition [(gzk Ny = (?) By a direct calculation, we have
A

el—(x=y) x>
M=’ Y,
e =9 o
eH+(x=y) x<
= RY-
In this case, the projections are
My 1 M-
i M= =g _ M=t
Hg = N Hé =
e H— i K-
K=t M=y H——H

and the solution operator of (5.3) is

M=+
K+ ’
H——H+

]:Ey_’x — el (=) eﬂ—(x—y)ng' + eﬂ+(X—Y)H$—7

and hence the formula (2.3) is exactly the same as (5.8).
Similarly, we find Gg »(x, y) by setting

Ge (%, y) = {

A(y)er=*+ B(y)et+¥,

x>y,
C(yye*=*4+D(y)et+*, x<y.

1823

(5.5)

(5.6)

(5.7)

(5.8)

(5.9)

(5.10)

(5.11)

We need to find A(y), B(y), C(y) and D(y) which satisfy the periodicity (gZ:)(O y) = (gZA)(l y)

Ge . .
and the jump condition [(GZ'A Ny = (?) By a direct calculation, we find for each & € [—7, 7),

Gea(x,y) =

To verify (2.4), we first check

1 1
. v + i
(I—e )<]—eﬂfné+l—e“+ns>_1'

eH—(xX=Yy) M+ (x=y)

——p—ef~) — (u_—pp(d—ers)’

eH—(X=y+1) M+ (X=y+1)

(——p(d=e") ~ (u_—p)(d—ef+)’

X>Y,

X< Y.

(5.12)
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So
+ . y—y+1—1 _Agfl_ 1 + 1 —

M{ =(I-F; ) =(I—e™) =T Y e

and
- y—>y+1\—1 _y—>y+1 et- + et+ _

Mg =—(1-F; ) Fi __1—eM—H¥_1—e/4+H5’

This implies (2.4) is exactly the same as (5.12).
Now let’s show that
Gen(x.y) =D Gen(x.y+ ). (5.13)

JEZ

We first consider the case of 0 <y <x<1.For j<0,x>y+j,and for j>1, x <y + j. Thus we
have, by the geometric series,

DGy + D= Geay+ N+ Geal y+ )

jez j<0 j>1
Zeu G=y=J 4 Zeu+(x y=0
-~ %0 iz
e//«—(x_.)’) . e/’L+(X_Y) .
o D) e e
M- =+ i>0 H—— K+ i>1
eM—(X_Y) e/’L+(X_y_1)
= +
(- — ) (T —el-) T (e — ) (1 —ei+)
eH—(X=Y) eht+(*x=Y)
T (e — (A —el) (e — ) (1 —edtr)
=Gea(x,y). (5.14)

Similarly, we consider the case of 0 <x<y<1.For j<—-1,x>y+j,andfor j >0, x<y+j

Zgg,)\(& y+i)= Z Ge X,y +J)+ ZQE,A(X,J/ +J

J€Z j<-1 j=0
Z eH-(=y=J) 4 Zeu+(x y=0
He— iy j<—1 L)
eH-(x=y) o eH+(x=Y) ;
_ u-\J —n)J
T 2 (e )+M -1 2 ()
AT - Tt xo
eht—x=y+1) eht+*=Y)

= +
(U= — ) —el)  (u_— p)( —e #+)
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eH—(X—y+1) eM+x=y+1)
(e —pp) (A —et) (e — ) (1 — et
=Gea(x,y). (5.15)

Thus, [Gg (X, Y)] =3 ez G2 (X, y + ), and so [Ge(x, t; V)1 =37 Ge(x, 63y + ) for all x, y € R.
6. Behavior of u for u;y = uy, +ul,q >4

In this section, we start with the nonlinear analysis of a perturbed heat equation u; = uyy + uf,
q >4 as practice for our later analysis of u; = Lu + O(|u|?) for the linear operator L of (1.2). This
allows us to illustrate the main ideas in a simple setting without the arguments of the more com-
plicated actual system (7.11)-(7.12). In Section 6.4 we indicate in more detail the relation between
U = Uyy + u? and (7.11)-(7.12), which relates more to u; — Uyy = ug/z. We show the behavior of u
satisfying u; = uyx + u9, q > 4 for three cases of initial data (ug(x) = u(x, 0)):

(1) luolp1npees |Xuol1 < Eo,
x

(2) lug(x)| < Ege™ M,
(3) lug)| < Eo(1+|xD7", r>2,

where Eg > 0 is sufficiently small and M > 0 sufficiently large. It is very natural to consider only

q > 4 because for the heat kernel k, u9 ~ k9 ~ t‘(qg—])k and ug, uxx ~ t~ 1k implies that @ > 1 is the
criterion that the nonlinear part be asymptotically negligible; see [18,19] for further discussion.

To get the asymptotic behavior of u, we estimate |u(x,t) — U,k(x, t)|;» with respect to the initial
data (1) and estimate pointwise |u(x,t) — Uk(x, t)| with respect to (2) and (3), respectively, where

oo o0 o0
U*zf / ul(y,s)dyds+ / uo(y)dy.
0 —00 —00

For each initial data, we show that the above difference decays faster than a heat kernel so that the
asymptotic behavior of u converges to heat kernel (Theorems 6.7, 6.14 and 6.23).

The process in each Sections 6.1, 6.2 and 6.3 is exactly same. The main idea of the estimate is that
we separate u(x,t) — U,k(x, t) into 4 parts. Setting

oo oo

Ug:= / ug(y)dy and U(s) = f ud(y,s)dy, (6.1)
5 —o0
we have, by Duhamel’s principle,
00 00
ux,t) — Ugkx, t) = / k(x —y,tHug(y)dy — Upok(x, t) + / U(s)k(x, t)ds
0 t
t- oo
+/|: / k(x—y,t—s)uq(y,s)dy—U(s)k(x,t—s):| ds
0 b—oco

t
+ / U(s)(k(x,t —s) —k(x,t)) ds
0

=I+U0+M+IV. (6.2)
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The parts I and III are exactly linear and nonlinear estimates, respectively. We begin each subsec-
tion with estimates u and xu. We use these estimates for U(s) and for terms from the Mean Value
Theorem. Here, we use the Mean Value Theorem for integral,

1
f(x)—f(y)=(x—y)/f’(wx+(1 —w)y)dw. (63)
0

6.1. Behavior for initial data |ug| 14, |Xuol|;1 < Eo

In this section, we take Eg > 0 sufficiently small and q > 4. We first estimate |u(x,t)|1p() and
|Xu(x, t)|11(, in Corollaries 6.2 and 6.4, respectively, for |uglj1ne, [XUglp1 < Eo. For these two esti-
mates, we start with Lemmas 6.1 and 6.3, respectively.

Lemma 6.1. Suppose that u(x, t) satisfies u; = uxx +u? and |ug|;1~;0 < Eo, for Eg > 0 sufficiently small and
q > 4. Define

¢ = sup lule (5)(1 +5)2079).
0

<s<t, 1<p<Koo

Then, for all t > 0 for which ¢ (t) is finite, some C > 0,

¢(6) < C(Eo +¢*(®)). (6.4)

Proof. Noting, because of g > 4, that

Ul () <COA+972 and  [u?];,0(5) < [ul ™ lulp < 4O +5)73,

we obtain
e} t o
Iu(-,t)le(x)< /k(X—y,t)uo(y)dy + //k(X—y,t—S)uq(y,s)dyds
—o0 LP(x) 0 —o0 LP(x)

t
1 1 1 1
< CEo(1 +t)‘f“‘f)+cz4<t>/<1 +t—9720"D A £5)72 ds
0

_lq-1
<C(Eo+¢* )1 +072077).
Rearranging, we obtain (6.4). O

Corollary 6.2. Suppose that u(x, t) satisfies ur = uxx + u? and |ug|;1~r < Eo, for Eg > 0 sufficiently small
and q > 4. Then

~la-1y
lux, )] <CEg(14+16)"20 77, (6.5)

LP(x)
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Proof. Recalling that ¢(t) is continuous so long as it remains finite, it follows by continuous induction

that ¢(t) < 2CEy for all t > 0 provided Eg < (%)% and (as holds without loss of generality) C > 1,
and hence (6.4) implies (6.5). O

We now estimate |[xu(x, t)|;1.

Lemma 6.3. Let u(x, t) satisfy u; = uxx + u9 and |ug|1np0, |XUo|1 < Eo. Define

¢(t):== sup |xu(x, s)‘u(x)(l +5)77.
t

0<s<
Then, for all t > 0 for which ¢ (t) is finite, some C > 0,
2
£(t) <C(Eo +¢2(D)). (6.6)
Proof. Noting, by (6.5) and q > 4, that
q q-1 -l -1
[xu? (X, )] 1 < U™ 0| oo [xux, )] 1 < CEoc (A +16)7 2 T2 < CEot ()1 +0)71,

we obtain the estimate

|xu (. t)’Ll(x) < +

L'(x)

® 2

X x=yl
/ —e~ T ug(y)dy
0o (%)

t oo )
X Xyl
e” = ul(y,s)dyds
//m (y,s)dy
0 —o©

o0
X— =2 he—yl?
< /( Jye‘ 3 uo(y)+\l[e‘ T u(y) ) dy
00 t t L1(x)
t o 5 )
X—Yy _lxyl Yy =yl
+ e = ul(y,s)+ e~ = ul(y,s)dyds
/f s y.s) NG (y,9)dy ]
0 —oo L' (x)

t
<C((1+10)2 |uglyr + Ixugl1) +c/((1 =92 udx9)| )+ [xud(x, 9] 1) ds
0

<C(Eo+¢%®))(1+)2.
Rearranging, we obtain (6.6). O

Corollary 6.4. Let u(x, t) satisfy u; = uxx +u? and |ug| 100, [Xto|p1 < Eo, for Eq > 0 sufficiently small, and
q > 4. Then

xu(x, 0] ) < CEo(1+6)2, forallt >0. (6.7)

Proof. Recalling that ¢(t) is continuous so long as it remains finite, it follows by continuous induction
that ¢(t) < 2CEg for all t > 0 provided Eg < ﬁ and (as holds without loss of generality) C > 1, and
hence (6.6) implies (6.7). O

In the following two lemmas, we see the behavior of linear part and nonlinear part of u, respec-
tively. These estimates are the fundamental decay estimates to get the behavior of u in Theorem 6.7.
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Lemma 6.5 (Linear estimate). Suppose that u(x, t) solves uy = uxx and |ug|;1qyc, [Xtol;1 < Eq. Then

1 1
e £) = Uok(x.0)] 1, < CEo(1 4072072772,

x2

where Ug := [ ug(x)dx and k(x, t) = ‘\/ﬁe

Proof. Setting e(x, t) ;= u(x, t) — Ugk(x, t), we have

o0

er(x,t) =exx(x,t) and / eo(x)dx =0,

—00

so that, for any t > 0,

oo
et Oy < [ 8= .0 [0 dy + 100l .0

—0o0

~la-1y
<21 +020 ? |uolp1.
For t <1, v2(1+£)~2 > 1, and hence, (6.9) implies

1 1 1 1 1
|ux, ) = Uok(, D]y <21 +07 2077 Juglp <2V2Eo(1 4072117772,

Now we consider the case of t > 1. Noting, by the Mean Value Theorem, that
1
—la-1)_1
|k(X_Y7t)_k(xst)’Lp(X)<|y|/|l<x(x_Wyat)‘l_p(x)dW<Ct 2 4 2|y|a
0
we obtain
o0
—la-1)_1
|u(x, £) = Uok(x, )] oy <Ct 207272 [ |yl|uo(y)|dy
—00

1 1 1
<CEo(1+t 20797z

(6.8)

(6.9)

Lemma 6.6 (Nonlinear estimate). Suppose u(x, t) satisfies ur = uxx + u? and |ugl;1qy, |Xtolp1 < Eo, for

Eo > 0 sufficiently small and q > 4. Then

/ k(x—y,t —s)ul(y,s)dy — U@k, t —s)

—0o0

LP(x)
_l(]_l)_l -1
<CEg(14+t—s) 207 p7 2(145)" 7,

where U(s) = [0 ul(y, s)dy.

(6.10)
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Proof. Noting first, by (6.5) and (6.7), that

— _3 1 —
[xu (6, 0] 1 < U0 oo o XU O] 1y SCEo(T+D72(14+6)2 < CEo(1+0) 7,

we have

/ k(x—y,t —s)ul(y,s)dy — U@k, t —s)

s LP(x)

o]
< /|k(x—y,t—s)—k(x,t—s)|Lp(x)|uq(y,s)|dy
—00

< Jx(x = y*’t_S)|LP(X)|yuq(y’S)|L1(y)

—la-1y_1 1
<CEg(1+t—s) 20 P 2(145s5)" . O

1829

(611)

With all previous preparations, we now obtain the asymptotic behavior of u. We show that the
difference |u(x,t) — Usk(x, t)|ip(x) decays faster than a heat kernel with respect to t, so that the

asymptotic behavior converges to a heat kernel.

Theorem 6.7 (Behavior). Suppose u(x,t) satisfies u; = uxx + u? and [ug|;1npo0, |XUo|1 < Eg, for Eg > 0

sufficiently small and q > 4. Set

o0 [eelee) o0

*=/U(s)ds+Uo=//uq(y,s)dyds—i—/uo(y)dy.
0

0 —00 —0o0

Then |U,| < oo and
—la=-1y-1
lux, t) — Uyk(x, t)]U,(x) <CA+0)" 20797 2(1+1In(1 +0)).
Proof. Noting first, by (6.5) and q > 4, that

q q -3
\U@s)| = ul|1 = ulfy <CEo(1439)72,

we obtain

00
|Uyg| < CEO/(] +S)_% + |ug|p1 < oo.
0

Now as I mentioned in (6.2), we break |u(x,t) — U.k(x, t)|r(x) into four parts.

|u(x, 6) = Usk(X, )]

o0 o o0
< fk(x—y,t)uo(y)dy— /k(X,f)uo(J’)dy +/.|U(S)Hk("’t)‘w(x)d5
A % PR %

(6.12)

(6.13)
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t 00
—i—/ / k(x—y,t —s)ul(y,s)dy —k(x,t —s)U(s) ds
0 —o0

LP(x)

t
+/|U(s)||k(x,t—s)—k(x, t)|Lp(X)ds
0

=I1+10+1+1V.

1 1 1
By (6.8), we already have I < CEp(1 +t)7?(175)’2. By (6.13),

[
,l(],l) _3 71(171)71
N<CEg(1+t) 20 7 (1+s)"2ds<CEq(1+¢t) 20 p’ 2

By (6.10), we have

1 —la-1y_1
M<CEy J(A+s)  (14+t—s)y 20?7 2ds

t/2
1

1 1
<CEo(1+t)‘7“‘F)‘2/(1+s)* ds+ CEg(14+1)~ 1/(1+t 52175073 gs

t/2
1 1 1
<CEo(1+6)7 27972 (1 4 In(1 +1)).

By (6.13) and by the Mean Value Theorem, for some s* € (0, t/2), we have

t/2
1v<c150[ /(1 +5)7 2 k(£ —5) —k(x, t)|LP(X)ds+/(1 +5) 2ske(x, ¢ = 5")| iy @S }
t/2
t t/2
_l(]_l) _3 —l(l—l)—l 1
SCEo(1+0)" 2% [ (145) 2ds+ CEo(1+1) 27 (1+s)"2ds

t/2

—la-1)_1
<CEo(1+0 207272, O
) L k2
6.2. Behavior for initial data |ug(x)| < Ege™ ™

In this section, we take Eg > 0 sufficiently small, M > 1 sufficiently large and q > 4. The process

of this section is exactly same as the previous section. We start with the following lemma which is a
very useful calculation for following sections.

Lemma 6.8. Forall0 <s < t,

_1 ey g B
(t—s)"2e @9 s 2 s dy<t 2e "t . (6.14)
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Proof. Noting first that

2 2 (t=s)
=yP P sed —2xyyh 4 -9yt ty = )T s
t—s S s(t—ys) s(t—5)

’

we obtain

kv 1 _ﬁ _ﬁ 11 _ty-sxn? 1 k2
(t—s)" 2e ) s72e dy <e (t—s)"2s"2e st dy<t 2e t. O

We now estimate pointwise bounds of |u(x,t)| and |xu(x, t)| from Lemma 6.9.

x|2
Lemma 6.9. Suppose u(x, t) satisfies uy = uyx + u? and |ug(x)| < Ege_%,for Eo > 0 sufficiently small and
q > 4. Define

12
(@)= sup |u(x,8)|(1 +5)temars
0<s<t, xeR
with M > 0 sufficiently large. Then, for all t > 0 for which ¢ (t) is finite,
¢(t) < C(Eo +2(®)). (6.15)

xi?
Proof. By |u?| = |[u9 2|« |u?| < C2()(1+5)"1(1 +s)*%e*M<X1+s> and (6.14), we obtain

00 t oo
|u(x,t)|</k(x—y,t)|u0(y)|dy+//k(x—y,t—s)|uq(y,s)|dyds
—00 0 —o©
<CEoft‘%e N dy+ g (t)/ /(t—s) 5 (14 sy~ Ye s dyds
—00

<C(Eo+22(0)Q oy de i,

Rearranging, we have (6.15). O

x|2
Corollary 6.10. Suppose u(x, t) satisfies uy = uyy + u9 and |ug(x)| < Eoe’%,for Eo > O sufficiently small,
M > 0 sufficiently large, and q > 4. Then

lux, t)] < CEo(1+1)"Ze ~. (6.16)

Proof. Same proof as Corollary 6.4. O

2
Lemma 6.11. Suppose u(x, t) satisfies ur = uyy + u9 and |ug(x)| < Eoe*%, for Eq > 0 sufficiently small,
M > 0 sufficiently large, and q > 4. Then for M’ > M,

[x|?

|xu(x, t)| < CEge” W50, (6.17)
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Proof. Notice first that |xJe~X" < Ce= X’/ for r > 1. Then by (6.16), we have

1 Ik k2
|xu(x, t)| < CEolx|(14 )" 2e” MI¥0 < CEge” W0, O

With the above estimates, we now estimate of linear and nonlinear part of u.

. . . x2
Lemma 6.12 (Linear estimate). Suppose u(x, t) satisfies us = uyx and |ug(x)| < Ege™ M, for Eq > 0 suffi-
ciently small, M > 0 sufficiently large, and q > 4. Then for some sufficiently large M” > M’ > M,

x|

2
|u(x, ) = Uok(x, 0)| < CEo(1 +1)~Te” W0, (6:18)

X2

|
where Ug = [ uo(y)dy and k(x, t) = (1 4+ t)~2e” 10, (Note: |Up| < Egv/M.)
Proof. Noting, by the Mean Value Theorem, that

1
lk(x—y.t) —kx,t)| <yl /|I<X(x —wy, t)|dw
0

we obtain, by (6.17),

lux, t) — Ugk(x, )| < /yk(x—y,t)—k(x, t)||uo(y)|dy

—o0

yI?

oo 1
[x—wy[?
<Eo//(l+t)‘%lx—wyle‘ T Iyle“dedy
—00 0

1
< Eo/
0 -
Ix12

<CEog(1+bH)~le"mam,. g

rowy2 2

1+t le” Waro e~ W dydw

\‘8

3

x|2
Lemma 6.13 (Nonlinear estimate). Suppose u(x, t) satisfies u; = Uy + u? and |ug(x)| < Eoe_%,for Eo>0
sufficiently small, M > 0 sufficiently large, and q > 4. Then for some sufficiently large M" > M’ > M,

/ k(x—y,t —s)ul(y,s)dy — U@k, t —s)

—00

X2

X7
<Eg(14+t—s) 11 +s) e Wi, (6.19)

where U(s) = [0 ul(y, s)dy.
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Proof. Noting first that by q > 4,

xud(x,5)| < [P~ o |xux, s)| < CEo(1+5)~ Ze ’W‘“‘“)

we have, by (6.14)

o0

/ k(x—y,t —s)ul(y,s)dy — U@k, t —s)

—00
o0
< Ep /
—0Q0
Iyl

1 oo
x=wy|?
<E0/ /(l+t—s)_1(]+s) Ze Mt e Mats) dydw
0 —o©

[x—w, \2
(+t—5)"2x— wyle” 059 lyud(y,s)|dwdy

o .

%2

<CEg(1+t—s)" 11 +s)le ™. 0

2
Theorem 6.14 (Behavior). Suppose u(x, t) satisfies u; = uyy + u? and |ug(x)| < Eoe*%,for Eo > 0 suffi-

ciently small, M > 0 sufficiently large, and q > 4. Set

oo oo

U*=/U(s)ds+Uo //uq(y,s)dyds—i—/uo(y)dy.
0 —o©

0 —00

Then |U4| < oo and for some sufficiently large M"”" > M’ > M,

XZ
[ux,t) — Usk(x,0)| < Eo(1+0) e Wi (141In(1 +1)). (6.20)

Proof. Recalling (6.5) and ¢ >4, |U(s)| < CEo(1+5s)~ > and so

U, | < CEO/(I +5)72 ds+ [uglp1 < 0.

Now we break |u(x,t) — Uyk(x,t)| into four parts like (6.14). Then

Ix|? Ix|?

1< CEg(1+t)~2e 0D /(1 45) 2ds < CEg(14+t)le Wawm, (6.21)

By (6.19), we have
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— 1 1
Il < CEge 2M'(+D) /(1 +t—5)" (1+s) 'ds

__x?
< CEg(1+t)~'e” Wa+0 In(1 +t). (6.22)

By |U(s)| < CEp(1 +s)*% and by the Mean Value Theorem, we have, for some s* € (0, t/2),

t
V< /|U(s)||k(x,t—s) —k(x, )| ds
0

X%

gCEo/(lJrs) 2[(1+t—s) Ze (1‘+rzs>+(1+t) Ze” 40 | ds
t/2
t/2
+CE0/(1 +s)_%|s||kt(x,t—s*)|ds
0

t
Ix2
<Eo(1+6)"2e” <1+f)/(1+t—s) Yds+Eo(1+6)"2e” <1+r>/(1+s)—%ds
t/2 t/2
2 t/2

3
+ Ege” <1+f)/(1+s)’f(l+t s*) 2 ds

X2

<Eo(1+t)~le” Mo, (6.23)
By (6.18) and (6.21)-(6.23), we have (6.20). O
6.3. Behavior for initial data |ug(x)| < Eo(1+ |x|)~", r > 2

In this section, we take Eg > O sufficiently small, M > 1 sufficiently large and q > 4. Before we
estimate |u|, we require the following information about the effects on algebraically decaying data.
Corollary 6.16 is used throughout this section.

Lemma 6.15. Forallt >0, xcRandr > 1,

1

o0

x—y|2 — L
/t_%e—‘ ) Ty <A+ y) T AV e ] (624)
-0

Proof. We need only consider fooo t~ze”
Notice first that

+|yD~"dy by symmetry.

T 1
[ ‘|'|J/| §r<00-
0
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If x=0, it is trivial, from

JL_
e 't

NI'—‘

1+ 1y)) "dy<ca+vo™.

)
e
0

For x ## 0, we break the integration into two parts

o0 R IXl/2 oo
/t‘%e‘lﬁy‘ (1+1y)) " dy = / + / =1+
0 0 Ixl/2

For the first integral I, if t <1, we have

[x]/2
lx=y[? x| _ 2

X2
e (1 1y) Tdy <€ e <Cenin <C 4D

0

and if t > 1, we have

x|/2 , 5 [x[/2
/r e T (14 1yl) Tdy <Ca+ VD e /(1+|yl)_rd
o 0

2
<CA+ o) e i
For the second integral II, we have

o oo

x—y|? _ _
ff e T (1+1yl) Tdy <t f(1+|y|) "dy<ced,
[x]/2 |x|/2
or
0 )
—1 ket - -r 1 ey —r
e (1+1yl) " dy < (1+Ix]) t7ze” t dy<C(1+1x])
/2 /2

Corollary 6.16. Forallt > 0,xe Randr > 1,

o0
x—yl2 — — X2
/t’%e" a (1+1y) " dy < C[(1+ Ix| + V) r+(1+~/f)’]e’%].
—00

Proof. By (6.24), it is enough to show that for all x>0 and t >0, and any r > 1,

2 A1+ X)) <C[A+IXI+VE) T+ A +VE) e Mr]

1835

(6.25)
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For t <1, we have

EEA(T+) T = (14 1) <CO+IM+1) 7 <C(1+Ix+vE)

x2 1
For t > 1 and |x| < +/t, we have e~ Mt > e~ ¥ > 0, and so

XZ
<CA 4t~ ze i

-r

o=

72 A (14 x])

For t > 1 and |x| > +/t,

Nj—=

(+1x) " <<l <t
and so
1 — — — —
A+ X) T =14+ x) T <CO+IFI)T<CA+xI+VE)T. O
From the above corollary, we estimate |u].

Lemma 6.17. Suppose u(x, t) satisfies u; = uyy +u9 and |ug(x)| < Eo(1+|x|)~", r > 1, for Eg > 0 sufficiently
small, M > 1 sufficiently large, and q > 4. Define

x2
(= sup JuGe9)|[(1+ X+ 5) "+ (145 le |
0<s<t, xeR

Then for all t < 0 for which ¢ (t) is finite, some C > 0,

¢(t) < C(Eo +¢2(1)). (6.26)

Proof. By Duhamel’s formula, we have

0 t oo
lux, )] < /k(x—y,t)|u0(y)}dy+//k(x—y,t—s)|uq(y,s)|dyds=I—HI.
—00 0 —©

x2
By (6.25), we already have I < CEg[(1+ |x| ++/t) "+ (14 +/t)~le” M0+0 ]. Now we break I into three
parts. Recalling (6.5) and q >4, [uP 2|1~ < (1+5)~!, we have

t oo ey
11</ f(t—s)’%efﬁ|up’2]Lw]u2(y,s)}dyds
0 —o©

t oo
2
<Cz(t)/ /(1+s)_1(t—s)_%e_%(l+|y|+\/§)72rdyds
0 —o©
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) 1 1 _x=yP —o _ Iy
+27() A1+ (t—s)"2e" @9 (14_\/5) e M dyds

O —

x—y[? _yle

+2%1) (1+s)—1(r—s)—%e‘ﬁ(1+|y|+f) "A++/5)7 e s dy ds

T\H |
gT——g 83

=I'+1'+1I.

Sine III' < CII', we only need to estimate two parts I’ and II'. Recalling (6.14), we have

=y 2

t 0
< gz(t)/(l +5)72 /(t—s)’%e @5 e M9 dyds
0

t
x|12
<O+ e wim /(1 +5)72(1+9)2 ds

2
<M+t le M(H—t)

By (6.25), we break I’ into two parts,

t oo
I’=§2(t)/ /(1+s)*1(t—s)*%e*%(1+|y|+«/§)‘r(1+|y|+\/§)"dyds

t 00
<¢2(t)f<1+s)‘1(1+ﬁ)‘r/(t—s)‘%e = (1+1yl) "dyds
0 oo

t
)
< gz(t)/(l ) T[4 I+ VE=3) T+ (14 VE—5) e W9 | ds
0

— I// + I s
We now estimate [” and II”,

t/2

I"<ce <f>[(l+IXI+~f /(Hf)*f 2ds + (1+1x])” /(Hf)*f st}

t/2
<SCEO+IK+VE) T+ 2O+ x)A+vO]T
<O+ +vE) T,

and
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1" < Ce2(tye e /(1+f)*f 2a4+Vt=s)lds

t/2

<Cel(tye i [(H—f)_ f(1+f)‘r 2ds+ 1+ 2/(1+«/t— )~ ! dsi|

t/2
<CAOA+VE) e w0

Corollary 6.18. Suppose u(x, t) satisfies u; = uxx + u? and |ug(x)| < Eo(1 + |x))~", r > 1, for Eg > 0 suffi-
ciently small, M > 1 sufficiently large, and q > 4. Then for allt > 0 and x € R

‘2
JuCe, )] < CE[(1+ Il +vE) "+ (1 +vE)~ e Mt |, (6.27)
Proof. Same proof as for Corollary 6.4. O

Now we need more information about the effects on algebraically decaying data. The following
Lemmas 6.19 and 6.20 are used in the proof of linear and nonlinear estimates of u when we use
Mean Value Theorem.

Lemma 6.19. Forallt >0, xR, r>1andall0 <w < 1,

be—wy[? _ _ _
/(1+t)_7e W (14 |y) T dy <C[(1+ X +vE) "+ A+~ WD), (6.28)
for some sufficiently large M’ > M.

x?

Proof. We first consider the case of |x| < /1 -+t which implies e” M0+0 > e~ # . Then

o0 o0
[x—wy|? _ _
/(1+t>—%e‘—M<l+yw (1+1y) " dy<a+0 /(1+|y|)l " dy
“o0 —00

<C(1+10)2
1 X

<C(+4t)"2e” MaTm,

For the case of |x| > +/1 +t, we break the integration into two parts.
= _1 ey lyl\ "1
(141t Te~ M(l+t) (1+|y|) dy— 1+1) e~ D 1_|_W Wdy
—o0
IX[/2 oo

= / +/ =1+1I
0 Ixl/2
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For part I, we have

Ix|/2
X—y X—y 2
<A+ Ze 4‘M<1‘+f) /( |3/V|> —dy<C(A+0)"7e ~iiis
0

For part II, we have

Ix| X\ "1
n<c(1+ 2 (1+16)"%e M<1+t)dy<C )

w
\X\/Z

Define a function

_ )\
f(w>—<1+(r_1)w) 1

We easily show that f(1) = (1 + ‘Xll) " and f(w) is increasing for |x| > 1 which implies that if
|| >+/1+t>1, forall 0 <w <1, we have

N<Cfw)<CfM<CO+x)". O

Lemma 6.20. Forallt > s> 0,xeR,r>1andall0 <w < 1,

o0
Ix—wy|? _
/(1 +t—s)*%e‘M<Try—s>(1 +lyl++/5) " dy

X%

LA+ X+ VE—s+5)  +A+t—5) 21457 ¢ W] (6.29)
for some sufficiently large M’ > M.

Ix12 1

Proof. We consider first the case of |x| < +/1+t which implies e M1+0 > e~ M, and so

o0
[(1+t—s) b mirsis s)( +lyl++5)"d
—00
[o¢]
<A+4t—s)2 /(1+|y|+\/§)*rdy
—00

SCA+t—5)"2(1++/5)"*

X2
<CA+E—8)"2(14/5) e Mt

For the case of |x| > 4/1 +t, we separate the integration into two parts
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o
x—wy[2 _
/(1 o) 2e MHs (14 |y| ++/5) " dy

o0
|x— 1
/(]+t_g) 2e” M(1+t s)<1+m_|_\/_> Wdy
—00
[xl/2 oo
0 1x]/2
For I, we have
[x]/2
R w2\
I<(A+t—s)"2¢ W 1+—+J§ et
0

o x?
SCA+t—s5)"2(14+/5) e Warn

For II, we have

—r o0 —r

1 =yl 1
< c<1+M JE) —/(1+t—s) Ze” M- s>dy<c<1+m+d§> —.
w w w

x1/2

Since |x| > /1 4+t >/t —s5,

2|x 1 x| +t—s 1
H<c<1+%+ﬁ> W“(”LJ“/E) —.

Define a function

fow) = (1 J 2RSS +¢§) L
r—T1Hw w

Then f(1)=(1+ % +./5)7" and f is increasing. Indeed,

- r—1
flw) = (1 202 + vt —5) +f) %[2(|x|+\/t—s) —w(l++/5)].
Cr-Dhw w

Since |x| > +/1+t, |x| > 1 and |x| > +/s, that is, f/(w) > 0. Thus if |x| > v/1+¢, for all 0 < w < 1, we
have

H<CfW) SCFMSCI+ K +Vi—s+v5)". O

With these preparations, we are in a suitable position to estimate linear and nonlinear parts of u
and finally obtain the asymptotic behavior of u in Theorem 6.23.
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Lemma 6.21 (Linear estimate). Suppose u(x, t) satisfies that u; = uyy and |ug(x)| < Eo(1 + |x))~", r > 2, for
Eo > O sufficiently small, M > 1 sufficiently large, and q > 4. Then for some sufficiently large M’ > M,

)—r+1

P
|u(x, t) — Ugk(x, £)] < CEo[(1+ )7 (1 + x| + VI +A+0nle Wam], (630

Ix12

where Ug = [ uo(y)dy and k(x,t) = (1 + )~z D,

Proof. By the Mean Value Theorem, (6.28) and r — 1 > 1, we have

oo 1
|u(x,t)—Uol<(x,t)|<//|kx(x—wy,t)||y|(1+|y|)7rdwdy

—00 0
1 o©
_1 _1 _lewy? —r+1
< CEg(1+1t)"2 (146" 2e” M+ (1+y)) dydw
0 —o©

x2

<CE[A+0 2 (1+x+v8) ™ +a+n e Wam]. o

Lemma 6.22 (Nonlinear estimate). Suppose u(x, t) satisfies that u; = uxx + u9 and |ug(x)| < Eo(1+ |x])~",
r > 2, for Eq > O sufficiently small, M > 1 sufficiently large, and q > 4. Then for some sufficiently large M" >
M > M,

o0

/ k(x—y,t —s)ul(y,s)ds —U(S)k(x,t —s)
<CEo(1+9) ' [A+t—s5) 2 (1+yl+vVi—s+5) "

Ix12

+(]+t_s)_1e_m], (631)

Ix12

where U (s) = f_oooo ul(y,s)dy and k(x,t) = (1 + t)‘%e_ﬂﬁ).

Proof. Noting, by (6.27) and q > 4, that

Iyl

_ |
) 11 a +s)_%e_m],

lyul(y,s)| = [uP72||yu*(y.9)| < CEo(1+5) '[(1+ |yl + /s

we obtain, by Mean Value Theorem again and by (6.29),

o
/k(x—y,t—s)uq(y,s)ds—U(s)k(x,t—s)
—00
1 oo 2
<CE0/ /(1+t—s)—1e—%(1+s)—1(1+|y|+¢§)‘2r+1dydw

0 —oo
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1 o
x— _x2
+CEO//(1+t—s) e W S>(l+s) 2e M0+ dy dw
0 —o©

<CEo(1+t—5)2(1+9) " (1+ K+ vi—s+5) "
w2

[x[2
+CEo[(1+t—5)"'(A+5) e Wi+ 4 (1+t—5)"'(1+s) e W00 ]

IxI?

<CE1+9) A +t—9)"2(1+ 1yl +vi—s+5) T+ A+t —5 e wam].

O

Theorem 6.23 (Behavior). Suppose u(x, t) satisfies uy = uyx + u? and |ug(y)| < Eo(1 + |x))™", r > 2, for

Eo > 0 sufficiently small, M > 1 sufficiently large, and q > 4. Set

x o o0 o0
Ue= / U(s)ds + Ug :/ / ul(y,s)dyds + / uo(y)dy.
0 0 —oo —00
Then, |U,| < oo and for some sufficiently large M" > M’ > M,
lux, t) — Usk(x,1)|
x\z

<CE[A+072(1+ x|+ 1)

Proof. Recalling (6.5) and q >4, |U(s)| < CEo(1+5s)~ 3 and so
[U| gCEO/(l +s)_%ds—|— [uglp1 < oo.

Now we break |u(x,t) — U.k(x, t)| into four parts like (6.14). Then we have

X2
II<CEo(1+10)~ 2e <1+f) (1+s)~ 2ds CEo(l+t) e U+,

By (6.31), we have

2r+1

III<CE0/(1+t—s)_7(l+s)_ (14X +VE—s++/s)"

t
2
'i‘CEO./(‘1 +t—5)_ (1 +S)_ e M1+ (s
0

< CEo(1+Ix+ vE) " /(1 +t—5)"E(1+5)7ds

+ (1407 le (1+1In(1+0)].

(6.32)

(6.33)
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X2

t
+ CEge” M7+ /(1 +t—5) 1145 "lds
0

X2

< CEo[(1+ t)*% (1+ x|+ ﬁ)‘r+1 +(1+0)~ e M0 In(1 +0)].

Since |U(s)| < CEo(1 + s)*%, IV is exactly the same as (6.23) which is

w2
IV CEy(1+t) le” W, (6.34)
By (6.30) and (6.33)—(6.34), we obtain (6.32). O
6.4. Behavior of u for uy = uxy +ul, r =2

A more exact analysis to our eventual equation (7.11) governing asymptotic behavior is the per-
turbed heat equation u; = uyyx + u,%, where |uy|2 ~ |u|* by property of the heat equation. Indeed,
the estimates in Sections 6.1-6.3 is a practice to estimates it’(x)ys in Section 7. If you see (7.24),
there are three terms and the last term is |u'(x)y — Ui’ (x)k(x, t)|. The technique of estimates
[/ (x)y — Ui’ (x)k(x, t)| is exactly same as Sections 6.1-6.3. Please see Lemmas 7.5 and 7.6 for linear
and nonlinear estimates for i1’ (x)y, respectively which is the same technique as Section 6. However,
by (7.11), we can roughly say that

w=/evO+f/e(r—s)o(|v|2).

Since |y, Yx| ~ |v| and e is like a heat kernel, ¥, = yxx + O (|¥x|%). It is readily verified that all our
above arguments go through in this case as well; see the more complicated analysis of Section 7 for
the actual problem.

Remark 6.24. The relation between u; — uyy = u9 and uy — Uyy = u,q(/ 2 was mentioned already by

Schneider in [18,19].
7. Behavior of perturbations of (1.1)

In this section we prove the main theorem of the paper, Theorem 1.4 which is about the behavior
of perturbation of (1.1). Let ii(x, t) be a solution of the system of reaction-diffusion equations

U = Uxx + f(u) + cuy (71)
and let u(x) be a stationary solution and define perturbations
ux,t)=ux,t)—i(x) and v(x,t)=ia(x+y(x,t),t) —Ux), (7.2)

for some unknown functions ¥ (x, t) : R — R to be determined later.
Plugging u(x,t) = u(x,t) — u(x) in (7.1), we have

ue=Lu+ 0(juf?), (7.3)

where L is the linear operator of (1.2).
In this section, using v(x,t) and the linearized estimate of L we have done in Section 4, we show
the behavior of u satisfying (7.3) similarly as in Section 6 for three cases of initial conditions:
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(1) Juolpinpz < Eo and [xug|;1 < Eo,

XZ
(2) |uo()| < Eoe™ " and |ug(x)] 2 < Eo,

(3) luo®)| < Eo(1+|x))7", r>2 and |up(x)|y2 < Eo,

where Eg > 0 sufficiently small and M > 0 sufficiently large.
By Theorem 1.3, the Green function G(x,t;y) for the linear equation u; = Lu satisfies the esti-
mates:

1 xey-at2 _, IS S _ x—y—at?
G(x,t;y):me B 0'(0q(y,00+0((1+0)"" +t72e7 )™ W,

for some sufficiently large constant M > 0 and 71 > 0. First off, let x (t) be a smooth cut off function
defined for ¢t > 0 such that x(t) =0 for 0<t <1 and x(t) =1 for t > 2 and define

E(x, t; y) =1 (e, t; y), (7.4)
where
e y) = ——e Gy, 001 0.
VAambt
Now we set
G, t:y)=Ext;y)+Gx,t;y) and Gy(x,t;y) =EX t;y)+Gy(x,t; y),
where

x—y—at[? 1. [x—y—at|2

|6(x,t;y)|<C(l+t)_%t_%e_ I and |Gy(x,t;y)|<Ct7le™ m

Next, we now consider the nonlinear perturbation equations for v defined in (7.2) which is already
mentioned in [12]. This equation is used in the nonlinear iteration scheme which is the starting point
for the perturbation behavior.

Lemma 7.1 (Nonlinear perturbation equations). (See [12].) For v defined in (7.2), we have

@ —Dv=@ DU @Y +Q+Ry— (32 +3)S+T, (7.5)
where
Q= f(vx. 0 +u) — f(aE) —df ([@x)v=0(v|?), (7.6)
._ - VA
R:=vyr — vixx + (Ux + Vx)m, (7.7)
S = v = 0(|vI|¥l). (7.8)
and
T:=(f(v+iu)— f@@)yx=0(|v|[¥xl). (7.9)

Proof. Direct computation; see [12]. O
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7.1. Integral representation and -evolution scheme

We now recall the nonlinear iteration scheme of [12]. Using (7.5) and applying Duhamel’s principle
and setting

N 0)=(Q +Ry— (32 +3)S+T)(x,0), (7.10)

we obtain the integral representation

o0 t oo
vx, ) =u' )Y, t) + f G(x,t; y)vo(y)dy + /G(x,t—s; YIN(y,s)dyds,
—00 0 —o©

for the nonlinear perturbation v. Defining v implicitly by

o0 t o0
WY (x, £) :=—/e(x,t; y)Vo(y)dy—//e(x,t—s; YIN(y,s)dyds, (711)
—00 0 —o©

we obtain the integral representation

[e%s) t oo
VX, t) = / G(x, t; y)vo(y)dy+f / G(x,t —s; Y)N(y,s)dyds. (712)
—0Q 0 —o0

Differentiating and using e(x, t; y) =0 for 0 <t < 1 we obtain

[e%e) t oo
KoMy (x,t) = — / ofoaMe(x, t; y)vody—/ f akoMe(x,t —s; y)N(y,s)dyds.  (713)
—0Q 0 —o©

Together, (7.12) and (7.13) form a complete system in (v, 8{‘10, Y), 0<k<1, 0<m<2, that is,
v and derivatives of v, from solutions of which we may afterward recover the shift function ¥ by
integration in x, completing the description of ii.

Plan of Sections 7.2, 7.3 and 7.4. We describe here briefly how to get asymptotic behavior of the per-
turbation u with respect to three initial data, respectively. Similarly as Section 6, the main purpose is
to estimate |u(x, t) — Ui’ (x)k(x, t)|1px) in Section 7.2 and estimate pointwise |u(x,t) — Ui’ (x)k(x, t)|
in Sections 7.3 and 7.4, where

oo o0 o0
0, = / / N(y, $)i(y.0)dyds + f uo(1)d(y. 0)dy,
O —00 —00
and
- 1 _ x—ar?
k(x,t) = e

4m bt

We show that this difference decays faster than a heat kernel with respect to ¢ so that the asymptotic
behavior of u converges to heat kernel. More precisely, setting



1846 S. Jung /. Differential Equations 253 (2012) 1807-1861

U(S)=/N(y,5)€1(y,0)dy and Uoz/uo(y)é(y,o)dy,

we separate |u(x, t) — Uil (x)k(x, t)| into three parts (see (7.24) for detail),

|u(x, ) — Ut 0k, O < [vx, 0| + [vey + 0 (¥)| + [0/ %)y — U0 0k(x, )|
=1+ +1II.

By the nonlinear iteration scheme, we first estimate I and II. For I, by (7.11), we have

[u' @)y — Uil 0k(x, 0)]

[ee) t o
= /E(x,t; Vuo(y)dy + /E(x,t—s; YN, s)dyds — Ui xk(x, )
—00 0 —o0
< f E(x,t; y)uo(y) dy — Uol (0k(x, )| + / @' (kx, HU (s)|ds
—00 t
t 00
+/ / E(x,t —s; Y)N(y,s)dy — U(s)il’ k(x — as, t —s)|ds
0 —00
t
+/yU(s)a/(x)HlE(x—as,t—s)—lE(x, t)| ds. (7.14)
0

The estimate of Il is exactly same analysis as Section 6. The first and third terms are linear and
nonlinear estimates of it’(x)y.

7.2. Behavior for initial perturbation |ug|1~y2, [Xuolp1 sufficiently small
We start with the LP bounds of v, u and ¥ from the iteration scheme. These are already proved
in [12] as a nonlinear stability. As I mentioned above, |v|;r is the fundamental decay estimates for

the perturbation u.

Theorem 7.2 (Nonlinear stability). (See [12].) Let v(x,t) and u(x,t) be defined as in (7.2) and |ug(x)| =
[Vo(X)|[1np2(r) < Eo sufficiently small. Then for all t > 0 and p > 1 we have the estimates

—la-1_1
V(D) pp gy (O S CEo(1 407207772,

1 1
Y0 gy ® < CEo(1+ 672070,

|u(‘7 t)|Lp(R)(t)9

VG 8] o) (O | W ¥ (5 D)y ) (6O) < CEo(1+6)73. (7.15)
R) ®)

Proof. This is proved in [12] for p > 2. For p =1, we use integration by parts of (7.11) and (7.12)
1

and use [(Q,R,S, Tl < I(V,llfx,llfr)\i” < CEp(1 +r)—% to prove [v(-t)|;1 < CEo(1 + )~} and
[W(, Ol <CEp. O
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We start with the following lemma which is used in the proof of a nonlinear estimate of ui’(x)y
(Lemma 7.6).

Lemma 7.3. Associated with the solution (u, ¥, ¥x, ¥xx) of integral system (7.12)-(7.13), we define

C() = sup [(x —as)(v. ¥, Yixs Y| 1,4 (5)- (7.16)

0<s<t

Then for all t > 0 for which ¢ (t) is sufficiently small, we have the estimate

¢(t) < C(Eo+£2(1)) (717)
for some constant C > 0, as long as |vo|;1~y2, |XVol;1 < Eo, for Eg > 0 sufficiently small.

Proof. To begin, notice first that

|y =a)(Q +T + R+ 91,91,
<y —05)(‘/2 + 97 +1/f)2/ + 1/’)Z'y)‘Ll(y)
< (vl + [Welee + Wyl + [Wyylie) (v — as)(v, ¥, ¥y, Wyy)|L1(y)

<CEo(1+0)7'¢(),

and

(Q+T+R+ 9191y, < |+ 02+ 92+ 921, <A +5)72. (7.18)

By integration by parts, we have

|(x —at)v(x, t)|L1(X)

\x—at—y|2

o
=/!(x—ar—y)<1+t>*%r*%e* T |10 [ VO | dy
—00

1 |x—at—y\2

ly(+0) b te i |11 o [Vo | dy

| +
g T—3

|x—a(t—s)—

_ bat=s)—y?
|(x—at — (y —as))(1 Ft—s)I(t—s) 2e WS |L1(X)|Q + T|dyds

+

[x—a(t—s)—y[2

[A+t-9"2@ -5 2" w9 |, |(y—as)(Q +T)|dyds

|x—a(t—s)—

2
[(x—at = (v —as)) € =)™ HET |y R+ S|dyds

+

+
"t et
gT——g 8T——g 873
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t
T 4 _lx-at=s—yi?
+ (t=s)7"e™ W5 |, |y —as)(R+ )| dyds
0 —o0
_1
< Ivolyt + (1 +10) 2|yV0|L1+/|(Q+R+S+T)|L1d5

+/(1+t—s)—%|(y—as)(Q+R+5+T)|L1ds
0

< CEo+C(14+1t)"2Eq+ CEO/(l +5)"2ds+ CEO;(t)/(t "I+ Vds

C(Eo +£2(0).

Similarly, we have

|(X —at) (Y, Yx. wxx)‘Ll(x) EO +¢ (t)) O

Corollary 7.4. For |vo| 1qy2. [XVol 1 < Eo, and Eg > O sufficiently small,

|y —as)(Q + T+ R+ SV, 9)| 1, <CEo(1+5)7" (7.19)

=
Proof. Same proof as Corollary 6.4. O
We now estimate linear and nonlinear parts of i’ (x)v.

Lemma 7.5 (Linear estimate). For E defined as in (7.4) and |ug|;1~y2, |Xuo| 1 < Eo, we have

o0

f Ex, £; o) dy — Uoil Ok(x,0)| < CEo(1 4+ 21793, (7:20)

% LP (%)

_ \x—at\z
e 4bt

where Ug = [°2 uo(y)q(y. 0)dy and k(x, t) =

1
A4mbt

Proof. By the Mean Value Theorem,

[ee) oo 1
/ E(x, t; y)uo(y)dy — Uoll’ (0)k(x, t) <C / /|IEX(X— WY, 0| p | Yo ()| dwdy
5 P® o b

1 1 1
<CE(1+n72079)7z ¢
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Lemma 7.6 (Nonlinear estimate). Recalling (7.4) and (7.10), we have

oo

/ E(x,t —s; y)N(y,5)dy — U(s)i' (0k(x — as, t — )
o LP(x)
—la-1)_1 -1
<CA4+t—s) 207 P72 +s) 7, (7.21)

where U(s) = [*2 N(y, $)q(y,0)dy.
Proof. By integration by parts, the Mean Value Theorem and (7.18)-(7.19), we have

/ E(x,t—s; Y)N(y,s)dy — U(s)il’ k(x — as, t —s)

—0o0

LP(x)

< f|ﬂ/(x>c7(y,0>Hl'<(x—y,t—s>—l'c(x—as,r—s>!Lp(x)|<Q+T)(y,s>|dy

+ /ﬂ’(X)éy(y,O)(l?(X—y,t—S)—IQ(X—as,t—S))(R+S)(y,S)dy

~% LP(x)
+ /ﬁ/(x)EI(y,O)ay(lE(x—y,t—s)—fc(x—as,t—s))(R+S)(y,s)dy

Z% LP (%)

1q_1y_1
<CEo(1+t—9)72"7972|(y —as)(Q + T+ R+ )1, 9|1,
1 1 1
+CEo(1+t—5) 2P 2[(Q+ T+ R+, 9|1y,
_1(1_1)_1 1
<CEy(14+t—s) 202214571, o

With these preparations, we are ready to get the asymptotic behavior of the perturbation u of (1.1)
in LP.

Theorem 7.7 (Behavior). Suppose u(x, t) is the perturbation of (1.1) with initial perturbation |ug|;1np2,
[xugl;1 < Eo, Eo > 0 sufficiently small. Set

o0
U*:/U(s)ds—}—f]o.
0

Then |U,| < oo and

1

e, ) — 0 GOk(x, )] o < CE(1+ 67217972 (1 £ In(1 +1). (7.22)
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Proof. Noting first, integration by parts and (7.15), that
_ 2 _3
[UG|<CIQ.R.S. D)W )1y, < (V. e, ¥ <CEo(1+5)72,

we have 0. < C [2°(1+5)"7 ds + CEgluo|,1 < oo
Now we break |u(x,t) — U0 (0k(x, t)|1p(x) into three parts

|ux, 6) = Ul Ok, 0]
=@, 0) = 500 — U’ 0k, 0]
=i+ 9.0 = U + B0 = U+ 9.0 = Ul k. 0|
SV + B O = T+ ¥, 6) = Ul Ok, D)
= [V 0]y gy + [Bx - ¥, O + 909 + O (1Y 17) = Usll (OkCx. 0]
= v 0| + (@ 0+ v) ¥ + O (1) = Ual’ 0k x, 0]

<V D + (VW T+ O (1917)) 1oy + [0/ 0¥ = Usll’ 0k, D] -

By (7.15), we easily see first two terms

VO + (VT 1V12) 1o
7%(],1),% 2
<CA+10) P2 4 Wyl [P e + 1Y 1Tap
_%(]_l)_% _3 —%(1—1) —(1_%)
<CA+10) T2 CA4)TI(1+1) P+ C(1+10) P

1 1 1
<Ca+t) 207972,

Now we estimate the last term

7' @)y — Uit 0k, f)|u’<x>

00 t oo
= f E(x,t; y)uo(y)dy + / E(x,t —s; y)N(y.s)dyds — U’ (x)k(x, 1)
5 0 —oo LP(x)
o0 o
< / E(x, t; Y)ug(y)dy — Ugll’ (x)k(x, t) +/|ﬂ/(x)l_<(x, t)U(s)yU,(x) ds
o P ¢
t 00
+/ / E(x,t —s; y)N(y,s)dy—U(s)ﬂ/(x)l_c(x—as,t—s) ds
0 '—o0 LP(x)

t
+ /\U(s)ﬁ/(x)\ |k(x —as, t —s) —k(x, r)}u,(x) ds
0

=I+1I+11+1V.

(7.23)

(7.24)

(7.25)

(7.26)
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Since |U(s)| CEo(1+59)~ 2

[N

oo
1 1 1 ;
n<ca+o 207w /(1 +8) Pds<C(1+0 2R

(7.27)
By (7.21), we have
1 1 1
< c/a +t-9 20T 49 M s <A+ 7P (14 In(A + 1), (7.28)
By the Mean Value Theorem, for some s* € (0,t/2), we have
V< C/(l +) 2 [k(x — as, £ — 5) — k(x. D), ds
t/2
t/2
+C /(1 + s)*%s|l_<[(x —as,t— s*)|Lp(x) ds
,lu,l),l
SC(A+¢t) 20 7 2, (7.29)

By (7.20) and (7.25)-(7.29), we obtain the result (7.22). O

Remark 7.8. Untangling coordinate changes, we see that U.k(x,t) is an estimate for v (x, t); that is,
li(x) — i(x — U <KX, 0)] ~ |U,ii'k|. This makes a connection between the analyses of [12] (where v
and ¢ but not U.k(x,t) appear) and [18,19] (where the equivalent of U,k(x,t) appears, but not v

or ).

. L . x2
7.3. Behavior for initial perturbation |ug(x)| < Eoe™ M and |ug(x)|y2 < Eo

In this section, we take Eg > 0 sufficiently small and M > 1 sufficiently large. We first consider
pointwise bounds of v, v, ¥x and v« like previous section.

XZ
Lemma 7.9. Suppose |vo(x)| < Ege_W‘ and |vo(x)|y2 < Eo, for Eq > 0 sufficiently small and M > 1 suffi-

ciently large. For v, Y, Yy and ¥« defined in (7.12) and (7.13), define

|x— as\

c®):= sup (v, e, Y, Y) | (1 + $)e MO+ (7.30)
0<s<t, xeR

Then, for all t > 0 for which ¢ (t) defined in (7.30) is finite,

£(t) < C(Eo+¢(0)?) (731)

for some constant C > 0.
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Proof. Note first that by (7.15), we have |vx|eo < |V]|g2 < CEo(1 + t)’% < C and so by (7.6)-(7.9)
and (7.30) we have

x—at|?

1(Q, R, S, T )] < (v, W, Y, W) (%, O < (O (1 + £)~2 ™ hictio)

Thus, from (7.12), we have

s} t oo
lvix,0)| < /Iﬁ(x,t;y)llv()(y)|dy+//Iéy(x,t—s;y)ll(Q,R,S, T)(y.s)|dsdy
—00 0 —o©
o0
_1 1 xey-ar® 2
QCEO/(l—H) itTieT M e M dy

—00

2

t oo
3 _q _roy-aes) _y _ly-as?
+ Ce2(t) t—s)"'e M@E=s) (14 s)"“e MU+ dyds
0 —o©

_ |x—at|2
<C(Eo+ (D)1 +0)~ e min, (732)
here we use integration by parts to exchange the 9, and (8§ + ds) derivatives on R2 and S respectively
|x—at|
M(+0) |

for —9y and (BJZ, — 05) derivatives on G and recall |ny + 6[| ~ |@y| < Ct_%(f
Recalling e(x,t; y) =0 for 0 <t <1 and from (7.13), we have

o0

| (Ve s V) (0. D) < / lex(x,€: )| [vo(y) | dy

—0o0

_|_

O~

o0
f|ex(x,r—s; WI(Q. R, S.T)(y. )| dsdy
-0
o0
< Eo / (40 Te S e ay
—00

t oo
) 1 [x=y—a(t—s)? - ly—as?
+24(t) 1+t—s)""e M=) (14s)"“e M+s) dyds
0 —o©

\x—at\z

< C(Eo+¢2(®) (1 + )~ le™ M, (7.33)

The (7.32) and (7.33) imply (7.31). O

x|2
Corollary 7.10. For v defined in (7.2) with |vo(x)| < Eoe‘% and |vo(x)|y2 < Eo, Eo > 0 sufficiently small

and M > 1 sufficiently large,

|x—at|?

[v(x,0)] < CEo(1+1)~ e Mo, (7.34)
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Proof. Same proof as Corollary 6.4. O

The following two lemmas are linear and nonlinear estimates of i’ (x).

X2
Lemma 7.11 (Linear estimate). Let E be defined as in (7.4) with |ug(x)| < Ege_% and |ug(x)|y2 < Eg, for

Eo > 0 sufficiently small and M > 1 sufficiently large. Then, for some sufficiently large M’ > M,

o0

/ E(x, t; y)uo(y) dy — Uoll' (x)k(x, )

—0o0

|x—at|2

< CEg(14t)"le” i+, (7.35)

[x—at[%

where Ug = [ uo(y)4(y, 0)dy and k(x, t) = \/ﬁf @i,

Proof. By the Mean Value Theorem,

o0

o0
/"ﬂ&uywawdy—ﬂw%mk&o <c/ﬁhx—yx)—k&owmdey
—00 —0o0
oo 1
g lxowya2 2
< CEg 1+t)"'e 0+ e ™M dwdy
—00 O

\x—at\z

<CEo(1+ )~ le"™a+n, 0

Lemma 712 (Nonlinear estimate). Recalling (7.4) and (7.10), we have for some sufficiently large M" >

M > M,
o0
fEuJ—mwNwJMy—U@Waﬂu—mJ—s
—00
_ \x—at\z
<CEg(14+t—s)"1(1+s) e W0 (7.36)
where U(s) = [°  N(y.5)q(y.0)dy.
\x—at\z

Proof. Noting first that [(Q, R, S, T)| < CEo(1 +t)~2e” M1+, we have

[e e}

/ E(x,t—s; Y)N(y,s)dy — U(s)il’ ®k(x, t — s)

—00

o0

< f |0’ )Gy, 0)||k(x — y.t —s) —k(x —as,t —5)||[(Q + T)(y.5)|dy

—00
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+ / ' (0)Gy (v, 0)(k(x — y,t —s) —k(x —as,t — $))(R+ S$)(y,s)dy
+ / o' (0)G(y, 0)dy (k(x — y,t —s) —k(x —as,t —5)) (R + S)(y,s)dy

—00

1 _\x—w(y—as)—at\2 ) _|y—as\2
< CEp 1+t—s)""e ) ly —as|(1+s)"“e MU+ dwdy

—00 0

o0
y—a(t—s

+ CEg / a —H—s)_]e_iw

—00

(‘l + S) e M(lis) dy

oo 1
_ x=w(y—as)—at? ly—as®.
< CEg / /(1+t—s)_]e =9 (14+s)~ Ze M a+s) dw dy
—00 0

\x—a[\z

<SCEg(A+t—s)" 1A +s)" e MW, g

We now prove the pointwise behavior of the perturbation u with respect to |ug| <

Theorem 7.13 (Behavior). Suppose u(x,t) satisfies u; = Lu + O([ul®) and |ug| <

[uo(x)| 2 < Eo, for Eq > 0 sufficiently small and M > 1 sufficiently large. Set
o
U, :/ (s)ds + Uy.
0

Then |U,| < oo and for some sufficiently large M > M’ > M,

\x—at\z

[ux, ) — Ui’ ®k(x, 0)] < C(A+6)"Te” M+0 (1+1In(1 +1)).

X2

Ege™ M,

w2

and

(7.37)

Proof. Recalling |U(s)| < CEo(1 + s)” we have |U,| < oco. We first break |u(x,t) — Ui’ (0)k(x, t)]|
into three parts exactly the same as (7.24). By (7.34) and (7.11), we easily see first two terms

\x—at\z

v, O + O (Ivxlly | + [¥?) < C(A+1)~le” M,

Now we break the last term into four parts exactly the same as (7.26). Then

|x—at|* 2 |x—ﬂt|2

11 < CEg(1+ 1)~ 2e~ Mo /(1+s)‘7ds CEo(1 +t)~le M0,

(7.38)

(7.39)
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By (7.36), we have

t
\x—at\z \x—atlz
< CEg /(1 +t—95)"1(1 45" le M ds < CEg(1 +¢) e  Ma+0 In(1+t).  (7.40)
0

By the Mean Value Theorem, for some s* € (0,t/2), we have

t t/2
IV<CE0|: /(1 +s)_%|l_<(x—as,t—s)—I_c(x,t)|ds+/(1 +s)_%s|l_<t(x—as,t—s*)|dsi|
0

t/2
t t/2
1 x—at? 3 _ x—at? 1 _3
< CEo(1+10t) 2e M<1+f)/(l+s) 2ds + CEge M(1+f)/(1+s) 2(1+t—s)"2ds
t/s 0
1 7|x—ut|2
< CEo(14t) lem M+, (7.41)

By (7.35) and (7.38)—(7.41), we obtain the result (7.37). O
7.4. Behavior for initial perturbation |ug(x)| < Eo(1+ |x|)™", r > 2 and |ug(x)| 2 < Eo

In the last section, we consider the behavior of the perturbation u for an algebraically decaying
initial perturbation |ug(x)| < Eo(1 + |x|)~", r > 2. Like Section 6.3, we first some information about
the effects on algebraically decaying data. The following lemma and corollary are exactly the same
as (6.24) and (6.25) replacing |x| by |x — at|. As usual, we take Eg > 0 sufficiently small and M > 1
sufficiently large.

Lemma 714. Forallt > 0andr > 1, and any x € R,

\x—at\z

o0
x—y—at|? — —
/t*%e*‘ FEA ) Tdy <Cle i A (1 x—atl) T+ A+ VD e ]
—00

for some sufficiently large M > 0 and C > 0.

Corollary 7.15. Forallt > 0andr > 1, and any x € R,

\x—at\z

o
x—y—at|? — —
/t—%e—‘ T4 yl) Tdy <[+ Ix—atl +VE) T+ A+ VD) le ], (7.42)
—00

for some M > 0 sufficiently large and C > 0.
With the above corollary, we first prove the pointwise bounds for |v]|.

Lemma 7.16. Suppose |vo(x)| < Eo(1 + |x))™", r > 1 and |vo(x)| 2 < Eo, for Eg > 0 sufficiently small and
M > 1 sufficiently large. For v, v, Wx and xx defined in (7.12) and (7.13), define
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()= sup (v, Y Y Y0 |1 492

0<s<t, xeR

x—as]® __
x [(1+1x—as|++/5)" +(1 +\/§)*1eﬁ] !

(7.43)
Then, for all t > 0 for which ¢ (t) is finite, we have
¢(®) <C(Eo+¢(®)?) (7.44)
for some constant C > 0.
Proof. Note first that by (7.15), we have |vx|eo < |V|y2 < CEo(1 + t)_% < C and so by (7.6)-(7.9)
and (7.43) we have

|(Q7 R? S? T)(Xa t)| < ‘(V’ va 1//)(7 WXX)(Xv t)|2

—x—as\
<A+ (14 x—as| +/5) "+ (1 +/5) Temr |°.
Then, from (7.12), we have

o0

t o
v )| < /|C(x,t;y)||vo<y>|dy+/f|Cy<x,t—s;y>||(Q,R,s,T)(ys)ldsdy

—00 0 —o0

o0
<CEof(1+t> bede " (14 1y)) " dy
—00
t o
e (t)/ /(1-1-5)* (€~ 9 e T (14 1y —asl + v5) P dyds
0 —o©

00
a 7ﬂ52
+ sz(t)/ / (1 ~|—S)_1 (t— s)_1 }I/\/I(t tS) 1+ \/_) y(1+‘s) dyds
0

—00

=I1+1411

By (7.42), we have

X—a 2
1< CEo(14 071 [(1 4+ x—at| + vE) 7+ 1+ VD) e T ].

For III, we have

t oo
2 2 1 _Ixfyfa(H)\ _ ly—as|® —as|?
m<e@ [(A+s) (t—s)"le” WMew e MTH dyds
0

2 1 _|x—at|2
<cAOA+ 0l M,

For II, by (7.42), we estimate
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o0
x—(y—as)—at|?

n<Cet (t)/(l—i—s) I+t —s)~2 /(t—s) P [ (1+1y —asl) " dyds

—0o0

<ce? [a+97He—9 31+ k—a+ vE=5) T
0

|x— at\

t
+C§2(t)/(l+s)*(”5>(t $)"2 (14 f—s) le Wi ds
0

|x—at|2

<CAMA+072[(1+x—at| + V) + (1+ o) Te e ],

Now we consider |(v, ¥x, ¥xx)|. Recalling e(x, t; y) =0 for 0 < t < 1, similarly we have

|(wt! 1/fX7 I/IXX)(X7 t)|

Eo/(l-l-t)

( +lyl)'d

[x—y—at—s)2

t oo
+C§2(f)//(1+S)_1(1+t—s)_16_ M) (1+|y—as|+\/§)72rdyds

0 —©

oo

t
y—a(

+c;2(r)/ /(1+s)_1(1+t—s)_1e_7M<t 5 (1+4/5)%e” W5 dyds
—00
at|?

<C2OA+07 (14 x—at|+ Vi) + A+ VD) lemim]. o

Corollary 7.17. For v defined in (7.2) with |vo(x)| < Eo(1 + |x)™", r > 1 and |vo(x)|y2 < Eo, Eo > O suffi-
ciently small and M > 1 sufficiently large,

_ x—at|?
[v(x, 0] < CEo(1 4+ )" 2[(1+ [x—at] +E) "+ (1 + i) le mm ], (7.45)
Proof. Same proof as Corollary 6.4. O

The proofs of following two lemmas are the same proofs of Lemmas 6.19 and 6.20, respectively.
These are needed when we use Mean Value Theorem in estimating linear and nonlinear parts of u'v.

Lemma 718. Forallt >0, xR, r>2andall0 <w < 1,
1 |[x—wy at2
/(1+t)*ie 7/\4(”» (1+|y|)

|x— at\2

< CEo[(1+ x—at|+ &) "+ +0)2e Wi ], (7.46)

for some sufficiently large M’ > M.
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Lemma 719. Forallt >s>0,xeR,r>2andall0 <w < 1,
o0
1 _|x—wy—at\2 —r
/(1+t—s) Ze  M(+i-s) (1+|y|+\/§) dy
—00

- ro_ xat?
<CE[(1 41X —at| + Vi—s+ ) + (A +t—5)"2(1+5) 2e W],

(7.47)
for some sufficiently large M’ > M.

Lemma 7.20 (Linear estimate). Suppose u(x, t) satisfies u; = Lu and |uo(x)| < Eo(1 + |x))™", r > 2 and
lug(x)| 2 < Eo, for Eq > 0O sufficiently small and M > 1 sufficiently large. Then for some sufficiently large
M > M,

o0

/ E(x, t; y)uo(y) dy — Uoil' (x)k(x, )

—0o0

<SCE[(1+072(1+ [x —at| +VE) " 4+ (1 40y Te e’ /M 0], (7.48)

_ _ [x—at[?
where Uo = [, uo(y)3(y. 0)dy and k(x,t) = —L=e™ @0

Proof. By (7.42) and (6.28), we have
o

/ E(x, t; y)uo(y)dy — Uoll’ (x)k(x, t)

—0o0

oo 1
|x—w. —at\z _
<CEO//(1+r)*1e*7<lin (1+1yl) " dwdy

—00 0

_ _ Ix=at?
gCEo[(l—l—t)_%(l—i-lx—atl—i-\/f) i arnle Wi ], O

Lemma 7.21 (Nonlinear estimate). Recalling (7.4) and (7.10), we have for some sufficiently large M’ > M

o0

/ E(x,t —s; Y)N(y,s)dy — U(s)i’ (x)k(x —as, t —s)

—0o0

<CEo(1+5) [A+t—5)2(1+4 x—at| + Vi—s+5) "

\x—at\z

+ (A +t—s) e MT0 ], (7.49)
where U(s) = [ N(y,s)q(y.0)dy.

Proof. Noting first that

(Q.R.S.T)| < CEo(1+ 0 '[(1+ [x —at| + VE) > + (1 +6)~le v

m],
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we have, from (7.47) and by the Mean Value Theorem,

o0

/ E(x,t—s; YNy, s)dy — U(s)i’ (0k(x, t —s)

—00

C f lk(x—y,t —s) —k(x,t —9)|[(Q, R, S, T)(y,s)|dy

—00
00
< CEp /
—00

oo 1
[x—w( —us)—at|2 ly—as|® —as\z
+ CEp / /(1 +t—s)"le” = 1+s)~ 2e T M+ dwdy
—00 0

_p _lxowy—an—ar? _1 —2r+1
A+t—s"le @9 (1451 (14|y —as|+/5)

dwdy

o\_

<CEo(l+t—5)"2(149 " (1+x—at| +Vi—s+t) "

|X— at\

|x—ﬂt|2
+CEo(1+t =571 (1+5) e M0 4 CEg(1+t—5)" (145) e W0
< CEo(1 +S)—1[(1 +t —s)_% (] +lx—at| +VE—s+ ﬂ)72r+1

|x— at\

+(A+t—9)"le Wam]. 0
We now prove the final asymptotic behavior of u with respect to |ug| < Eo(1+ |x))™", r > 2.

Theorem 7.22 (Behavior). Suppose u(x, t) satisfies uy = Lu + O (|u|?) and |ug| < Eo(1+ |x])~", r > 2 and
[ugly2 < Eo, for Eq > 0 sufficiently small and M > 1 sufficiently large. Set

o0
U*zf (s)ds + Uyp.
0

Then |U.| < oo and for some sufficiently large M > M’ > M,

lux, t) — U’ ®)k(x, 1)

—r+1 g dxat?

<CE[1+0 2 (14 x—atl +v6) ™ + A+ 07 e W (1+In(1+0)].  (7.50)

Proof. Recalling |U(s)| = [N(y, iy S CEo(1+9)~ % we have |U,| < co. Now we break |u(x,t) —
(7.2

Ui’ ()k(x, t)| into three parts exactly the same as 4). By (7.45) and (7.11), first two terms are
trivial

[vx, O] + O (Ivxll¥| + v [?)

|x— at\

<CEo(1+ 02 [(1+ x —at] +vF) "+ (1 +/6) e w7 . (7.51)
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Like (7.26), we break the last term into four parts. Since |U(s)| < CEo(1 + s)
—ai t\z 1 — |x—at|2
<CEo(1+10)~ Ze M<1+f) /(1 + 5) ds <CEo(1+41t) e MI+n, (7.52)
By (7.49), we have

1< CEO/(l (=9 2149 (1+x—atl +vi—s++5) >4

\x—ut\z

+ CEp /(1 +t—95)"1(1 +5) e M+ ds

t
<CEo(1+|x—at| + «/E)‘”“ /(1 ft—s)2(1+5)"\ds

¢/2
|x— atz
+ CEg(1 4+ £)~ e~ Witio /(1—1—5)_ ds+/(1+t—s)— ds
t/2
_ x—at|?
<CE (140721 + x—at|+vE) " + (1 + 07T W0 In(1 +1)]. (7.53)

Since |U(s)| < CEo(1 + s)” the estimate of IV is exactly the same as (7.41) which is

|x—at|2

IV< CEq(1+t) e Ma+o (7.54)
By (7.48) and (7.51)-(7.54), we obtain the result (7.50). O
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