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ABSTRACT 

Given a p by p matrix A, we solve the problem of the existence of a p by 9 
matrix B such that (A, B) has prescribed controllability indices and [XI, - A, - B] 
has prescribed invariant polynomials. The solution of this problem, together with an 
earlier theorem of the author’s, is used to provide a new proof of the %-Thompson 
interlacing inequalities for invariant polynomials. 

1. INTRODUCTION 

Let IF be an arbitrary field, F[ X] the ring of polynomials with coefficients 
in F, and lFmX” and LF[X]‘“~” the vector spaces over F of the m by n 
matrices with coefficients in IF and E[X], respectively. GI,(IF) denotes the 
linear group of order n over IF, and I, the identity matrix of order n. 
Throughout this paper A E FP’P, BE FPxq, n = p + q, [A, B] E lFpXn, and 

if [A,, B,] E lFrx(‘+‘), then we have to understand that A, E IF rX’ and 
B, E F ‘XS. The elements of F[X] will be denoted by Greek letters; all the 
polynomials will be considered manic; (Y:> /3 means “DL divides /3,” and d(a) 
will be the degree of the polynomial (Y. 

In this paper (Theorem 3.1) we solve the following problem: Let A E 
Fpxp; let pi:> ... :> pp be p monk polynomials, and k, > . . . >, k, posi- 
tive integers. Find a necessary and sufficient condition for the existence of a 
matrix B~IFJ’~~suchthatrankB=r, ~CL1,...,~paretheinvariantfactorsof 
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[AZ, - A, -I?], and k, ,..., k, are the controllability indices of the pair 

(A, R). 
We will use the solution of this problem and Theorem 5.1 of [14] to obtain 

a new proof of the interlacing inequalities for the invariant factors of a matrix 
with elements in IF and those of a prescribed principal submatrix [9-111. 

2. AUXILIARY RESULTS 

In this section we collect some lemmas which will be needed for the proof 
of our main result: Theorem 3.1. Some of the lemmas are known. In this case 
we just state them for the reader’s convenience, indicating where the proof 
can be found. 

DEFINITION. Let A,, A, E lFpxp, B,, B, E Fpxy, and n = p + 9. If there 
exist matrices P EGOS and QEG~,(F) such that A,= PA,P’ and 
B, = PBzQ, then we will say that [A,, B,] and [Aa, B,] are P,Q-equivaZent 

matrices. The P, Z,-equivalent matrices will be said to be P-equivalent. 

We observe that if [A,, B,] and [A,, B,] are P, Q-equivalent, then A, 

and A, are similar matrices, and, B, and B, are equivalent in Fpxq. 

LEMMA 2.1 [14, Proposition 2.41. Zf [A,, B,], [A,, B,] E Fpxn are 
P, Q-equivalent matrices, then [AZ, - A,, - B,] and [AZ, - A,, - B,] are 

equivalent in F[ X] pXn. 

LEMMA 2.2. Let C, be the companion matrix of the polynomial x” - 
a p-1 - . . . - a,_,X-a,. Let C2~IFSX’ and C3~lFtx’. Then there exist 

r&rices ?‘E lFSx’ and d 61FlXt such that 

where 

DE ’ EFsx’. 
[ 1 d 
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Z+oof. Let t, ,..., t, and c1 ,..., c, be the rows of T and C, respectively. 

Take 

k-l 

t, = 0, t,= C cjc;-j-l (k=2,...,s), d= i (cjc;-j-ajt,_j+ 

j=l j=l 

and check. 

Note that 

[cd :] and [: :] 

are similar matrices. 
By defining the controllability matrix and the controllability indices of 

(A, B) as in [ 141 we can give the following result: 

LEMMA 2.3. Let [A, B] E Fpxn, and let S(A, B) be the controllability 

matrix of (A, B). Zf rank B = r, rankS(A, B) = s, and k, > . . * > k, ( > 0) 

are the nonzero controllability indices of (A, B) then [A, B] is P,Qequiv- 

alent to a matrix [A,, B,] verifying: 

(i> 

where (A,, B, ) is a completely controllable pair and k, + . . . + k, = s. 

(ii) A, E FSxS, B, E FSxq. 

(iii) 

0 1 0 ... 0 
0 0 1 ... 0 
. . . * . . . . . . . . . . . . . . . . . Aii= EFk,xk,, 

0 0 0 1 
a!?) a !2) a!“’ . . . II 11 tt a!!,’ II 
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andfori# j, 

A,j= 
i, j = 1 >*..> r. 

and e, is the i th row of I,, i = 1,. . . , T. 

Proof. By making suitable changes in [13, p. SO-861 we can see that -- 
[A, B] is P-equivalent to a matrix [A, B] with the following form: 

where A,=[Aij]l<i,j<,, xi j E IF m* Xm~ are matrices with the required form, 
m,,..., rn, being a certain reordering of k,, . . . , k,. Moreover 

B 11 iI [ 0 . . . 0 0 ... 0 

&’ : ) 

i, 

B,i= . . . . * . . .;. . ;. . . . * *. ad 

0 . . . . . . I E[F”‘,xq, 

0 . . . 1 * -.. * 

with the 1 in the i th column, and As is a matrix which perhaps has not the 
required form and the stars denote unspecified elements. Now, it is clear that 
there exists a permutation matrix P, of order p and a matrix Q E Gl,(lF) such 
that 

&pJp,‘= A, A2 I 1 0 A,' 
B, = P,BQ. 
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We consider A, partitioned as follows: 

13 

where Ci E FklX(pPs), i = l,..., T. By Lemma 2.2 for each i = 1,. . . , r there 
exist matrices Ti E Fk~X(P-S) and di E F’x(P-s) such that 

where 

Setting 

Pz = 

Di= ii 
[ 1 E (Fk8xcP-s) 

I,, 0 . . . 0 Tl 

0 Zk2 -. . 0 T, 
. . . . . . . . . . . . . . . . * . . . 

0 0 . . . I,, Tr ’ 
0 0 ‘.- 0 I,_, 

we have that A, = P&P;’ and B, = P,B,. Now, [A,, B,] is P, Q-equivalent 
to [A, B] and has the required form. n 

We remark that if (A, B) is a completely controllable pair, i.e. 
rank S(A, B) = p, then A, = A, and Zl, = B,. Moreover, in Remark 2.1 of [8] 
it is shown that the numbers ki are invariant for the P, Q-equivalence. 

LEMMA 2.4. Let [A, B] E lFpXn, and let [A,, B,] E Fpx” be a matrix 

with the fm of Lemma 2.3 above and P, Q-equivalent to [A, B]. Then the 
nontrivial invariant factors (i.e., those distinct from 1) of the polynomial 

matrix [XI, - A, - B] are those of AZ,_, - A,. 

Proof. Since (A,, B,) is a controllable pair, it follows (Corollary I of 
Theorem 2.11 of [14]) that the Smith normal form of [XI, - A,, - B,] is 
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[Z,Y,O]. Therefore, [XI, - A,, - A,, - B,] has [Z,,O,O] as its Smith normal 
form. So there exist unimodular matrices P(X) E lFIX]sxs and Q(X) E F[X]Pxp 
such that 

P(X)[AZ,V - A,, -A,, - B&(X) = [Z,~>O>Ol. 

Since 

[O> AZ,-, - A,,O] Q(h) 1 ’ 

we conclude that the matrix on the right hand side is equivalent to [AZ, - 
A,., - ZIc]. The invariant factors of XI,_, - A, are of course the same as 
those of [O,XZP_s- A,,O]. Therefore [XI,- A,, - Z3,_] has as invariant 
factors those of AZ,_, - A, and s invariant factors equal to 1. n 

Just as in [14] we define a column degree dominant matrix as a matrix 
whose element in the position (i, i) is a manic polynomial whose degree is 
greater than that of any other in the ith column. In some of the following 
lemmas we are going to use this concept. 

LEMMA 2.5. Consider the matrix [XI, - A,, - B,], using the same 
notation as in Lemma 2.3. This matrix is equivalent to a matrix of the form 
[A(h), F,] where: 

(i) A( X ) is given by 

Z s r 0 0 

0 XZp_s-A 0 

0 c T(h) I 

with A E F(PpJ)x(P-s), C E Frx(Pps), and T(X) E lFIAlrxr. 

(ii) F, is given by 

0 0 
Fr= 1, 0. 

[ 1 
(iii) T(X) is a column degree dominant matrix, the degree of its i th 

column being k i. 
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Moreover, 

(iv) h I, - A (‘ and A(X) are equivalent X-matrices. 

Proof. Assume A, and B, are in the form (i) of Lemma 2.3. We are 
going to perform certain elementary operations on the rows and columns of 
[hl, - A,, - B,] which transform this matrix into [A(X), F,]. This proves (i), 
(ii), and (iii). Notice that the column elementary operations will all be 
performed either within the block XI, - A, or within the block - Bc. This 
proves (iv). 

Let us now describe the elementary operations. 
To column k, - 1 add column k, multiplied by h. To the column k, - 2 

add column k, - 1 multiplied by X. Go on, and stop when the second column 
multiplied by X has been added to the first column. The block A,, of A, has 
now the form (assuming k, = 3 for simplicity) 

where 7i1, 8,,, 0i3 are polynomials with rrr of degree k,. 
The block A,, of A 1 becomes (assuming k, = 3, k, = 2 for simplicity) 

[ 721 0 8 0 22 9, 0 1 
where r2r, S,, 6,, are polynomials and rar has degree smaller than k,. It is 
easy to see that ~ii is the polynomial with largest degree in its column. 

Now we proceed in the same way for the columns passing through the 
block A,,, then for those passing through A,, etc., up to A,,. 

Let us now focus our attention on the elements of each block Aii 
immediately above the principal ones. We see that they are equal to - 1 and 
are the only nonzero in their rows [in the big p X (p + q) matrix]. For a 
moment let us call these - l’s “relevant elements.” It is obvious that with 
elementary operations on the rows we can annihilate all the elements in the 
columns of the “relevant elements” except themselves, leaving unchanged 
the elements that are not in the column of the “relevant elements.” Now 
multiply by - 1 the last p - s rows, the columns of the “relevant elements,” 
and columns s + 1, s + 2,. . . , p, p + 1,. . . , p + r. At this point we have a 
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matrix with the form (assuming for simplicity p = 8, o = 3, r = 2, k, = 3, 
k, = 2) 

0 1 o/ 0 o/ 
I 
I 

0 0 II 0 01 
I 
I 

711 0 01 
I 

712 0 I 
I A2 I Bl --------- ------ 

0 0 01 0 lj I 
7sr 0 0 1 rz 0 ; 

I 
I 
I -----_---+___----+-------_I___ 

0 1 0 ; AZ,-A,; 0 

Recalling the special form of A, and B,, we can see that with suitable 
permutations of rows and columns we can bring the matrix to the form 
announced in the lemma. The elements of T(X) will be the rij’s, and the 
elements of C will be the elements of A, that are not necessarily zero, 
Namely, 

c= [cijl> i=l ,.*.> r; j=l ,..., P - s, 

T(X)= [‘ij]? i,j=l r, >..., 

where 

rii = hkz - &;%-r, 

k, 
rij = - c a$j’X’- l for i#j. 

t=1 

Finally, the principal elements of I, are the l’s appearing in Bi. n 

REMARK. Notice that the successive transformations to bring 
[AZ, - A,, - B,] to the form [A(X), F,] are invertible. In fact, if a matrix 
with the form [A(A), F,] of the lemma is given, the matrix [AZ, - A,, - B,] 
obtained by performing the inverse transformations of those of the lemma has 
k 1,. . . , k, as controllability indices, since these numbers are invariant for the 
P, Qequivalence relation. 
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LEMMA 2.6 (Theorem 1.5.1 of [lo]). Let A(X)EF[X]“~’ and G(X)E 

QXl (m+r)x(t+s) , where r and s are nonnegative integers. Let a1 :> . . . :> a, 
and yl:> ... :>ym+, be the invariant factors of A(A) and G(X), respec- 
tively, and let us agree that ai = 0 for i > rank A(X) and yi = 0 for i > 
rank G(X). Then there exist matrices B(X) E FIXlmXS, C(X) E FIXlrxf, and 
D(X) E FIXlrxs such that G(X) is equivalent to 

if and only if 

Yi:’ ai:’ Yi+r+s, i=l m. ,a**, (2.1) 

LEMMA 2.7 (Lemma 3.4 of [14]). 
F[X]PXP 

Let A(h) = diag(Z,_,, AZ, - N) E 
(p > m), and bt al:> . . . :> ap be its invariant factors. Let 

yl:> . . . :> yn be n manic polynomials, where n = p + 9 (9 > 0). Then there 
exist matrices C E IF qXm and T(h) E FIXlqxq such that 

I 

p-m 0 0 

0 AZ,- N 0 

0 c TO) 1 

has yl:> ... :> yn as invariant factors if and only if 

yi9 q:> yi+q, i=l ,***,p. (2.2) 

Moreover, if (2.2) is verified, then T(X) can be constructed as a column 
degree dominant lower triangular matrix such that its diagonal elements are 
the polynomials 

P’ 
fJ.= - 

I pj-1’ 
j=l 9...,9, 

where~j=~~~~~8,1+jand~~=lcm(rYi_j,yi),i=1 ,..., p+j, j=O,l,... ,9. 
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LEMMA 2.8. Let A E FPxP, and let aI:> . . . :> ap be its invariant 

factors. Let pl:> . f . :> pp be p manic polynomials and d(pl.. . p,) = m. 

Let q and r be nonruzgative integers such that r < min(p - m, q). Then: 

(i) There exists a matrix B E lFPxq such that rank B = r and 

[AZ, - A, - B] has /Jo,..., j.kp as invariant factors if and only if 

pi:> (Yi9 pi+,, i=l,...,p (pi:=0 if i>p). (2.3) 

(ii) There exists B E F p xq such that rank B = min(p - m, q) and 

P12***2Pp are the invariant factors of [XI, - A, - B] if the following 

relations hold: 

/ll:‘ai”lli+q> i = l,..., p. (2.4) 

(iii) Zf (2.4) is verified and r = min(p - m,q), then ai:> pi+,:> ai+,, 

i=l ,..., p - r. 

Proof. (i): Firstly we are going to see that (2.3) is a necessary condition 
for the existence of B E IFPx’J verifying the requirements of part (i). Let 

Q= Ir 
[ 1 0 

E FPX’, r<min(p-m,q). 

If B E IFPxq and it has rank equal to r, then there exist nonsingular matrices 
P and Q such that 

P[D,,O]Q= B. 

Let A, = P-‘AP. As A, and A are similar matrices, they have the same 
invariant factors. So, if we denote the invariant factors of [XI, - A,, - D,] 

by El:> ... :>E@ then, by Lemma 2.6, 

EiP q:> &i+r. i=l,...,p. (2.5) 

On the other hand, 

P[XZ,- A,, - Dr,O] ‘;’ ’ 
[ 1 Q = [XI,- A, -B]. 

So ei =pi, i =l,..., p, and therefore (2.3) follows from (2.5). 
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Let us now assume that (2.3) is verified. From Lemma 2.6, there exists 

Z?,(A) E IFIX]PX’ such that [AZ, - A, B,(X)] has Z.L~,..,,Z.L~ as invariant fac- 
tors. As hZ, - A is regular, there exist matrices S(X) E IFIXIPX’and B E lFpXr 

such that 

B,(X) = (AZ,- A)S(h) -Z% 

Hence, ZJ i, . . . , pp are the invariant factors of 

[AZ, - A, NV] [; -Sj')]=[AI,-A, -El. 

If rank s = T, setting B = [&O] E lFpxq, we have that [AZ, - A, - B] is the 
required matrix. We assume now that rank B = t < r. By Lemma 2.3, [A, g] 
is P, Q-equivalent to a matrix [A,, B,] with the form 

where A,. = PAP- ‘, B, = Pi@, and (A,, B,) is a completely controllable 
pair. (If pi = 1 for all i, then by Corollary I of Theorem 2.11 of [14], (A,, B,) 
is completely controllable and A, = A, and B, = B,.) From Lemma 2.1 
[AZ, - A, - B] and [AZ, - A,, - B,] are equivalent A-matrices and their 
nontrivial invariant factors are those of A, E iF(p-S)x(p~S), where s is the 
orderofthesquarematrix A,.A~d(~~...~,)=m,itfollowsthat p-s=m. 

Since B, = PBQ we have that t = rank 3 = rank B, = rank B,, and, from 
Lemma 2.3, we know that B, has its first t columns linearly independent. 
Let us denote them by bi,...,Z+, and let bt+i,...,b, be r--t columns such 
that 

E,= [b,,..., b,] 

is a nonsingular matrix. It is clear that (A,, B,) is a completely controllable 
pair and rank B, = r. By setting - jj,= Bl 

[ 1 0 
and 8 = P-iB,, 

we have that [A,, 8,] and [A, 81 are P-equivalent, and by Lemma 2.4 the 
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nontrivial invariant factors of [AZ, - A,, - EC] are those of “Z_m - A,. Thus, 
[XI,- A, - 81 has pl,..., pp as invariant factors. So B = [ B,O] E lFpx4 is 
the required matrix. 

(ii): If 9 < p - m, then by (2.4) and part (i) we can obtain a matrix B 
such that rank B = 9. And if p - m < q, then the matrix B, in part (i) has 
rank less than or equal to p - m. Using the same procedure as in that part, 
we can obtain a matrix B, whose rank is p - m. Then the proof follows as in 
part (i). 

(iii): This part is an immediate consequence of (i) and (ii). n 

Now we need some results related to the Hardy-Littlewood-Polya majori- 
zation inequalities. We begin with 

LEMMA 2.9 (Lemma 4.3 of [14]). Let A(h) EF[~]“~” be a column 
degree dominant matrix. Let d i be the degree of its i th column, and let 
m,, . . . , m,, be positive integers. Zf 

Cm l ,... ,m,)<(d,,...,d,), (2.6) 

then there exists a column degree dominant matrix A’(h) equivalent to A(X) 
with mi as the degree of its i th column. 

LEMMA 2.10. Let x1,. . . , x Q be nonnegative integers such that IX:= Ix i = 
9 + m, where m is a positive integer. Zf m = tq + r, 0 < r < 9, then 

(t +2,..., t+2,t+l,..., t+l)*(x, )...) x4), 

where t +2 appears r times. 

Proof. It is clear that r(t +2)+(q - r)(t + 1) = m + 9 = Qclxi. We 
can assume, without the loss of generality, that x1 > . . . > xq. Firstly, we 
assume that r>O. Now x,>t++, because if x,<t+2 then xi<t+2, 
i=l , . . . ,9, and we come at the following contradiction: 

4 

C xi & 9( t + 1) < qt + r + 9 = m + 9. 
i=l 

If there is k, 1 < k < r, such that Ef;:x i 2 (k - l)( t + 2) but C:, 1x i < k( t + 
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2), then xk < t + 1 and therefore xi < t + 1, i = k + 1,. . . ,9. So 

i 'i= i ‘i+ ,=$+lxi 
i=l i=l 

<k(t+2)+(9-k)(t+l)=k+gt+q<qt+r+q=m+q, 

which contradicts the hypothesis. Hence C:,,X, > k(t + 2), k = 1,. . . , r. 
Finally, if there is k, 1~ k < 9 - r, such that E~Z:-‘ri > r(t +2)+(k - 

l)(t+l) but c;t$ri <r(t+2)+ k(t+l), then r,+k<t+l and ri,<t for 
i=r+k ). . . ) 9. so 

i=l i=l i=r+k+l 

<r(t+2)+k(t+1)+(9-r-k)t 

=tq+r+k+r=m+k+r<m+q, 

which is again a contradiction. Therefore EI~$ri >, r(t +2)+ k(t + l), k = 
1 ,...,9 - r. 

A similar procedure enables us to prove that if r = 0 then Ef_ rxi > k( t + 1) 
for k=l,..., 9 - 1, and Cy_r,xi = 9(t + 1) = m + 9. W 

LEMMA 2.11 (Theorem 5.1 of [14]). Let A E lFPxp, BE Fpxq, G E ff nXn, 
and n=p+q. Let us assume that rankB=r. Let pl:> *a* :>pp and 

yl:>“’ :>yn be the invariant factors of [XI, - A, - B] and XI, - G, 
respectively. Let ki > - * * > k, > k,+l = . . . = k, ( = 0) be the controllubil- 
ity indices of (A, B). Then there exist matrices C E FqxP and D E Fqxq such 
that G is similar to 

A B 
[ 1 C D 

if and only if the following relations hold: 

Yi”Pi” Yi+q, i=l,...,p, 

(k,+l,..., k,+l) -C (d(e,),...,d(o,)), 

(2.6) 

(2.7) 

&me aj=fljjpjwl, j=l,...,9; fij=~/.**fi~+j and P/=lcm(Pi-j>Yi), 

i=l )...) p+ j, j=O,l,..., 9. 
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LEMMA 2.12 (Corollary I of Theorem 5.1 of [14]). With the same 
notation as in Lemma 2.11, if B = 0 then there exist C E Fqxp and D E Fqxq 
such that G is similar to 

A 0 

[ 1 C D 

if and only if the relations (2.6) hold. 

3. MAIN RESULT 

THEOREM 3.1. Let A E IFPxP, and let al:> . . . :> ap be its invariant 
fcxtors. Let pL1 :> . . . :> pp be p rrwnic polynomials, and let k, >, . . ’ >, k, 
be r positive integers. Then there exists a matrix B E !FPxq with rank B = r 
and such that ,ul,..., pP are the invariant factors of [XI, - A, - B] and 
k l,“‘, k, are the rumzero controllability indices of (A, B) if and only if the 
following relations hold: 

ai:‘Pj+r:‘al+r> i=l ,...,P-r, (3.1) 

(k l,..., k,) -c (d(~,)>...>d(~,))~ (3.2) 

where flj=~j/ejP’, j=l,...,r; E~=E{...E~_,+~, and E{=lcm(~i+,_j,q), 

i = l,..., p - r + j, j = 0, 1, . . . , r. 

Proof. Let us assume that d(pl . . . pp) = m. 

(1) Necessity. From Lemma 2.8, (3.1) is obviously necessary, and it is 

easy to see (Lemma 4.4 of [14]) that we can prove (3.2) is a necessary 

condition by showing that the following relations are verified: 

f: d(dt) G f: kr-i+l, j=l ,...,r-1, (3.3) 
i=l i=l 

i d(ei) = i ki. 
i=l i=l 

(3.4) 
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Firstly we are going to see that (3.4) is necessary. In fact, 

igwi) = d(E’) - d(EO) = d(a, *. . a,) - d(&+, *. .pJ. 

But as rank B = r, we have that pi = . . . = pr = 1, and therefore ci=id(8i) 
= p - m. On the other hand, by Lemma 2.3, [A, B] is P, Q-equivalent to a 
matrix [AC, B,] with the form 

where A1~lFsXS and s=k,+ ... + k,. Since m = p - s (see, for example 
Theorem 2.11 of [ 141 or the proof of Lemma 2.8 above), we have k, 
+ . . . + k, = p - m and (3.4) follows. 

Moreover, if r = p - m then ki = 1, i = 1,. . . , r, and therefore (3.2) is 
obviously verified. Hence we are going to assume that T < p - m. By Lemma 
2.5, [hl, - A,, - B,], and therefore [AZ, - A, - B], is equivalent to a 
X-matrix with the form 

I 

p-n,-r 

0 0 0 0 

0 XI,,-A, 0 0 0 1 , (3.5) 

where T(A) is a column degree dominant matrix such that the degree of its 
ith column is ki, and AZ, - A, is equivalent to the submatrix of (3.5) formed 
by its first p rows and columns. As A and A, are similar, we conclude that 
cXi:> . . . :> a,, are the invariant factors of 

I 

p-m-r 

0 0 

0 AZ,,-A, 0 

0 c T(X) 1 

Let P be the permutation matrix such that T,(X) = PT(X)PT has as 
columns and rows the columns and rows of T(h) but placed in reverse order. 
Hence, T,(A) is a column degree dominant matrix such that the degree of its 



24 ION ZABALLA 

ith column is k,_i+l, i = l,..., r. So (or ,..., (Ye are also the invariant factors 
of 

A(X) = 1. 
0 0 z 0 

hZ,-A, 0 P-’ 

c T(X) I[ 1 O PT 

Z 

p-“l-r 0 0 

0 hZ,-A, 0 . 

0 PC TN 1 
We denote by A j( A) the submatrix of A(X) formed by its first p + j - r rows 
and columns, and by r/:> . . . :> T!+ j_r the invariant factors of A j(A), 
j=l , . . . , r. Consider 

Z p-*-r 0 0 

0 I XI,-A, 0 ’ (3.6) 

the submatrix of A j(A) formed with its first p - r rows and p - r + j 
columns. Since the nontrivial invariant factors of [XI, - A,, - B,] are those 
of AZ, - A,, we can conclude that ZJ~_,,,+~,... , pp are the invariant factors 
of AZ,,,- A,, ~r+r,..., pP are those of the matrix in (3.6), and pi = 1 for 
i=r+l ,a*.> p - m. So, by Lemma 2.6, 

+ pi+r:> Titj, i=l ,..., p-r, j=O,l,..., r. 

And as pi = 1 for i < r, we can Put 

I” *> $, 
r+i- j' i=l ,..., p-r+ j, j=O,l,..., r. 

Since A j( h) is a principal submatrix of A(X), by Lemma 2.6 we have that 

ai 9 Q, i=l 9.U.) p-r+ j, j=O,l,..., r. 

Therefore rij is a common multiple of (Y~ and pr+ i _ j. Since E{ = 
lcm(Pr+i-j> ai), we can conclude that 

&; 9 +, i= l,..., p-r+ j, j=O,l,..., r. (3.7) 
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On the other hand, it is clear that 

i=l 

and 

p-r+j 

d(IAi(x)l)= iFl d(~j), j=l,...,r. 

25 

(3.9) 

From (3.7) 

p-r+i p-r+j 
C d(~!)< C d(~j), j=l,..., r. 

i=l i=l 

So, from (3.8), we can write 

d(&‘) < ??l+ f: k,-i+l, j=l ,..., r. (3.10) 
i=l 

As m=d(pr+l... j.Q = d(e”) and d(Ej) - d(EO) = C/_,d(Oi), (3.3) follows 
from (3.10). 

(2) Sufficiency. Now we assume that (3.1) and (3.2) are verified. We 
put vi = prti, i = l,..., p - r. Hence (3.1) can be written as 

q:> vi:> ai+,, i=l ,...,p-r. (3.1’) 

Assume that pr= ..* = pt = 1 and d(pt+l) >, 1, and put N = 
diag( M,, . . . , Mp_t), where Mi is the companion matrix of Z.L~+~, i = l,.. ., p 
- t. Thus N EIF~~‘” and ZL,,_~+~,..., pP are its invariant factors. 

(i) Assume p - m = r. This means that ki = 1 for i = 1,. . . , T. By (3.1’) 
and Lemma 2.12, there exist matrices C, D such that 

[-“c El 

has ~yr,..., (Y,, as invariant factors. Therefore, this matrix is similar to A, and 
XI, - D is a column degree dominant matrix such that the degree of its ith 
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column is ki, i = 1,. . . , r. From Lemma 2.5 

[ 

Xl,,, - N 0 0 0 

c XI, - D I, 0 1 (3.11) 

is equivalent to a matrix [XI,- A,, -B,] where (A,, B,) has k,,..., k, as 
nonzero controllability indices and rank B, = r. 

It is easy to compute the invariant factors of the matrix in (3.11). We find 
that they are pi, . . . , pp. Thus, these are the invariant factors of [Xl, - A,, - 
B,,]. Also, by Lemma 2.5, XI, - A, is equivalent to 

[ 

AI,,-N 0 

c 1 Xl,- D ’ 

So A and A, are similar matrices. Thus, there exists P E GI,(F) such that 
A = PA,P-‘. By setting B = PB, we have that [A, B] and [A,, B,] are 
P-equivalent, and, consequently [XI, - A, - B] has pi,. . . , pp as invariant 
factors and (A, B) has ki = 1, i = 1,. . . , r as nonzero controllabilty indices. 

(ii) Assume p - m > r. In this case it is clear that the invariant factors of 
diag(Zp_m--r, AZ, - N) are pLI+i,. . . , pp. Hence, according to (3.1’) and 
Lemma 2.7, there exist matrices C, E IF”“’ and T,(X) E iFrXr such that 
cyi, . . . , ap are the invariant factors of 

I 

I p-m-r 0 0 

0 Xl,, - N 0 

0 C, Ti(V 1 . (3.12) 

Moreover, T,(A) is a column degree dominant triangular matrix such that the 
degree of its ith column is d(B,), i = 1,. . . , r. By (3.2) and Lemma 2.9, T,(A) 
is equivalent to a degree dominant matrix T(h) such that the degree of its i th 
column is ki, i = 1,. . . , T. So there exist unimodular matrices P(h), Q(X) E 
lF[X]‘X’ such that T(X) = P(X)T,(X)Q(X). Hence, the matrix in (3.12) and 

0 

AZ,, - N 

Cl 

I p-m-r 0 0 

0 AZ,,-N 0 

0 W)Cl T(X) 

0 
I 0 P-r 0 

T,(X) I[ 0 Q(h) 1 
1 
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are equivalent. As XI,, -N is regular, there exist S(~)EIF[X]‘~“’ and 

C E IF rx”’ such that 

P(X)C,=S(X)(XI,-N)+C. 

Then, ai,..., (Y, are the invariant factors of 

1 p-m-r 0 0 

= 0 AI,-N 0 

. 

0 c T(X) 1 

According to Lemma 2.5 and its Remark, 

Z 

p rr, r 

0 0 0 0 

0 AZ,,- N 0 0 0 

0 c T(A) 1, 0 1 
is equivalent to a matrix [hl, - A,, - B,] where (A,, B,) has ki,..., k, as 
nonzero controllability indices and rank B, = T. Now, the proof of the theo- 
rem follows as in case (i). W 

COROLLARY I. Let A E Fpx?-’ and c~i:> . . . :> a,, be its invariant fac- 
tors. There exists B E FpxQ such that (A, B) is completely controllable with 
k,> ... 2 k, ( > 0) as nonzero controllability indices and rank B = r if and 
only if the following conditions hold: 

ai = 1, i=l . . . ..p-r. (3.13) 

(k 1,...,k,)~(d((~~),...,d(0~~~,+l)). (3.14) 

Proof. (A, B) is completely controllable if and only if the invariant 
factors of [XI, - A, - B] are all equal to 1 (Corollary I of Theorem 2.11 of 
[14]); i.e., pi = 1, i = l,..., p. So, in this case (3.1) and (3.2) are equivalent to 
(3.13) and (3.14), respectively. n 
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COROLLARY II. Let x be a manic polynomial of degree p. Then there 
exist matrices A E lFPxP and B ~~~~~ such that x is the characteristic 
polynomial of A, rank B = r, [AZ, - A, - B] has pl:> . . . :> pp as in- 
variant factors, and (A, B) has k, >, . . . >, k, ( > 0) as nonzero controllabil- 
ity indices, if and only if the following conditions hold: 

(3.15) 

i ki=p-m, 
i=l 

(3.16) 

where m = d(p, . . . p,). 

Proof. If ai:> . . . zap are the invariant factors of A, then (3.1) is 
verified, and so (3.15) follows. Moreover, (3.16) follows immediately from 
(3.2). 

Conversely, if (3.16) is verified, then p - m > r because ki 2 1; and since 
p 2 m = d(p, . . . p,), we have that pp_,,, = 1. So p, = 1. If (3.15) holds, then 
there exists v E F[ X] such that 

P-’ 

X = v II Pi+r. 
i=l 

We define ai = pi for i = 1,. . . , p - 1 and ap = ppv. 
Suppose that pi = ... = pt = 1, d(pt+l) > 1, and set A = 

diag(A,,..., A,_, ),whereA,isthecompanionmatrixofa,+,,i=l,...,p-t. 
It is clear that x is the characteristic polynomial of A. Moreover 

q:> pi+,:> aitr, i=l ,...,p-r, (3.17) 

and by defining E! as in Theorem 3.1, it is easy to see that for i = 1,. . . , p - T 
+ jand j=0,1,...,r-1,cwi:~~i+~_jand~~=~i+r_j.S~~~=~,_j+1~~~~p 
for j = 0, 1,. . . , r - 1. Since pi = 1 for i< r, we have that d(ej)= m for 
j=O,l ,...,r - 1. Hence 

(W’r),..., d(B,))=(p-m,O ,..., 0). 

Andas k,+ **a + k, = p-m, then 

(k p.,k,) 4 (4~,)>...d’4)) (3.18) 
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is always true. Now, the existence of B verifying the prescribed requirements 
follows from (3.17), (3.18), and Theorem 3.1. n 

We are now ready to give a new proof of the S&Thompson interlacing 
inequalities. 

THEOREM 3.2 (Interlacing inequalities for invariant factors: Marques de SB 
[g-lo], R. C. Thompson [ll]). Let A EIFP~P, G E Fnx”, and n = p + 4. 
Let aI:> ... :>ap, and yl:> ... :> y, be the invariant factors of A and G, 
respectively. Then there exist matrices BE FPxq, C E lFqxP, and D E lFqxq 
such that G is similar to 

A B 
[ 1 C D 

if and only if the following condition holds: 

Yi:’ ai:’ Yi+zqY i=l ,...> P, (3.19) 

where we agree that yi = 0 for i > n. 

Proof. The necessity of (3.19) is an immediate consequence of Lemma 
2.6. We are going to see that (3.19) is a sufficient condition. We begin by 
defining p polynomials in the following way: 

/J-i=lCm(ai-q,Yi) i = l,...,p. 

These polynomials verify the following conditions (as one can see easily): 

Pi”Pi+lY i=l ,...,P-1, (3.20) 

pi:> ai:> pi+q, i=l >a..> p (pi:=0 for i>p), (3.21) 

Yi :’ Pi :’ Yi+q> i = l,..., p. (3.22) 

Set d(pi . . . pLp) = m and r = min(p - m, Q). According to (3.21) and (iii) of 
Lemma 2.8, we have that 

ai:> pi+r:> ai+,, i=l ,...,p-r. (3.23) 
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If r=p-m,thenweput k,=l, i=l,...,randitisclearthat 

(k 1 ,..., k,) -c (~(~,),.d(~,))> (3.24) 

where dj is defined as in Theorem 3.1. 
If r=q,thenwedivide(p-m)-rbyr: 

(p-m)-r=tr+s, O<s<r. (3.25) 

Putting k, = t + 2 for i = 1,. . . , s and k,=t+l for i=s+l,..., r, from 
Lemma 2.10, we have that 

(k,,..., k,) < (d(&),...>@,)). (3.24’) 

From (3.23) and either (3.24) or (3.24’), and by applying Theorem 3.1, there 
exists B E lFPxq such that [XI, - A, - B] has pr :> . . . :> pp as invariant 
factors and (A, B) has k,,..., k, as nonzero controllability indices. 

If r = p - m, we put k,+l = . . =k,=O,andsince p-m=Oq+(p- 

m), Lemma 2.10 enables us to affirm that in this case 

(k,+l,..., k,+l) -C (cE(q,),...,d(q)), (3.26) 

where aj is defined as in Lemma 2.11. 
And if r = q, then, from (3.25), p - m = (t + 1)q + s. Again by Lemma 

2.10 we have 

(k,+l,..., k,+l)~(d(a,),...,d(a,)). (3.26’) 

Now, the proof of the sufficiency follows from (3.22), from either (3.26) or 
(3.26’), and by applying Lemma 2.11. n 

4. FINAL REMARK 

In this paper we have proceeded according to the following idea: In [12] 
Wimmer solved the problem of the existence of a matrix with some pre- 
scribed rows (or columns) and prescribed characteristic polynomial, and he 
used the solution to give a new proof of an earlier result of de Oliveira [6] 
related to the existence of a matrix with prescribed characteristic polynomial 
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and a prescribed principal submatrix. Improving Wimmer’s result, in [14] we 
solved the same problem but when the invariant factors are prescribed 
instead of the characteristic polynomial. It seems natural to think that the 
solution of this problem might serve to give a new proof of the interlacing 
inequalities for the invariant factors of a matrix over a field and those of a 
prescribed principal submatrix. We think that the proof we provide in this 
paper gives some insight into the relation between the invariant factors 
prescription problems and linear control theory. 

Finally, we remark that by means of our method the convexity problems 
which Marques de SB and Thompson had to solve are subsumed in the 
Hardy-Littlewood-Polya majorization inequalities which appear in the main 
theorem of [14] and in this paper. So it has not been necessary to make any 
explicit reference to convexity in our proofs. 
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